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Introduction

Particulate subaqueous gravity flows are sediment-
water mixtures that move as a result of gravity acting
on the sediment-induced density excess compared
with the ambient water. The mixtures can range
from densely-packed sediment flows, that are essen-
tially submarine landslides, to very dilute flows carry-
ing only a few kgm?® of sediment. Gravity flow can
take place in lakes and oceans, but some dense flows
also occur in rivers. Sediment volumes transported by
individual events can range up to thousands of cubic
kilometres, although most events are of much smaller
magnitude. Due to their infrequent occurrence and
destructive nature, much information about subaque-
ous gravity processes comes from the study of their
deposits and from laboratory experiments. Flow ini-
tiation mechanisms, sediment transport mechanisms,
and flow types are described here separately, to em-
phasise the sense of process continuum needed to
appreciate the development of most natural subaque-
ous gravity flows. This is followed by a description of
internal and external influences on flow behaviour.
Finally, the influence of flow regime on individual
deposits is outlined.

Flow Initiation Mechanisms

A variety of processes can generate subaqueous
gravity currents, with varying initial concentrations.

Direct Formation From Rivers

Currents can be formed when turbid river water flows
into bodies of standing water such as lakes or oceans.
If the bulk density of the turbid river water (sediment
plus interstitial fluid) is higher than that of the receiv-
ing body of water, the river outflow will plunge, trav-
elling along the bed as a hyperpycnal flow (or plume)
beneath the ambient water. Such sediment-laden
underflows may mix with the ambient water and
transport sediment oceanward as particulate gravity
currents. Although sometimes these river-derived
flows are of high concentration (e.g., the Yellow
River hyperpycnal plume), mostly they are dilute.
Direct formation of subaqueous gravity currents in
this way is, however, the exception rather than the
rule. More commonly, the bulk density of the turbid

river outflow is less than that of the ocean, and turbid
surface plumes are generated. Nevertheless, particu-
late gravity flows can also form from surface plumes if
material settling out collects near the bed at high
enough concentrations to begin moving. A similar
effect results from flow generated by glacial plumes
where the sediment is slowly released into the water
body.

Where the interstitial fluid in a hyperpycnal plume
is of lower density than that of the ambient fluid, as is
the case when freshwater rivers flow into brackish or
fully saline bodies of water, ongoing sedimentation
may induce buoyancy reversal. Thus, the gravity cur-
rent will loft, in a manner similar to some subaerial
pyroclastic density flows, and the flow will essentially
cease to travel forwards, resulting in the development
of abrupt deposit margins.

Sediment Resuspension

Loose sediment on the seafloor can be resuspended if
bed shear stress is high enough. This can occur during
storms or during passage of flows caused by density
differences as a result of temperature or salinity. The
resulting suspended sediment concentrations can be
high enough to allow the mixtures to flow under the
influence of gravity. As in the case of river-derived
flows, resuspension usually generates initially dilute
currents.

Slope Failure

Flows of much higher concentration may form as a
result of slope failure. Sediment on submarine slopes
can become unstable as a result of slope oversteepen-
ing during ongoing sedimentation, and during sea-
level falls, as a result of high inherited pore fluid
pressures and gas hydrate exsolution. Slope failure
can alternatively be triggered by externally applied
stresses, due to earthquakes, or as a result of loading
induced by internal waves in the water column above
(which chiefly occur in oceans). Initially, the failing
mass becomes unstable along a plane of instability
and a whole segment of the slope starts moving.
Retrogressive failure and/or breaching can continue,
adding material following the initial loss of stability.
The concentration of this mass is at packing density
but can become more dilute as flow continues.

Terrestrial Input

Not all subaqueous gravity flows need originate
under water. Landslides, pyroclastic flows, and aeo-
lian sediment transport originating on land can enter
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lakes or oceans and continue flowing underwater if
the rates of mass flux are sufficiently high.

Grain Transport Mechanisms
Matrix Strength and Particle-Particle Interactions

Within dense flows, grains can be prevented from
settling as a result of matrix strength (Figure 1).
This strength may arise if some or all of the particles
are cohesive. The resulting cohesive matrix prevents
both cohesive and non-cohesive particles from set-
tling out. In addition, particles can be supported by
matrix strength within flows of non-cohesive grains if
the particles are in semi-permanent contact, as is the
case for flows whose densities are close to that of
static, loose-packed sediment. For slightly lower con-
centrations, inter-particle collisions will help keep
particles in suspension.

Hindered Settling and Buoyancy

Settling of particles can be slowed down by
water displaced upwards by other settling particles
(Figure 1). Such hindered settling is especially effect-
ive in dense mixtures with a range of grain sizes so
that the smaller particles are slowed down by settling
of the larger particles. The presence of smaller par-
ticles also increases the effective density of the fluid
that the particles are settling in and thus enhances
the buoyancy of the suspended particles and reduces
settling rates.

Turbulence

The motion of sediment-laden flows can generate
turbulence through shear at the bed, internally in
the flow or at the top of a dense layer. The turbulent
bursts generated at the bed tend to have an asym-
metrical vertical velocity structure, with slower
downward sweeps and more rapid upward bursts.
This turbulence pattern counteracts the downwards
settling of particles, moving them higher up in the
flow (Figure 1). Turbulence generation is hindered
and dissipation increased, however, if the particle
concentration is high, or if the flow is very cohesive
or highly stratified.

Flow Types

Broadly speaking, flows can be divided into three
main types, depending on density:

Dense, Relatively Undeformed Flows, Creeps,
Slides and Slumps

Flows of this type essentially have the same density as
the pre-failure material. In each case the sediment
moves as one large coherent mass, but with varying
amounts of internal deformation. Grains remain in
contact during flow and thus matrix strength is the
main sediment transport mechanism. Such flows will
stop moving or shear stress becomes too low to over-
come friction, at which point the entire mass comes to
rest. Flow thickness and deposit thickness are essen-
tially the same, although flows may thicken via in-
ternal thrusting or ductile deformation as they
decelerate prior to arrest. Slope creep caused by grav-
ity moves beds slowly downslope with gentle internal
deformation of the original depositional structure.
Slides undergo little or no pervasive internal deform-
ation, while slumps undergo partial deformation but
the original internal structure is still recognisable in
separate blocks. Thicknesses of slides and slumps
range from several tens of metres to 1-2km and
travel distances can be up to about 100 km, with
displaced volumes of up to 10'*m?>, although most
flows are considerably smaller.

Dense, Deformed Flows: Rockfalls, Grain flows,
Debris Flows and Mudflows

In flows of this type, sediment still moves as one
coherent mass, but concentrations can be lower and
the mass is generally well mixed, with little or no
preservation of remnant structure from the original
failed material. Sediment support mechanisms are
matrix strength, buoyancy, hindered settling, and
grain-grain collisions. Rheologically such flows
are plastic (i.e., they have a yield strength). Clast
types generally range from purely cohesive in mud-
flows, to cohesive and/or non-cohesive in debris flows
(Figure 2) and purely non-cohesive for grain flows
and rockfalls (where movement is by freefall on very
steep slopes). These types of flow are formed as a
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Figure 1 Schematic illustration of the principal grain transport mechanisms, shown in decreasing order of concentration from left to

right.
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Figure 2 A laboratory debris flow from right to left. Note: a
dilute turbidity current has been generated on the upper surface
of the debris flow due to erosion of material by fluid shear. (After
Mohrig et al. (1998) GSA Bulletin 110: 387-394.)

result of rapid internal deformation following slope
failure, from high concentration river input or from
reconcentration of dilute flows (described below).
Flow and deposit thicknesses can be up to several
tens of metres with travel distances of several hun-
dreds of kilometres. Erosion can add material to the
flow and thus extend both travel distances and size of
deposit — neither of which, therefore, necessarily
relate to the initial flow mass. Motion will stop once
friction is too high and flows will generally deposit
en masse. Debris flows may develop a rigid plug of
material at the top of the flow, where the applied
stress falls below the yield strength. Such flows
move along a basal zone of deformation, and may
progressively ‘freeze’ from the top downwards, ultim-
ately coming to rest when the freezing interface
reaches the substrate.

(Partly) Dilute Flows: Turbidity Currents

In flows of this type, the sediment does not move as
one coherent mass (Figure 3). These flows are gener-
ally dilute although parts of these flows can be of high
concentration, especially near the bed. In the dilute
parts of these flows, sediment is transported in either
laminar or turbulent suspension. In higher concen-
tration areas additional sediment transport mechan-
isms, such as grain-grain interactions, hindered
settling, and buoyancy effects may also play a role.
Rheologically, the dense parts of such flows can
behave plastically, but the dilute parts are Newton-
ian. Concentrations in turbidity currents range from
only a few kg m?® to concentrations approaching those
of static, loose-packed sediment. The dilute parts of
these flows are commonly strongly vertically density-
stratified. Turbidity currents can be formed via dilu-
tion of debris flows (see below), directly from river
input or from resuspension of sediment.

Turbidity current thicknesses can be up to several
hundreds of metres and can increase during flow due

Figure 3 A laboratory turbidity current flow from right to left.
Field of view is 55 cm wide. (After McCaffrey et al. (2003) Marine and
Petroleum Geology 20: 851-860, with permission from Elsevier.)

to turbulent entrainment of ambient water. Velocities
can be up to tens of ms, but more commonly are
around 1ms or less. Larger flows, such as the well-
documented Grand Banks event of 1929, may travel
distances of a few thousand kilometres, even on
nearly flat slopes, although distances of tens to hun-
dreds of kilometres are more common. Sediment
eroded during flow can add to the driving force and
will increase flow duration and travel distance. Flows
will gradually slow down as sediment settles out, with
coarse material being deposited proximally and fine
material distally. Deposit thicknesses generally are
significantly smaller than flow thickness and are on
the order of cm to dm, but can be up to multi-metre
scale for large flows. However, ongoing sedimenta-
tion from flows of long duration can result in deposits
whose thickness relates principally to flow longevity
rather than flow thickness. Consequently, it is ge-
nerally more difficult to interpret flow properties
from analysis of turbidity current deposits (turbidites)
than it is for the denser flow types.

Flow Transformations

Transformations of one flow type into another are
common. Initially-dense slide masses may be dis-
rupted due to internal shear, liquefaction, and disag-
gregation on various scales. If this deformation is
sufficiently vigorous all the original structure of the
failed material will be lost and the slides transformed
into debris flows. In turn, these can transform into
turbidity currents by erosion of sediment from the
front and top of the dense mass due to ambient fluid
shear (Figure 2), by disaggregation and dilution, and
by deposition of sediment, diluting the flow. Turbidity
currents can be transformed into debris flows if they
reconcentrate, for example when mud-rich flows
slow down. Further transformation into slides is
not possible once the original internal structure is
broken up.

The extent of transformation depends on flow size,
velocity, and sediment content. Variable degrees of
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transformation can lead to the development of differ-
ent flow types within one current, both vertically and
from front to back. This co-occurrence of different
flow types is especially common in flows with a dense
basal layer and more dilute upper part. Thus, classifi-
cation schemes which subdivide flows on the basis of
discrete flow types do not recognise the diversity of
natural flows, in which different types of flow may
occur simultaneously and vary in relative importance
in time and space as the flows evolve.

Internal and External Influences
on Flow Behaviour

Flow behaviour is influenced both by internal factors
such as concentration and grain size distribution
and external factors such as input conditions and
topography.

Flow Velocity

The driving force, and hence velocity of subaqueous
gravity currents increases with both concentration
and flow size. However, resistance to internal shear
will increase with increasing viscosity due to increas-
ing particle concentrations, and with increasing yield
strength caused by cohesive particles. This will inhibit
the increase of flow velocities. However, because con-
centration-induced resistance to shear does not scale
with flow size, it can more readily be overcome by the
higher gravitational driving forces of larger flows,
which are, therefore, faster than smaller flows.

Flow Duration and Run-Out Length

Slope failure-induced slumps and slides that do not
transform into debris flows and/or turbidity currents
will generally be of short duration and have run-out
lengths on the order of the initial failure size. If the
failed sediment mass does transform into a debris
flow, the duration and run-out length depend on the
mobility as described above, with larger flows travel-
ling further. However, because debris flows stretch
out as they are flowing and because they may incorp-
orate material by erosion, their run-out length may
not be directly related to the initial failure size.

The duration and run-out length of turbidity cur-
rents depend on their size and sediment content, and
hence also on their formation mechanism. Sustained
input from rivers or glacial plumes can result in long
duration flows, even if the input concentration is low.
Turbidity currents that are generated from slope fail-
ures can have a short duration input, but tend to
stretch considerably due to turbulent mixing and
will thus increase in flow duration provided the trans-
ported sediment is kept in suspension. The ability of a

flow to keep sediment in suspension, known as
the flow ‘efficiency’, directly affects flow run-out
lengths. Flow efficiency depends on flow magnitude,
with larger flows being more efficient, and on grain
size, as finer grains settle out more slowly than
coarser grains. The presence of fine sediment in the
flow also increases the ability to carry coarse sedi-
ment so both types of sediment will be carried further
and both flow duration and run-out length will be
increased.

Spatial and Temporal Changes to Flow

Flows are influenced both by the input conditions and
by the terrain over which flow takes place. Flow
behaviour therefore varies both temporally and
spatially, causing local areas of erosion and depos-
ition that lead to a deviation from a simple deceler-
ating depositing flow and complicate the depositional
pattern. Both spatial and temporal changes in flow
behaviour can be caused by changes in sediment con-
tent of the flow: erosion adds driving force to the flow
and increases velocity, while deposition slows flows
down. Temporal changes to flow can also be caused
by changing input conditions. River input from floods
leads to flows that initially have a progressive in-
crease in velocity followed by a long period of de-
creasing velocity. In retrogressive failure ongoing
detachment of discrete sediment masses will result in
pulsed sediment input; the rate of input generally
tends to peak rapidly, and then diminish as successive
slope failures reduce in size.

Local spatial changes in flow are caused by changes
in the topography (Figure 4). The angle of the slope
on which flow takes place is obviously important for
gravity driven flows; when slope angle increases, the
flow will go faster although the velocity increase will
be diminished by the increase of friction with the
ambient water. Nevertheless, small changes in slope
angle can change flow behaviour. If the slope angle
decreases, very dense flows can be stopped as the
basal friction becomes too high. More dilute flows
may undergo hydraulic jumps, in which they abruptly
thicken and decelerate. This deceleration can cause
coarser sediment to be deposited. Local changes to
flow can also be caused by changes in the constriction
of the flow path. When a flow goes into a constric-
tion, velocity will increase. Where a flow can expand,
as at the end of submarine canyons, velocity will
decrease.

Momentum Loss

The evolution of flow behaviour can be different
along flow-parallel and flow-transverse directions.
Momentum will be greater in the direction of flow
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Figure 4 Schematic illustration of the interaction of turbidity
currents with (A) high amplitude and (B) low amplitude bathym-
etry. Flows are uniform if the velocity does not change with
distance and are non-uniform if the velocity does change. Accu-
mulative flows have spatially increasing velocity while depletive
flows have decreasing velocity. (After Kneller and McCaffrey
(1995) SEPM, Gulf Coast Section, 137-145.) Published with the
permission of the GCSSEPM Foundation; Further copying re-
quires permission of the GCSSEPM Foundation.

than in the transverse direction. For coarse sediment
in dilute flows, this means transport is principally in
the main flow direction as rapid transverse momen-
tum loss results in rapid deposition. This is less the
case for fine-grained sediment, which will stay in
suspension more easily and will thus generate mo-
mentum for flow in the transverse direction. These
differences are not so important in restricted parts of
the flow path, such as in canyons, but are important
in less confined settings.

Channelised flow

If flows are erosive they can create conduits (inci-
sional channels) both for themselves and for later
flows. In aggradational systems, dense flows such as
debris flows will start to form levees at their edges
where flow becomes too thin to overcome the matrix
strength. Sideway expansion of coarser-grained
turbidity currents may lead to loss of momentum in
the transverse direction, and thus greater rates of off-
axis than on-axis deposition. This incipient levee for-
mation may lead to the development of aggradational
channels (Figure 5). These channels, which are gener-
ally sinuous, and often meandering, partly confine
flow and can carry sediment downstream for long
distances. Dilute parts of the flow can overtop the
levee crests resulting in overspill and deposition of
thin sheets of relatively fine-grained sediment that
decrease in thickness away from the channel. This
winnowing process causes the flows progressively
to become relatively depleted in fine grained
material, resulting in the development of sandy lobe
deposits at the end of relatively muddy channel-levee
systems. Levee height decreases downstream and
flows become less confined. Like subaerial channels,

Figure 5 GLORIA image of sinuous submarine channels on the Indus fan. (From Kenyon et al. (1995). In: Pickering et al. Atlas of
Deepwater Environments: architectural style in turbidite systems: London: Chapman and Hall, 89-93.)



6 SEDIMENTARY PROCESSES/Particle-Driven Subaqueous Gravity Processes

aggradational submarine channels may undergo avul-
sion, resulting in the formation of internally-complex
sedimentary fan deposits. Although channels are
largely formed by the flows themselves, they can be
influenced by pre-existing topography.

Flow in Unconfined Basins

When the basin size is very large compared to the
flow, the flows are effectively unconfined. Flows
that are not strong enough to erode and that are not
captured by antecedent channels can start to spread
out. Fine-grained, efficient turbidity currents spread
out more evenly in all directions than their coarser-
grained counterparts as a result of differing rates of
momentum loss. Such unconfined flows can be influ-
enced by Coriolis forces, being deflected to the right
in the northern hemisphere, and to the left in the
southern hemisphere. Unconfined flows deposit sedi-
ment in lobes, with deposit thicknesses decreasing in
all directions away from the depocentre. Develop-
ment of depositional topography may cause subse-
quent flows to be steered away from depocentres of
previous flows and to deposit relatively more of their
sediment load in offset positions in a process of auto-
cyclic compensation. Deep-sea fan systems can form
in unconfined basins settings through this process.

Flow in Confined Basins

When the basin size is smaller than or of the same size
as the flow, the basin margins will prevent flow from
expanding and the basin is said to be confined. Pro-
cesses of topographic interaction induce spatial
changes to flow, as detailed above. Flows can over-
come small topographic obstacles, but as obstacle
height increases relative to the flow height, part or
all of the flow will be diverted. Flows in confined
basins can be reflected back and forth between differ-
ent basin margins if enough energy is available, which
can result in reworking of the part of the deposit laid
down during a previous pass of the flow. If the basin
walls are sufficiently high to prevent any of the flow
escaping, the basin is said to be ponded. In this case
all the sediment is retained in the basin, and any mud
present in the flow will be distributed in suspension
evenly across the basin and will slowly settle out. The
spatial restriction created by confined or ponded
basins will hinder flow expansion. Thus, although
autocyclic processes can play a role in dictating sedi-
mentary architecture, in general basin fill patterns
will be dominated by the confinement. Successive
deposits can gradually fill up a basin completely.
This can result in flows being able to partially bypass
the basin, and enter the next basin downstream, in a
process known as fill-and-spill.

Flow Regime Recorded in
Depositional Sequences

Erosion and Bypass

If flow power is large enough, erosion can take place,
which can remove significant volumes of sediment.
This material adds to the driving force of the flow and
can lead to acceleration (a process called ignition),
and increased flow duration and travel distance.
Smaller-scale erosion can form structures that indi-
cate palaeoflow direction, including grooves, where
an object is dragged along the bed, and flutes, where
turbulent motions erode a characteristic shape that is
deeper upstream, and both flares and shallows down-
stream. Erosion can take place beneath both debris
flows and turbidity currents, although flutes require
turbulence for their formation, a condition more
likely to be met in turbidity currents. Not all flows
are capable of erosion, but this does not necessarily
mean they deposit their transported load. Bypass of
sediment is common in upstream areas and may leave
no record in the deposit. This behaviour is closely
related to the process of autosuspension, in which
sediment is transported by turbulence generated
by flow caused by the density difference due to the
sediment itself. Strictly speaking, such flows neither
erode nor deposit.

Deposition

Eventually all flows, whether they start out as dense
or as dilute flows, will lose their momentum and
deposit their sediment. Dense flows such as slumps
and debris flows will leave deposits whose structure
more or less corresponds to that of the flows them-
selves. This is not the case for turbidity currents,
which generally deposit their sediment progressively.
Whether deposition takes place at all in turbidity
currents depends on local flow competence and cap-
acity. Flow competence indicates which grain sizes
can be transported by a flow of a given velocity
and flow capacity indicates how much sediment can
be carried by a flow of a given velocity. The depos-
itional structures of turbidity current deposits (turbi-
dites) are influenced by the grain sizes carried in the
flow, the velocity of the flow, and the sediment fall-
out rate. High sediment fall-out rates cause suppres-
sion of primary sedimentary structures and lead to the
formation of massive (structureless) deposits. The
grains in these deposits tend not to be packed at
maximum density and commonly re-organise them-
selves post-depositionally, expelling pore water in the
process. This process commonly produces structures
that overprint any primary depositional fabric. If fall-
out rate is low enough, structures such as ripples and
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laminations can be formed, depending on grain size
and flow regime. Deposit thickness is influenced both
by flow size, with larger flows resulting in thicker
deposits, and also by flow duration, with sustained
flows being able to deposit thick beds, even if the
flows themselves are not particularly large.

Various models have been proposed to describe the
vertical succession of features in an idealised turbi-
dite. The most widely applied is the model of Bouma,
which describes a sequence deposited by a gradually
decelerating turbidity current. Because all flows must
eventually wane, full or (more commonly) partial
Bouma sequences are developed quite frequently, par-
ticularly in relatively distal locations. However, the
assumption that flows gradually decelerate over the
entire flowpath is unlikely to be met, and many de-
posits will not look like this or other standard se-
quences. The influence of temporal changes and
spatial changes on deposits will be reflected in terms
of bed thickness and grain size distribution (grading).
These are schematically presented in the diagram
of Kneller for turbidity current deposits (Figure 6).
This scheme is strictly valid only for flow where
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> > _—p
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Figure 6 Schematic representation of vertical and lateral grain
size variation within single beds as a function of the combined
effects of flow steadiness and uniformity. The two logs in each
field represent relatively proximal and distal configurations, re-
spectively (arrow indicates flow direction). Flows are steady if
velocity does not change with time and are unsteady if the vel-
ocity does change with time. Waxing flows have temporally in-
creasing velocity while waning flows have decreasing velocity.
Non-uniformity definitions are given in Figure 4. (After Kneller
and McCaffrey (1995) SEPM, Gulf Coast Section, 137-145.) Pub-
lished with the permission of the GCSSEPM Foundation; Further
copying requires permission of the GCSSEPM Foundation.

concentration does not change, which limits the ap-
plicability of the approach, but it illustrates the
idea well. Finally, it should be borne in mind that
depositional sequences may be reworked by surface
currents, dewatering, and/or bioturbation. These pro-
cesses may obscure any evidence of flow character
that was originally recorded in the deposit.

Summary

Subaqueous particulate gravity currents may exhibit
a wide range of concentrations, magnitudes, grain
size, and type and flow velocities, all of which may
change as flow develops. Flow behaviour is dictated
both by input conditions (affecting flow magnitude,
grain size distribution, and duration), and by the flow
pathway (including its bathymetry, and the erodibil-
ity of the substrate). Thus, subaqueous particulate
gravity currents form a complex and variable range
of flow types, which together constitute the principal
means by which coarser-grained clastic material is
transported into the deep ocean.
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Introduction

Geological treatments of sediment dynamics gener-
ally lose sight of the fact that the last event of dynamic
importance that happened to the sediment was that it
was deposited. Instead, most accounts concentrate on
the process of transport. Of course, a fair amount of
work deals with the creation of bedforms, many of
which are depositional, but occur in the transport
regime of ‘steady’ flow, as well as in the ‘unsteady’ re-
gime of flow deceleration which leads to deposition. It
is not possible to deal sensibly with the topic of depos-
ition from suspension without some mention of how
material is transported, and so this article deals briefly
with this aspect after giving an outline of the con-
trolling factors and before describing the processes
of deposition.

Almost any material, even boulders, can be trans-
ported in an aqueous turbulent suspension if the flow
is large and sufficiently rapid. Even gravels were in
suspension in the flood following the bursting of the
glacial Lake Missoula in western Washington State
(USA). However, most material deposited from sus-
pension is mud and fine sand. Indeed, most (>50%) of
the sedimentary geological record is of silt and finer
sizes (<63 um). Fine silt and clay, material of <10 um,
has the peculiar property that it can stick to-
gether, thereby transforming its settling velocity dis-
tribution. This, in turn, affects its response to changes
in factors controlling its transport and deposition,
such as the boundary shear stress and turbulence
intensity.

The term ‘suspension’ is normally applied to mater-
ial supported by turbulence in a boundary layer.
However, in the oceans, much past work has referred
to ‘suspended particulate matter’ (SPM) or ‘total sus-
pended matter’ (TSM) obtained by filtration. This
material, unless in the ocean bottom mixed layer,
is not suspended but sinking, and thus, in a sense, is
being deposited, although it may have several kilo-
metres to go to reach the bottom. This material,
comprising ‘pelagic flux’, is also affected by settling
velocity transformations and is included in this
article.

This article deals with controlling factors, entry
into and maintenance in suspension, and aspects of
deposition: pelagic flux and deposition from bound-
ary layers on to flat beds and bedforms. It mainly

concerns deposition from water, but some of the dia-
grams in non-dimensional form are applicable to air,
and some comparisons are made with dust deposition
from wind.

Controlling Factors
Particle Settling Velocity w¢

The still-water settling velocity of spheres collapses
nicely on to a single curve when plotted as a dimension-
less Reynolds number Re,, (= w,d/v) vs. another dimen-
sionless number used by (amongst others) M..S. Yalin in
1972, and here called Yalin’s number: Z = (Apgd®/pv?)
(Figure 1) (w; is the settling velocity, d is the diameter,
Aps= ps—p is the solid minus fluid density, and v is the
kinematic viscosity). It should be noted that the ab-
scissa = contains material variables only, i.e., particle
size and density and fluid viscosity and density. It
should also be noted that the curve has two straight
line segments and a curved transition joining them. The
upper segment is Re,=1.755%7, with a lower limit
around d =2 mm, and is thus applicable to gravel in
water. The lower segment is Stokes’ law, w, = Ap.gd®/
184, where p is the molecular viscosity (4= pv), ap-
plicable below Re,~0.5 or d <100 um in water and
air. A further order of complexity is introduced by the
fact that particles are not often spheres. Dietrich has
developed empirical relations that deal with the vary-
ing shapes of solid particles which always sink more
slowly than spheres. We can note in passing that
Figure 1 divides into a coarse end (gravel), in which
wsxd”, and a fine end (silt and clay), in which
w, o< d*, whilst the transition is occupied by sand for
which, roughly, wocd. Density exerts a strong con-
trol, but only for a minority of particles — most solids
are quartz-carbonate density (2500-2900 kg m3).
The molecular viscosity of water ranges mainly from
0.9x 1077 to 1.5 x 107 Pas (25 to 2°C), and thus
gives nearly a factor of two variation. For air, the
viscosity is ~1.8 x 10~ Pas, but as its density is only
1.2kgm ™, the kinematic viscosity is ~1.33 x 107>
m?s .

Much greater variation is due to the bulk density
variations of particles that are not solid: aggregates,
hollow particles, and grains containing gas bubbles.
There has been little systematic study of the latter,
although they are clearly important in hot volcanic
dust suspensions (e.g., ignimbrites). The most import-
ant classes of hollow particles are foraminifera,
diatoms, and radiolaria. Forams are often partially
sediment filled, resulting in saturated bulk densities
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Figure 1

Universal settling velocity curve for spheres. Axes are the particle settling Reynolds number, Re, = w,d/v, and Yalin’s

number, E:Apsgdslpvz. This allows variable density particle and size fluid viscosity to be accommodated.

(that is the mean density of the foram shell plus sedi-
ment and water in the cavities) of 1150-1550 kg m .
(For simplicity, a deep seawater density of 1050 kgm >
is used.) This gives a large range of Ap, from 100 to
500, which translates straight into a settling velocity
straddling the Stokes’ boundary, but giving a settling
velocity of 125-500m per day for 200 um forams.
With variable size, density, and viscosity, sinking
rates can be from 50 to 1000 m per day. In air, the
settling velocities are much faster but, because the
viscosity is less, the viscous-dominated Stokes’ settling
region also persists up to 100 um. However, the fast
falling speed means that sand is almost never sus-
pended by wind.

Aggregation

Most fine silt and clay is deposited as aggregates.
These aggregates may be formed by physical (often
referred to as flocculation, sometimes coagulation) or
biological processes, generally involving the feeding
and production of real or pseudo-faeces. The finest
particles (d below 1 um) are brought into contact by
molecular buffeting known as Brownian motion.
Here, for similar sized (diameters d;, d;) spherical
particles, the probability of an encounter (i.e.,
number of collisions per cubic metre of suspension
per second) is proportional to TNod;* and inversely
proportional to udid; (where dj; is the sum of the
diameters of the two colliding particles). This is
clearly favoured by high concentration (Nj) and

temperature (T) and opposed by viscosity (u). Larger
particles are brought together either by turbulent
shear, where the collision probability is proportional
to Nd;’ du/dz, or by larger, fast-sinking particles
sweeping up finer ones, like rain falling through
mist. In both cases, larger particles grow more rapidly
because, when d; is large and d, is small, the sum
cubed is large, whereas, when the size difference is
not great, df is not large either. (This also takes into
account the fact that the number concentration dis-
tribution of particles is such that there are far fewer
large than small particles. The simplest standard is a
flat log volume vs. log diameter distribution, which is
equivalent to the cumulative number (log) vs. size
(log) with a slope of —3. This means a ratio of 1000
1 pum particles to just one of 10 um diameter.) The
rainfall analogy above is particularly apposite for
airborne dust, because one method of deposition is
washout in which falling rain droplets form aggre-
gates with dust particles by collision and carry them
to earth. The other mechanisms of aggregation,
Brownian motion, and shear also act on fine particles
in air.

A key feature of much aggregation is the presence of
organic mucus which acts as ‘glue’, allowing particles
which get close to stick. Many organisms produce
mucopolysaccharides, notably bacteria which sit on
particles. Although there has been progress in imple-
menting schemes to calculate particle aggregation,
they are not yet simple or robust and represent the
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Figure 2 Flocculation factor F (ratio of floc settling velocity
to settling velocity of the primary particles from which it is
made) vs. diameter of the primary particles. It should be noted
that F is negligible in flowing water for dso > 10 um. Data from
Migniot C (1968) Etude des proprietes physiques de differents
sediments tres fins et de leur comportement sous des actions
hydrodynamiques. La Houille Blanche 7: 591-620 and Dixit JG
(1982) Resuspension Potential of Deposited Kaolinite Beds, MS thesis,
U. of Florida, Gainesville.

frontier of research in cohesive sediment dynamics.
The importance of aggregation is shown in Figure 2,
where the ‘flocculation factor’, the ratio of the settling
velocity of an aggregate to the settling velocity of
the primary particles from which it is made, can be
up to 10°,

Aggregates are not stable entities. The organic
membrane covering faecal pellets decays and the
mucus that holds aggregates together also degrades,
and so particles fall apart whilst sinking. Aggregates
assembled by moderate levels of turbulence in the
outer part of the boundary layer may be broken up
by more energetic turbulent eddies close to the
boundary. The relationship between aggregate size
and boundary shear stress is very poorly known
and, if the floc diameter d¢oct™”, then # ranges from
0.25 to 1 (z is the shear stress in the fluid). The larger
aggregates, which can be up to 5 mm in diameter,
are thus found in the moderately turbulent, high-
concentration environment of the estuarine turbid-
ity maximum above the region within a metre of

the bed. Closer to the bed, high shear breaks these

large sloppy aggregates into smaller pieces. The dens-
ity of flocculated sediment decreases as the flocs in-
crease in size. A simple expression based on field data
is Apg = 4.9d061, where the floc excess density Aps
is in kg m 2 and the floc diameter d; is in millimetres.
This yields floc excess densities of less than 10 kgm >
for 300 um aggregates (compared with solid particles,
where it is ~1600 kg m?). Nevertheless, because the
settling velocity increases as the square of the diam-
eter, large flocs settle at the same speed as fine quartz
sand grains, or at >200 m per day, which means that
they reach the bottom quickly, resulting in signifi-
cant clearing of the water in a 10 m deep estuary in
a slack-tide period of 2 h.

Boundary Layer Turbulence

A fluid flowing over a surface exerts a drag force on
it. The drag at the boundary slows the fluid down, but
some distance out, known as the boundary layer
thickness, the average flow speed no longer changes
much with distance. Most rivers are completely
boundary layer as are shallow marine tidal flows. In
the atmosphere and deep sea, the boundary layer
extends several tens of metres above the surface.
Boundary layers are intensely turbulent, and the
drag force 7y exerted on the bed is related to that
intensity because the stress is transmitted by eddies.
In the vertical plane, 19 = —puw, where u is the tur-
bulent component in the flow direction and w is the
up and down component (actually perpendicular to
stream lines which may not be quite vertical). This
expression is very important because # and w are
related, so that tooc7w®. This vertical turbulent vel-
ocity is responsible for keeping particles in suspen-
sion, and the turbulent stress #w either causes
aggregation or, at higher values, disaggregates fine
particles. The term (to/p) has the dimensions of a
velocity squared and that velocity is called the shear
or friction velocity: U« = (t¢/p)"">. From the above, it
can be seen that U x 0.

Regions of the Boundary Layer

Flows may be distinguished as laminar or turbulent
on the basis of their Reynolds number, Ul/v, where [ is
some relevant length scale (e.g., depth of a river,
diameter of a particle) (see Unidirectional Aqueous
Flow). Low Reynolds number flows are laminar, high
Reynolds number flows are turbulent. In a turbulent
flow, the speed decreases towards the bed because of
the drag, so that very close to the bed the flow be-
comes laminar, or at least dominated by viscosity, in a
layer known as the ‘viscous sublayer’ of the turbulent
boundary layer. This is very thin. In water, for a flow
that just moves very fine sand (U:=0.01ms ',
v=10"°m?s™ '), d,=10v/U- is just 1 mm thick. (In
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Figure 3 Regions of the turbulent boundary layer for a flow 1-10 m deep. In the centre, the linear representation of flow speed vs.
height cannot resolve the viscous sublayer, but the speed vs. log height (z, expressed as a Reynolds number) shows it very well.

air, for the same stress, its thickness is similar, about
0.5 mm.) However, this is ten times the diameter of
very fine sand. The shear across this layer is very
large; for U-=0.01ms !, the speed goes from 0 to
0.1ms ! in just 1 mm. Weak aggregates cannot sur-
vive this shear and break up. Above this sublayer,
there is a transition (‘buffer layer’) to a region in
which the flow speed varies as the logarithm of height
above the bed (Figure 3). As the flow speed decreases,
U- decreases and d, increases, so that, in deposition,
most particles that are going to become part of the
geological record have to get through the viscous-
dominated layer. Although viscous dominated, this
layer is actually not laminar. Spatially, it has a struc-
ture of high- and low-speed streaks, and temporally
very high-speed ‘bursts’ of fluid out of the layer and
‘sweeps’ of fluid into it from outside. These are asso-
ciated with stresses typically up to 10 times the aver-
age (and extremes of 30 times), and so the mean shear
example given above is a minimum, and even strongly
bound particles may find themselves ripped apart just
as they were getting within sight of the bed and pos-
terity. Above the viscous sublayer, the ‘buffer layer’
is overlain by a zone in which the flow speed varies
as the logarithm of distance from the bed (the ‘log
layer’). This zone is fully turbulent with eddies becom-
ing longer with height above the bed and turbulence
intensity becoming smaller.

The roughness of the bed positively influences the
drag and turbulence, but also provides quiet regions
in between large grains where fine particles can settle.
Fine sediment can thus be deposited in the interstices
of gravel, affecting several processes, e.g., the
spawning of salmon.

Critical Conditions for Suspension

Two views of the critical suspension condition are
as follows: (1) at critical movement conditions, the

turbulent intensity can hold particles up, and so
suspension depends on whether the particles are
ejected from the viscous sublayer; and (2) sublayer
ejections are fast, and so suspension depends on
whether the vertical turbulent velocity can hold the
particles up after injection into the flow. The second
view was held by many, but recent work suggests that
the first view may be correct. This view is based on
high-speed video observations of particles close to the
bed, which show that there is a threshold level of
shear stress for the particles to respond to turbulent
ejections of fluid from the viscous sublayer. The
second view would mean that fine to very fine sand
would immediately go into suspension as soon as it
moved. For example, for 100 um sand, the critical
erosion shear velocity U- is 0.012 ms™!, and the
settling velocity of this very fine sand is 0.008 m
s~!, and so it is capable of being held up by the
flow, but video data show that it is not suspended.
This means that there is a region of bedload transport
for all particles of settling velocity, at least down to
~30 um silt. This is shown on a conventional non-
dimensional erosion diagram in Figure 4.

The significance of this is that, in a decelerating
flow, below the suspension threshold, material may
continue to move, but not in suspension. Experimen-
tally it has usually been found easier to determine the
critical suspension condition with increasing flow,
rather than failure of suspension on decreasing
flow. It is generally assumed that the two views are
equivalent.

Transport in Suspension

Once material is moved out of the near-bed region, it
is held in suspension by the action of fluid turbulence.
For this, because the vertical turbulent component of
velocity is about the same as the shear velocity U-,
the normal suspension criterion is that wy/U- <1.
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Figure 4 A critical erosion diagram on non-dimensional axes with a critical suspension line added. This divides the diagram into
regions of suspension, bedload, and no movement. Below the suspension threshold, material falls out and, as the capacity of a flow to
carry bedload is limited, deposition will ensue. Two suspension lines are shown, ‘‘suspension threshold’’ results from view (1), while
“Bagnold’’ expresses view (2); see text 0 =1o/Apsgd, 5 = Apsgd®/pv>.

Particles in ‘steady’ transport diffuse up from the
source at the bed and sink back down under gravity
with a balance in steady state. This is expressed as

Cws + &dC/dz =0

where the first term is gravity settling and the
second is upward diffusion (g is the sediment diffu-
sivity). The result of this is that, for a given value of
U-, the faster settling grains are found closer to the
bed and the finer slower settling particles are more
uniformly distributed over the flow depth (Figure 5).
In the bottom of a deep flow, the concentration at
height z in the flow is C, = C,(a/z)*, where C, is the
concentration at height a (the point near the bed
at which a measurement is made) and { = wy/xUs=,
where x is von Karman’s constant (0.4). This means
that, with our suspension criterion, w, < U, we
would not expect much material in suspension for
{>2.5. Figure 5 shows this. Here, it can be seen
that relatively fine material (with { < 0.125) is distrib-
uted throughout the whole flow. This is the fine silt
and clay of river ‘washload’. Closer to the bed, the
relatively coarser sediment is concentrated. Clearly, if
the flow slows down, the coarser material will be
rapidly deposited because it is only just above the
suspension threshold and has very little distance to
reach the bed.

In air, there is very little suspension of sand. Above
camel height in a ‘sandstorm’, the suspended material
is virtually all silt and clay-sized dust. Saltation (which
is bedload) is confined to the lower ~1.5 m, and very
little material of >70 um is carried in suspension.
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Figure 5 Variation of concentration with height of particles with
increasing ratio {=2.5w/U.. This shows material with high
values of { close to the bed. This could be quite fine-grained
material if the flow has become very slow (low U-).

Sinking Deposition: Pelagic Flux

The oceans are full of particles that are sinking, some
slowly, some fast. The origin of most of this material
is from biological production in the upper ocean.
Thus, it comprises organic matter, calcium carbonate,
and opal. It has been shown theoretically and by the
use of sediment traps that most of this material would
not reach the seabed were it not for the process of
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aggregation which transforms its settling velocity
spectrum. The aggregates are faecal pellets and
‘marine snow’, loose aggregates based on mucus and
gelatinous structures made by zooplankton. This ma-
terial sinks at ~100 m per day, a huge increase over
the 2m per day of a 5um coccolith. Aeolian dust
rained out on to the sea surface also becomes incorp-
orated into these aggregates, providing a rapid route
to the bed.

Only if there is very slow flow at the bed in the
bottom boundary layer will these aggregates plummet
down directly on to the bed. This is true for most
of the ocean most of the time, but some areas have
fast currents which can break up the aggregates and
control deposition.

Close to continental margins, the action of waves
on the outer shelf and internal waves on the shelf-
break and slope leads to the resuspension of material.
This resuspended sediment spreads out on surfaces of
density contrast as intermediate nepheloid (‘cloudy’)
layers and flows down-slope in bottom nepheloid
layers. These turbid layers are found all over the sea
bottom, some more concentrated than others. Most
fine sediment deposition involves some transport and
removal from nepheloid layers, except for coarser
(sand-sized) components which simply sink to the
bed. Continental margins thus contain much material
that is rained out of suspension and moved in bottom
nepheloid layers during deposition.

Deposition from Turbulent
Boundary Layers

The ‘deposition’ of bedload is rather straightforward:
it stops moving. This occurs in water at a shear stress
only slightly lower than the critical erosion stress. In
fact, we cannot measure the erosion stress precisely
enough to distinguish between erosion and deposition
stresses, and so they are effectively the same. In air,
high-speed grain bombardment of the bed keeps the
bedload moving until the stress has been reduced to
~80% of the critical value. For suspended sediment,
once the stress has decreased below the suspension
threshold (see Figure 4), material will sink into the
near-bed region, thereby increasing the concentration
and causing some material to be deposited.

One well-documented consequence of the concen-
tration increase is that the flow becomes density-
stratified. This reduces turbulence intensity by
absorbing turbulent energy in order to keep grains
up. A reduction in turbulence means a reduction in
shear stress, and deposition ensues. An extreme case is
the suppression of the ability of a highly concentrated
flow to sort sediment, resulting in the deposition of the
massive graded A division at the base of Bouma-type

turbidites. As the concentration decreases, turbulence
is sufficient to sort the succeeding B division into
laminae.

Deposition from different modes of transport is
reflected in sediment size distributions. In a typical
S-shaped cumulative size frequency curve for sands,
the coarse tail reflects material that was always
carried as bedload, the central part of the distribution
reflects material carried intermittently in suspension,
and the fine tail is made up of the ‘washload’ — long-
distance suspensions. However, for air, the coarse tail
is the ‘creep’ part of the bedload, the central part is
the saltation component, and the fine tail is sand and
dust from suspension.

Processes of Deposition

Fine sediment may reach the bottom in one of three
ways. It may settle to the bed under gravity, it may
impinge on the bottom as a result of molecular agita-
tion in Brownian diffusion, or it may be transported
downwards by eddy diffusion. The critical region of
particle transport for all three of these processes lies
within the viscous sublayer of a turbulent boundary
layer, because, in most cases in which deposition
occurs, a large part of the bed is covered by the
sublayer. Simple calculations show that settling,
even of 1 um particles, is several orders of magnitude
greater than the diffusive deposition rate. As diffusion
is only likely to be important for the smallest par-
ticles, we can safely neglect it, and consider depos-
ition to be controlled by particle settling through the
sublayer to the bed. In the case of rain washout of
dust and falling of ‘marine snow’ in areas of slow
deep-sea currents, particles reach the bed at relatively
high speed with no intervention of turbulence or the
viscous sublayer.

Rate of Deposition

Experiments in flowing water show that, below a
certain shear stress 74, for Co < 0.30 kgm >, the con-
centration in suspension C; decreases exponentially
with time #

C =G CXP(*WsPt/D)

where D is the depth of flow (or thickness of the
boundary layer), Cy is the initial concentration, and
p is the probability of deposition; the probability
is given by p=(1-—1o/tq) (this includes nearly
all normal marine conditions; only intense storms,
estuaries, and mass flows have higher values). In this
expression, tq4 is the limiting shear stress for depos-
ition, the stress below which all the sediment will
eventually deposit. This yields Rq= Cpw,(1 — 10/74)
for the rate of deposition Ry (kgm s~ '). Here, C},
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Figure 6 Diagram showing the equilibrium concentration (Cq) of material in suspension as a ratio with the amount initially in
suspension (Cy, 1.25 kg m~2 in this case) as a function of the bottom shear stress (). This shows that some material is deposited at
shear stresses as high as 0.6 Pa, but that, below 7o =0.2 Pa, all is deposited, thus defining the limiting stress for deposition (z4) of this
material. Reproduced from McCave IN (1984) Erosion, transport and deposition of fine grained marine sediments. In: Stow DAV and
Piper DJW (eds.) Fine-Grained Sediments: Deep Sea Processes and Facies, Special Publication, Geological Society of London 15, pp. 35-69.

is the value near the bed. If there is no flow, this
reduces simply to the settling flux Cpuw.

At higher concentrations, C=0.3-10kgm >, C
declines logarithmically with the logarithm of time,
log C=—K log t + constant, in which K =10°(1—1¢/
74)/D. It has also been noted that, at high con-
centration, some material is deposited at 19> 14
(Figure 6); an equilibrium concentration is attained,
which reduces as 1 is reduced to 4. This means that
some mud can be deposited from relatively fast
flows, as long as the concentration is fairly high
(>1kg m~3). The significance of this is that, after
storms or under turbidity currents, fine sediment
may be deposited under flow speeds of several tens
of centimetres per second. The deposition of mud at
70="0.4-0.5 Pa in Figure 6 is occurring under condi-
tions capable of moving coarse sand of 0.5-1 mm. It
is emphatically not the case that mud is only de-
posited under ‘quiet water’ conditions when sand
cannot be moved.

Limiting Shear Stress for Deposition 74

The value of this is not well known, but is probably
related to the diameter or, more properly, the settling
velocity of the particles, whether aggregates or single
grains. The safest assumption is that it is given by
the critical erosion stress for non-cohesive grains
because, below this value, movement ceases and any
grain reaching the bed would be removed from
the transport system. This is shown in the critical
erosion diagram (Figure 4). An alternative, based on
measurements in a laminar flow cell, is 4=
0.048Ap.gd.

Deposits Formed from Currents

Often, fine sediment deposition may occur from
flows of, for example, 0.1-0.2 ms~'. What influence

might this have on the character of deposits? A cur-
rent of 0.1ms ™' in a deep boundary layer having a
shear velocity of 4 x 10> ms ™' allows the deposition
of particles larger than 20 um, but the deposition of
finer particles is suppressed. Work on suspended ma-
terial in nepheloid layers has shown that it comprises
aggregates made of silt and clay-sized particles and
organic matter. The suppression of the deposition of
the finer particles must result in a more silty deposit,
but does not eliminate clay completely, because some
is caught up in larger fast-settling aggregates, the
strongest of which survive stresses in the buffer layer
and are deposited. Thus, there is fractionation of a
suspension during deposition to yield a more (or less)
silty deposit. Some people tend to think that this
results from ‘winnowing’, but this is a process of
selective erosion not deposition. Two sorting pro-
cesses occur: (1) fractionation during deposition,
yielding more silty accumulations by deposition
under higher shear stress; and (2) fractionation during
intermittent erosion, yielding a more compact deposit
with (micro) erosion surfaces marked by thin lag
layers of terrigenous coarse silt and sand grains and
foraminifera.

Above about 10 um, the flocculation factor in
flowing water becomes quite small, as many aggre-
gates are broken up by flow in the buffer layer, par-
ticularly by strong flow (but may re-aggregate when
away from the bed) (Figure 2). This means that, under
stronger flows, this material can be size sorted
according to its primary grain size. This part of the
size spectrum (10-63 um) comprises what has been
called ‘sortable silt’ (as opposed to the cohesive ma-
terial finer than 10 um), and its mean size has been
used as an index of the flow speed of the depositing
current. The method gives results showing a strik-
ing correspondence to climate change-driven deep
circulation changes.
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Bedforms from Suspension

Bedforms from sandy suspensions are covered in (see
Sedimentary Processes: Depositional Sedimentary
Structures). Some structures seen in the deep sea, but
rarely preserved in mudstones, are worth noting.

Mud Waves

Mud waves are regular undulations of the sediment
surface with wavelengths of about 0.5-3km and
heights of 10-100 m. Most mud waves are very nearly
symmetrical, but they contain subsurface layering that
indicates migration. Observed migration usually is
up-slope and up-current, but instances of down-
current migration have been observed. Under a simple
flow, maximum shear stress is expected on the up-
stream face of a wavy bedform, and lower shear stress,
with a greater deposition rate, on the downstream
side. This would give downstream migration of the
wave. Commonly observed upstream migration has
suggested to some that mud waves are analogous to
fluvial antidunes developed under a supercritical flow.

An alternative is that the mud waves form under
internal lee waves initially triggered by an upstream
topographical disturbance, without the necessity for a
supercritical flow speed. Temperature data over mud
waves show that such an upstream phase shift does
occur, that the implicit internal-wave phase velocity is
0.05ms ', and that this is very similar to the meas-
ured flow velocity required for the internal wave to be
stationary. The flow pattern over the waves has
widely spaced stream lines, giving a small velocity
gradient and shear stress (= high deposition rate) on
the upstream slope and the opposite on the down-
stream slope. This would give the observed upstream
migration.

Longitudinal Ripples

Longitudinal ripples are elongated features parallel to
the depositing flow, probably with helical secondary
circulation involved in their formation. In the deep
sea, they are 5-15 cm high, 0.25-1 m wide, spaced at
1-5m apart, and up to 10 m long, and have a gener-
ally symmetrical cross-section with sides slightly con-
cave upwards (Figure 7A). In many cases, the ripples
have a mound of biological origin at the upstream
end. Surface markings on some ripples demonstrate
the action of oblique flows, with flow separation and
a zone of helical reversed flow on the lee side.
Dating by ***Th (half-life, 22 days) suggests
that longitudinal ripples form by deposition from
suspension, occurring in a few episodes of very
rapid deposition following deep-sea storms. Subse-
quently, the ripple is scoured by flows that may be
oblique to its trend, giving the surface markings seen

Figure 7 Photographs of bedforms in mud from the deep sea.
(A) Longitudinal ripple. Scale bar has penetrated the mud; width
of view, ~40cm; relief of ripple, ~12cm. (B) Barchan ripples.
Both from the Nova Scotian Rise at 4800 m depth.

in deep-sea photographs. These structures have not
been recorded from shallow marine or estuarine
muds, although closely spaced features up to a few
tens of centimetres apart have been seen on tidal flats.

Smaller, Current-Controlled Bedforms

Smaller, current-controlled bedforms are also re-
vealed by deep-sea photography. The photographed
features of the seabed can be arranged in a sequence
indicative of increasing flow speed. The progression is
from tranquil seafloor (biological mounds, tracks,
trails, and faecal pellets), through increasing over-
printing by current effects, to features showing clear
evidence of erosion. Biological activity is almost ubi-
quitous, so that a smoothed surface is indicative of an
appreciable current, sufficient to remove the surface
effects of biota. The most common features are actually
biologically produced faecal mounds, tracks and trails,
and pelleted surfaces. Mounds are often modified by
current activity, the most frequent structure being
mound-and-tail formed by lee-side deposition. As
suggested above, it may be that longitudinal ripples
are very large tails on mounds. Both structures are
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excellent current direction indicators. Transverse rippl-
es are sometimes seen in muds, but barchan-shaped
(crescentic) ripples are more common (Figure 7B).
Some are formed rapidly on deposition from high-
concentration suspensions in deep-sea storms, and
others are winnowed crescentic silt ripples. Both tend
to nucleate around biogenic mounds. Unfortunately,
the preservation potential of these structures as dis-
tinctive stratification patterns is negligible. Mud is
so nutritious that it is populated by a rich burrow-
ing infauna (producing the mounds) and the main
structure is pervasive bioturbation.

Nomenclature

Parameter

Ap, density difference(= ps—p); unit, kgm>;
dimension, ML™3; value, 1650 (water),
2650 (air)

0 boundary layer thickness; unit, m (mm);
dimension, L

e eddy diffusivity; unit, m*s™'; dimension,
L*T!

u dynamic viscosity; unit, Pa s; dimension,
ML 'T™; value, 1x107° (water),
1.8 x 10~ (air)

v kinematic viscosity (=pu/p); unit, m?s !
dimension, L*T'; wvalue, 1x107°
(water),1.5 x 107> (air)

p fluid density; unit, kgm™%; dimension,
ML3; value, 1000 (water), 1.2 (air)

s sediment density; unit, kgm>; dimen-

sion, ML73; value, 2650 (water and air)
shear stress; unit, Pa (= Nm2); dimen-

T
sion, ML™! T2

C concentration (by mass/volume); unit,
kg m~3; dimension, M L3

D flow depth; unit, m; dimension, L

d grain size; unit, m, mm, um; dimension, L

g acceleration due to gravity; unit, ms %
dimension, LT2; value, 9.8 (air)

] collision probability; unit, m s
dimension, L3 T~!

N concentration (by number/volume); unit,
m~>; dimension, L3

U- shear velocity (=+/(t/p)); unit, m s7L
dimension, LT?

u,v,w velocity components (w, vertical); unit,
ms~'; dimension, LT™!

X,92 space coordinates; unit, m; dimension, L

Subscripts

0 at the bed, or at ¢ = 0, e.g., 79, Up, Np

50 50 percentile value, median (e.g., dso)

Brownian

near bed (e.g., Cp)

critical value (e.g., 7. for critical erosion
stress)

deposition (e.g., 14)

floc

i and j particles

particle

shear

sediment (e.g., ps)

viscous sublayer (e.g., d)

at height z above the bed (e.g., U,)

e oo

NS 0 nto

Superscripts
— above time-averaged value parameter

Constants and Dimensionless Numbers

l Rouse number; w/kU-

K von Karman’s constant; 0.4

) Yalin’s number; [(ps—p)gd’1/(pv?)

k Boltzman’s constant; 1.38x107%® J°K~!
Re Reynolds number; U-d/v, wd/v, etc.
Equations

Oy = Viscous sublayer thickness

10v/U-

W = Stokes’ settling speed

Apgd®l

18u

See Also

Sedimentary Environments: Contourites; Storms and
Storm Deposits. Sedimentary Processes: Depositional
Sedimentary Structures; Aeolian Processes; Deep Water
Processes and Deposits; Particle-Driven Subaqueous
Gravity Processes. Unidirectional Aqueous Flow.
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Introduction

The word ‘flux’ when applied to sediments has come
to mean the movement of particles of rock from up-
land areas down to a receiving basin, the fundamental
processes of landscape evolution, and the geological
cycle (Figure 1). The basin which receives the sedi-
ment can be terrestrial, either a lake, inland sea, or
valley, but the most important basins are the seas and
oceans which eventually claim more than 99% of the
sediment produced on land. Understanding how,
where, and why sediment moves into these basins is
fundamental to interpreting and predicting the way in
which a basin was formed or might evolve in the
future and is, therefore, central to the economically
important discipline of basin analysis.

Controls on Sediment Fluxes

The rate of sediment flux to basins is governed by
a complex series of interactions amongst the phy-
sical and chemical processes which bring about
rock uplift, weathering, erosion, and transportation
(see Sedimentary Rocks: Mineralogy and Classifica-
tion). The quantities of sediment that arrive at a
receiving basin are the product of these processes
integrated across the total area of supply. As the
contributing processes can and do alter in both
space and time, sediment fluxes also vary at a range
of scales in response to geological and climatic
changes. Understanding the controlling processes is,
therefore, central to predicting fluxes which are,
themselves, key to developing accurate models of
basin development.

McCave IN (2001) Nepheloid layers. In: Steele JH, Thorpe
SA, and Turekian KK (eds.) Encyclopaedia of Ocean
Sciences, vol. 4, pp. 1861-1870. London: Academic Press.

Mehta AJ (ed.) (1993) Nearshore and Estuarine Cobesive
Sediment Transport. Coastal and Estuarine Studies, vol.
42. Washington DC: American Geophysical Union.

Miller MC, McCave IN, and Komar PD (1977) Threshold
of sediment motion under unidirectional currents. Sed;-
mentology 24: 507-527.

Pye K (1987) Aeolian Dust and Dust Deposits. London:
Academic Press.

Weathering

The reason why rock fragments are worn away is
inextricably linked with the tectonic processes which
produce uplift. As rocks rise up to form hills or moun-
tains and successive surface layers are stripped off, the
minerals contained in them move from a dry, hot,
high pressure environment to one with an abundant
water supply from rainfall and where the temperature
and pressure are relatively low (see Sedimentary
Environments: Depositional Systems and Facies).
Under these new conditions many minerals become
unstable and begin to break down. This process is
called weathering and it causes what were originally
solid rocks to fragment into smaller fragments which
are more easily moved. It is these particles, along with
the dissolved products of weathering which, once
transported and deposited, make up all sediments and
sedimentary rocks (see Weathering). The way in which
a rock breaks down is directly related to its compos-
ition. Rock forming minerals are stable at different
temperatures and pressures and those that form under
conditions most unlike those at the Earth’s surface are
the most unstable. Quartz is the rock forming mineral
that is most stable during weathering and this is the
reason why quartz is the predominant mineral in pre-
sent day beach and river sands and is also common in
most ancient sandstones. The rate at which weathering
occurs depends on climate, with rapid breakdown
favoured by the high rainfall and temperatures of trop-
ical areas and slow weathering occurring where water
is absent or solid, i.e., in deserts and arctic zones (see
Sedimentary Environments: Deserts).

Transport

The breakdown products of weathering are trans-
ported away from their site of formation and down-
slope in several ways. On steeper slopes, and for the



18 SEDIMENTARY PROCESSES/Fluxes and Budgets

Hillslope

Landslides

Orographic impact />/\*

Some sediment
is reworked =<Z~
by wind \Yl

Most
sediment
moves into
river
systems

Estuaries and
deltas hold
sediment

r05|on

Some sediment
ends up in lakes and
depressions on land

\

Sediment flux into basin

Figure 1 Diagrammatic representation of the way in which sediment moves through the landscape from the mountains to the ocean
basins. (Adapted from Frostick LE and Jones SJ (2002) Impact of periodicity on sediment flux in alluvial systems: grain to basin scale.

Geological Society of London Special Publication 191: 81-95.)

larger particles this may occur as a result of gravity
alone acting on the particles, which cause rolling,
sliding, and avalanching. Such processes are episodic
and often linked with the development of instability
as rainfall wets the slope (Figure 2). Some material
may be removed by wind but this is important only in
desert areas and steep rocky slopes which are devoid
of the protection offered by vegetation. In all areas
with flowing water it is the movement of that medium
that induces sediment to move down the slopes and
into adjacent valleys. The water sometimes flows as a
shallow sheet over wide areas (called overland flow)
but more often collects into small channels, generally
known as rills. From here the sediment moves into
streams and rivers to complete its journey to the
receiving basin. Over the majority of the continental
landmasses, where temperatures are high enough for
water to remain liquid for most of the time, rivers are
the main transporting medium for sediment and flux
rates, therefore, vary with the character of the river
network. Large, long-lived and integrated networks,
such as those of the Mississippi, Congo, and Amazon
rivers, deliver large volumes of water and quantities
of sediment over long periods. The Mississippi, for

example, brings to the Gulf of Mexico one tonne of
sediment for every 400 tonnes of water during periods
of flooding. When the river is flowing less fast, this
may diminish to 0.35 tonne. At the present time, nearly
70% of the total sediment supplied by rivers to marine
basins comes from five large rivers, the Ganges/
Brahmaputra, Amazon, Huang Ho, Irrawaddy, and
Mississippi (Table 1).

In arctic and subarctic areas and where mountains
are sufficiently high to generate significant quantities
of snowfall, glaciers become a major agent for sedi-
ment transport. In the past, shifts in the climatic bal-
ance have led to major glacial events when ice-sheets
spread out from the polar caps and engulfed large
areas of previously temperate landmasses. During
these periods, soil and other surface deposits are
scoured from the landscape and accumulate in basins.

Climate and Tectonism

Both the character and quantity of sediment carried
by a river will reflect the climate and geology of
the drainage basin. Even in adjacent river basins,
differences in these factors can lead to huge contrasts
in sediment fluxes. One example of this can be seen
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Figure 2 Diagram of the relationship between avalanche frequency and the occurrence of rainfall in the mountains near Wellington,
New Zealand. The process is very episodic and each event will produce a ‘slug’ of sediment which will move down adjacent streams.
(Adapted from Crozier MJ (1999) Prediction of rainfall-triggered landslides: a test of the antecedent water status model. Earth Surface

Processes and Landforms 24: 825-833.)

Table 1 The 24 rivers of the world with the largest annual
sediment fluxes. Major Rivers Ranked by Sediment Load

Mean
Mean water sediment

discharge, load,

Ranking River 10°m3s™7 10%ta”’
1 Ganges/Brahmaputra 31 1821
2 Amazon 200 1190
3 Huang Ho 1 922
4 Irrawaddy 13.5 356
5 Mississippi 18 352
6 Magdalena 7 240
7 Mekong 21 219
8 Orinoco 36 181
9 Indus 7.5 179
10 Mackenzie 8 144
11 Danube 6.5 136
12 Parana 15 118
13 Rhone 2 96
14 Yukon 7 94
15 Congo 41 85
16 Volga 8 81
17 Yenisei 17.5 75
18 St Lawrence 13 75
19 Lena 160 68
20 Ob 14 59
21 Zambezi 25 45
22 Niger 5 39
23 Murray-Darling 1 38
24 Columbia 6 36

in Brazil, where the sediment laden Rio Solimoes
meets the sediment poor Rio Negro to form the
Amazon River in a spectacular river confluence
where the contrast is so marked that it can be seen
from space (Figure 3). Sediment fluxes are at a
maximum where tropical weathering results in rapid
release of particles, large rivers are generated by high
rainfall, and tectonic activity promotes uplift and
steep slopes. One such area is the Himalayas where
the monsoon rains sweep sediment into the vast
Indus, Ganges, and Bramaputra rivers. The courses
of these rivers and the locations of their outlets into
the Indian Ocean are also controlled by tectonic ac-
tivity, areas of uplift shedding water into adjacent
lowland areas. At the mouths of these rivers much
of the sediment load is deposited and deltas may
build out into the adjacent basin. Large accumula-
tions of sediment on the continental shelf can also
lead to the development of turbidity currents which
sweep material offshore into large submarine fans
(e.g., the Bengal fan) (see Sedimentary Environments:
Shoreline and Shoreface Deposits). Such localised de-
posits are characteristic of all areas where rivers
debouch into larger water bodies and their morph-
ology and sedimentology are largely controlled by
the nature of basin processes actively redistributing
the sediment.
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Basin Processes sediment supply is particularly important, since if a
deposit is buried rapidly it is less likely to be removed

and reworked by waves and currents. In some areas
sediments form large river deltas, e.g., the Mississippi
(Figure 4), in others the deposit is submerged and

The character of the basin receiving the material
removed from the land surface will control its dis-
persion. The balance between subsidence rates and

Figure 3 Satellite remote sensing image of the confluence between the sediment laden Rio Solimoes (showing brown) and the clear
waters of the Rio Negro (showing black) to form the Amazon River. The Solimoes crosses soft glacial silt and sand, whereas the Negro
passes through old hard rocks resistant to weathering. The two water bodies remain essentially separate for tens of kilometres
downstream of the confluence. (Picture taken from the TERRA satellite using the multi angle imaging spectroradiometer on 23/7/2000.)

Figure 4 Satellite remote sensing image of the Mississippi Delta on the south-east coast of the USA, showing a sediment plume
issuing from the mouth of the main channel. This sediment will settle out in the adjacent ocean basin. (Picture taken from the TERRA
satellite using the moderate resolution imaging spectroradiometer.)
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Figure 5 Satellite remote sensing image of tidal sand-banks off the coast of Guinea in West Africa. Note the plumes of sediment
moving along the channels between the banks. The high tidal velocities are reworking sediment supplied by local rivers. (Picture taken
from LANDSAT-4TM using bands 3, 2, and 1 for red green and blue colour channels, respectively.)

forms either a single fan or breaks up into a series
of sand-banks (see, e.g., the coast of Guinea, West
Africa, shown in Figure 5). As with the supply of
sediment, the intensity of basin processes, such as
tides, waves, and currents will also vary over dis-
tances, giving a complex spectrum of interactions
that can lead to a plethora of deposit types.

Wind Blown Sediment

The flux of sediment in wind may be a minor factor in
most areas today, except from in our major deserts,
e.g., the Sahara, but in the past it has been significant
and has led to the accumulation of extensive loess
deposits, e.g., in China. Dust loadings in the atmos-
phere have changed in response to climate change,
both on the scale of millennia, e.g., during the last Ice
Age (Late Glacial Maximum) and at a decadal scale,
e.g., in response to natural oscillations in climate
associated with changes in ocean currents (e.g., the

North Atlantic Oscillation). At present, most dust is
derived from the worlds desert areas where reduced
vegetation allows high-speed winds to pick up pre-
dominantly silt-sized particles and transport them for
thousands of kilometres before finally depositing
them downwind. The Sahara is the world’s major
source of wind-blown dust, producing between 400
and 700 x 10° tons.a”', approximately half the total
amount of wind blown or aeolian dust estimated as
being supplied to all the worlds oceans (see Sediment-
ary Processes: Aeolian Processes). At times of major
dust storms, the dust being blown out of the Sahara
can travel long distances and penetrate far out into
the Atlantic Ocean. The composition of this dust is
important as it adds nutrients to the deep oceans and
influences their productivity (see Sedimentary Pro-
cesses: Deep Water Processes and Deposits). Although
quartz is the dominant mineralogy, dusts may contain
compounds with appreciable proportions of alumin-
ium, iron, magnesium, and calcium.
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Flux Variations Over Time

Sediment fluxes at a point will vary over both short
and long time scales as a result of temporal changes
in any of the controlling variables. At the longer
time-scales of geology, both climate change and
tectonic uplift can bring about large-scale changes
in flux rates. One example of the impact of climate
change is the large-scale fluctuations in sediment
movement during glacial and interglacial periods of
the Quaternary, approximately 1.8 million years
before present. Evidence of the fluctuations is found
in the preserved deposits of this time, particularly the
oceanic deposits, which received rock fragments
ranging in size from flour to the size of a house carried
by ice as it ground its way in glaciers across the barren
landscape.

Periodicity in tectonic uplift has also been linked
to major shifts in sediment fluxes. In the Himalayas,
for example, there have been four major periods of
uplift over the past 12 million years, each linked with
a higher rate of sediment accumulation in adjacent
basin areas (Figure 6). Local changes in surface eleva-
tion, as a result of tectonic activity, will impact on
both where a river flows and how fast it flows. Higher
flow speeds associated with steeper slopes will allow
a river to pick up more sediment from its bed, thereby
causing it to cut down and increasing fluxes. When
slopes get less steep, less sediment can be carried by
lower energy flows and material accumulates in the
river valleys.
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% = Periods of
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0.4

Normalized mean sediment flux
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At shorter time-scales, sediment fluxes change in
response to fluctuations in water discharge (Figure 7),
the majority of the material being carried during
flood periods when the rivers are more energetic.
Any changes which impact on the delivery of water
to the river system, for example, changes in rainfall
patterns surface vegetation and land use, can result in
shifts in flood frequency and impact on sediment
fluxes. One example is in the American midwest
during the late nineteenth and early twentieth centur-
ies where the removal of vegetation, as a result of
intensifying agriculture, led to floods becoming
more intense (see Sedimentary Processes: Cata-
strophic Floods). This, combined with the removal
of the protection from erosion offered by plants, led
to rapid erosion and the development of ‘badlands’.

The Importance of Geology

The rock types within the river system will control the
rate at which sediment can be produced and supplied
to the river system. This can lead to the development
of very different environments in otherwise identical
basins. For example, in the African rift, lakes in areas
where the rocks are mainly old, hard, and resistant to
weathering are deep and sediment starved (e.g., Lake
Tanganyika), whereas those in areas containing vol-
canic rocks and old sediments are sand- and mud-rich
and generally more shallow (e.g., Lake Baringo). The
same factors are important in controlling the way
in which sediments filled up ancient basins. For

20 16 12

Age (Ma)

Figure 6 Variations in sediment fluxes from the Himalayas. High fluxes relate to periods of active uplift. (Adapted from Hovan SA and
Rea DK (1992) The Cenozoic record of continental mineral deposition on Broken and Ninetyeast ridges, Indian Ocean: southern African
aridity and sediment delivery from the Himalayas. Paleoceanography 7: 833-860.)
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Figure 7 Variations in suspended sediment transport for the Meuse and the Rhine Rivers (left) showing how sediment flux varies
over flood events. (Adapted from Asselman NEM and Middlekoop H (1998) Temporal variability of contemporary floodplain sedimen-
tation in the Rhine-Meuse delta, The Netherlands. Earth Surface Processes and Landforms 23: 595-609.) and bed material transport for
Nahal Yatir, Israel and Oak Creek, USA (right) showing the difference between sediment fluxes in ephemeral (Nahal Yatir) and
perennial (Oak Creek) rivers. (Adapted from Laronne JB and Reid | (1993) Very high rates of bedload sediment transport by ephemeral
desert rivers. Nature 366: 148—150.) plotted against water discharge over flood periods. Fluxes generally increase with increasing

water discharge, reaching maxima at flood peaks.

example, the Cretaceous to Tertiary Tucano and
Reconcavo basins of Brazil are similar in size and
structure but whereas the Reconcavo has a low sedi-
ment flux and is oil retaining the Tucano Basin
contains interconnected sands that allow any oil
generated to escape (see Petroleum Geology: The Pet-
roleum System). When a geological map of the area is
consulted, it is evident that the Reconcavo Basin was
formed on ancient and hard gneisses which could
only be broken down very slowly, whereas the
Tucano Basin was cut into soft sedimentary rocks.
This example highlights the economic importance of
understanding the controls on sediment flux.

Sediment Budgets: Modelling the Past
and Predicting the Future
The complexity of controls on sediment fluxes con-

spires with changes in rates that occur at all time-
scales to make the interpretation of the past and

predictions of the future equally problematic. Added
to this, the role of river drainage basin in storing and
releasing sediment, thereby modulating the impact of
environmental change on sediment flux, is still poorly
understood. Even the direct measurement of present-
day fluxes is fraught with difficulties since the costly
nature of making such measurements usually means
that data are collected only from a small number of
points and for very short periods of time. As rivers are
the main means of sediment delivery to basins, many
of the flux calculations that exist are based on short
periods of measuring water and sediment discharges
which are then used to extrapolate to larger areas and
longer periods, ignoring the limitations of the data.
This makes the calculation of sediment budgets for
any area very difficult; even under ideal circumstances
with good data they generally only give a crude
approximation of what is really happening.
Estimations of sediment fluxes and the understand-
ing of sediment budgets are central to the science of
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basin analysis. Basin analysts endeavour to determine
the controls on where and how sediments are de-
posited in a basin and they provide essential infor-
mation to those wishing to exploit natural mineral
resources, for example, oil, gas, and diamonds. In the
case of oil and gas, it is important to locate sands and
other permeable and porous rocks that might act as
oil and gas reservoirs (see Petroleum Geology: The
Petroleum System). In addition, identifying parts of
the basin and periods of time when sediment fluxes
are low and the organic debris from which oil is
formed can accumulate undiluted by other sediments,
is a vital part of exploration. For placer deposits such
as diamonds, rivers are the main transport system and
they deliver these important heavy minerals to the
basin for reworking into economic beach deposits,
e.g., in South Africa diamonds are delivered by the
Orange River to the coast of Namibia.

See Also

Geomorphology. Petroleum Geology: The Petroleum
System. Sedimentary Environments: Depositional
Systems and Facies; Deserts; Shoreline and Shoreface
Deposits. Sedimentary Processes: Aeolian Processes;
Catastrophic Floods; Deep Water Processes and De-
posits. Sedimentary Rocks: Mineralogy and Classifica-
tion. Weathering.
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Introduction

Rocks and Their Classification defined the three main
classes of rock: igneous, metamorphic, and sediment-
ary. It described the main features by which the three
types of rock may be distinguished, and presented
anomalous examples of each. The classification of
igneous and metamorphic rocks is described in Igne-
ous Processes and Metamorphic Rocks: Classifica-
tion, Nomenclature and Formation, respectively.
This article describes the mineralogy and classifica-
tion of sedimentary rocks.

Sedimentary rocks are formed from the detritus
of pre-existing rocks: igneous, metamorphic, or sedi-
mentary. The way in which rock is weathered, eroded,
transported, and deposited is discussed in detail else-
where (see Weathering, Sedimentary Processes: Fluxes
and Budgets, Unidirectional Aqueous Flow, and Sedi-
mentary Environments: Depositional Systems and
Facies). Sediments possess a wide range of particle
size, ranging from boulders to clay, and of chemical
composition, including silica, lime, or ferromagnesian
volcanic detritus. These parameters of particle size

and composition are used to classify sedimentary
rocks. Sedimentary rocks commonly exhibit two
properties that may be used to differentiate them
from igneous and metamorphic rocks.

1. Where they crop out at the surface of the Earth,
sedimentary rocks generally show stratification
(layering). The strata indicate successive episodes of
deposition. Layering is usually absent from igneous
rocks, but is found in some metamorphic rocks.

2. When examined under the microscope, sediment-
ary rocks are generally seen to consist of particles.
Void space (porosity) is commonly present between
the constituent grains. Interconnected pores give the
rock permeability. Permeability allows fluids to
migrate through rock, and enables rock and soil
to drain. Additionally, fossils are only found in sedi-
mentary rocks, some of which are, indeed, made up
of nothing else.

Mineralogical Basis for Sedimentary
Rock Classification

In the earliest classifications of rock, such as that
proposed by Charles Lyell (see Famous Geologists:
Lyell), four classes were recognized: volcanic, plu-
tonic (these two are now grouped as igneous), meta-
morphic, and aqueous. The aqueous rocks were
subdivided into three groups: arenaceous, argilla-
ceous, and calcareous. The term ‘aqueous’ has long
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been abandoned, as it is now known that sediments
are deposited by aeolian, gravitational, and glacial
processes, as well as by purely aqueous ones.

The processes of weathering, erosion, transporta-
tion, and deposition are nature’s way of chemically
fractionating the Earth’s surface, and lead to a logical
classification of sedimentary rocks based largely on
their chemistry and mineralogy. Serendipitously, this
fractionation correlates broadly with their mode of
formation. Although geologists broadly agree about
the definition of the main classes of sedimentary
rocks, there is no unanimity about all of them.

In 1937, Goldschmidt proposed a classification
based on five chemical groups, namely: (1) resistates,
(2) hydrolysates, (3) oxidates, (4) carbonate precipi-
tates, and (5) evaporites. In 1950, Rankama and
Sahama added a sixth: reduzates. The resulting clas-
sification highlights the chemical fractionation that
results from sedimentary processes, but produces
some very strange and uncouth names.

Meanwhile, a practical field-based classification
had been widely adopted, although with some vari-
ation in the fine detail. It had long been noted that
fractionation on the surface of the earth naturally
divided rocks into those that had never gone into
solution, and might therefore be termed ‘allochthon-
ous’ or ‘detrital’, and those formed from minerals
that had been dissolved in surface water, and had
precipitated out. These are termed ‘autochthonous’
or ‘chemical’ rocks. The allochthonous or detrital
sediments are subdivided by grain size. The autoch-
thonous or chemical sediments are subdivided by
mineralogical (chemical) composition (Table 1).

Geopedants will already notice the inconsistency of
this classification. The detrital sediments are com-
posed of a wide range of minerals, and thus exhibit a
diversity of chemistry, which is ignored for the pur-
poses of their classification. Similarly, the chemical

Table 1 A classification of sedimentary rocks

Allochthonous or detrital sediments

Classified by grain size

Gravel/conglomerate

Sand/sandstone

Silt/siltstone

Clay/claystone (sometimes also termed ‘mudrocks’ or ‘shales’)
Autochthonous or chemical sediments
Classified by mineralogy

Carbonates (limestone and dolomite)

Evaporites (gypsum/anhydrite, halite, etc.)
Residual (bauxite, laterite, kaolinite)
Kerogenous (peat, lignite, coal)

Ironstones (haematitic, chamositic, and sideritic)
Phosphates (guano)

Siliceous (chert, opal)

rocks may occur in a wide range of particle size,
from boulders of limestone to sapropelic muds. None-
theless, the classification displayed in Table 1 is not
for the benefit of geopedants, but for practical use by
geologists. There is no consensus on the classification
of sedimentary rocks proposed in Table 1. Note that
the caption reads ‘A classification of sedimentary
rocks’ not “The classification of sedimentary rocks’.
The main groups of sedimentary rocks are now
described briefly, pointing the way to articles in this
encyclopedia that describe them in more detail.

Allochthonous or Detrital Sediments

As defined earlier, the allochthonous or detrital
sediments are the insoluble residue of weathering
of pre-existing rocks: igneous, metamorphic, or sedi-
mentary. The mineralogy is very varied, depending on
the source material and the type and duration of the
weathering process (see Weathering). The mineralogy
also correlates crudely with the grain size. Conglom-
erates tend to be polymineralic, sandstones are dom-
inated by quartz, and mudrocks are dominated by
clay minerals. Table 1 shows the subdivision of the
allochthonous or detrital rocks by grain size, gravel,
sand, silt, and clay being the basis for conglomerate,
sandstone, siltstone, and mudstone, respectively. The
terms ‘rudaceous’, ‘arenaceous’, and ‘argillaceous’
have also been applied to conglomerates, sandstones,
and shales, but are little used now. The main groups
of detrital sediments are now described briefly.

Conglomerate

Conglomerate is composed of particles of gravel, that
is to say of particles of greater than 2 mm in diameter,
consisting, with increasing size, of granules, pebbles,
cobbles, and boulders. Collectively, conglomerates
have also been known as rudaceous rocks. Conglom-
erates are distinguished from breccias by the fact that
the clasts are rounded, whilst those of breccias are
angular. Because of their large size, conglomerate
clasts are composed of many grains or crystals
(depending on whether they were derived from earlier
sediments or from crystalline igneous or meta-
morphic rocks). They may thus be composed of a
wide range of minerals. When derived from igneous
or metamorphic rocks, conglomerates may be com-
posed of the wide range of minerals found in the
parent rock. By contrast, conglomerates derived
from sediments will reflect their source mineralogy,
but will tend to be composed of a higher percentage
of minerals that are stable at the Earth’s surface,
rather than in the parent rock. The concept of
sediments as the insoluble residue of pre-existing
rocks is again a useful one to recall. This is illustrated
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by the vast volumes of flint (chert) gravels to be
found on the beaches of north-west Europe. These
flints originate in rare horizons in the Cretaceous
Chalk. As Charles Lyell wrote: “The entire mass of
stratified deposits in the Earth’s crust is at once
the monument and measure of the denudation
which has taken place.” Gravels and conglomerates
are described in greater detail in Sedimentary Rocks:
Rudaceous Rocks.

Sandstones

Sandstones are composed of particles with an average
size of between 2.00 and 0.0625 mm in diameter.
They have four constituents: grains, matrix, cement,
and, sometimes, porosity (Figure 1). Sand-sized par-
ticles form the framework of the rock. Matrix, the
finer grained material that may infill space between
the framework grains, was deposited at the same time
as the framework grains. Cement is the term that
describes minerals precipitated in pores after the de-
position of the sediment. Thus, matrix is syndeposi-
tional and cement is postdepositional. Cement and
porosity are described in Sedimentary Rocks: Sand-
stones, Diagenesis and Porosity Evolution, which
deals with the diagenesis of petroleum reservoirs.
Framework grains and matrix are described below.
The framework grains of sandstones are normally
composed of varying amounts of the mineral quartz
(silica, SiO5;). In order of decreasing abundance, sand-
stones also contain feldspar (a suite of calcium, potas-
sium, and sodium silicates), micas (sheet silicates, with
varying amounts of iron, magnesium, and aluminium),
a complex of ferromagnesian minerals, informally
termed ‘mafics’, and heavy minerals (those with
densities significantly greater than that of quartz
(2.65 glcc), examples of which include iron ores,

Matrix

Figure 1 Diagram of a thin section of sandstone showing the
four components of framework grains, matrix, cement, and pores.
Only the first of these is always present. Reproduced with per-
mission from Selley RC (2000) Applied Sedimentology, 2nd edn.
London: Academic Press.

mica, siderite, zircon, and apatite). Sandstone may
also contain sand-sized grains composed of more
than one mineral or crystal. These are termed ‘rock
fragments’ or ‘lithic grains’. Sand-sized rounded green
grains of the complex mineral glauconite are a
common constituent of shallow marine sands (glau-
conite is described in Minerals: Glauconites). Sand-
stones often contain fossil fragments. Teeth, fish
scales, and bone are largely phosphatic. The most
common fossils, however, are shells, mainly composed
of lime, calcium carbonate (CaCQO3). With increasing
lime content, sandstones grade into calcareous sand-
stones, then to sandy limestones, and finally to pure
limestone, composed entirely of calcium carbonate,
and with negligible quartz. Thus, although typically
composed of quartz, sandstones also contain a range
of other minerals. These are used as a basis for naming
and classifying sands and are important because of
their impact on geophysical well-log interpretation.

The syndepositional matrix that may occupy some
of the space between the framework sand grains con-
sists of silt, clay, and organic matter. Heavy mineral
grains are commonly silt sized, and so technically
they may form part of the matrix.

The composition of typical sandstone may be as
follows. Framework grains: quartz, 45%; rock frag-
ments, 5%; feldspar, 10%; mafics, 5%; mica, 5%;
heavy minerals, 2%. Matrix: clay, 7%. Cement:
calcite, 5%. Porosity, 16%. Total: 100%.

Two parameters are used to name and classify
sandstones: chemical mineralogy and physical texture.
When sediment is first eroded from its parent out-
crop, it is generally immature in both its composition
and texture. That is to say, it will still contain a range of
chemically unstable mineral grains that surface pro-
cesses have yet to break down and dissolve. Similarly,
the debris first transported down a hillside will be very
poorly sorted, consisting of a range of particles, varying
in size from boulders to clay. When looking at an
ancient lithified sandstone, its maturity may be de-
scribed in terms of its chemical and physical properties
(mineralogy and texture). Four main types of sandstone
may thus be recognized as shown in Table 2. This table
also employs four commonly used names to describe
sandstones.

Table 2 A classification of sandstones based on textural and
mineralogical maturity

Mineralogical maturity

Immature Mature
Texturally immature Greywacke Quartz wacke

Figure 2 Figure 3
Texturally mature Arkose Quartzite

Figure 4 Figure 5
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‘Greywackes’ are poorly sorted sandstones with a
large component of chemically unstable grains, not
only feldspars, but also rock fragments and ferromag-
nesian minerals (Figure 2). ‘Quartz wackes’ are also
texturally immature, but the framework grains are
composed largely of quartz and lithic (rock) frag-
ments (Figure 3). ‘Arkoses’ are texturally mature,
but contain a large percentage of chemically unstable
grains, principally feldspar (Figure 4). Quartzites,

also termed quartz arenites (from the Greek ‘arenos’
for sand), are texturally and mineralogically mature,
being well sorted, and composed of little but quartz
(Figure 5).

Mudrocks

There is little unanimity over the terminology for the
argillaceous detrital sedimentary rocks. The easiest to
name objectively are siltstone and claystone, being

Figure 2 Photomicrograph of a greywacke under polarized light. Jurassic, UK North Sea. Note the poorly sorted texture and
abundance of matrix and twinned feldspar. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London:

Academic Press.

Figure 3 Photomicrograph of quartz wacke under polarized light. Carboniferous, Chios, Greece. Note the poorly sorted texture and
abundance of matrix. The framework grains are almost entirely composed of quartz and chert. Reproduced with permission from
Selley RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.
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Figure 4 Photomicrograph of arkose under polarized light. Torridonian, Precambrian, Scotland. Note the abundance of twinned
feldspar and the better sorted texture than in Figures 2 and 3. Reproduced with permission from Selley RC (2000) Applied Sedimentol-

ogy, 2nd edn. London: Academic Press.

Figure 5 Photomicrograph of a quartz arenite under ordinary light. Simpson Group, Ordovician, Oklahoma, USA. Note the well-
sorted texture. The framework grains are almost entirely composed of well-rounded and well-sorted quartz. There is neither matrix
nor cement. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.

composed, by definition, of predominantly silt or
clay, respectively. They are easy to identify in the
field. Siltstones have an unpleasant gritty feel between
the teeth, clays a pleasing plastic texture. When suffi-
ciently indurated, both siltstones and claystones may
be termed ‘shales’. The term ‘shale’ was defined by
Pettijohn as “a laminated or fissile claystone or silt-
stone”. This is a widely used term, and with good

reason: siltstones are commonly argillaceous and
claystones silty, and so the term shale covers all
variations. The term ‘mudrock’ or ‘mudstone’ has
been applied to siltstones and claystones (and their
admixtures) that do not possess the fissility of shale.
Siltstones are composed of detrital quartz, shell
fragments, assorted heavy minerals, and, often,
mica, which imparts the fissility to shale. Siltstones
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also commonly contain varying amounts of clay
matrix and organic matter.

Claystones are composed largely of the clay min-
erals, kaolin, illite, montmorillonite, and chlorite.
Clay mineralogy is described in detail in Clay Min-
erals. Lime and organic matter may also be present in
claystones. With increasing lime content, shales grade
into marls, argillaceous limestones, and limestones.
With increasing organic content, shales grade into
sapropelite. Detrital grains of silt, mica, plant debris,
and shell fragments may occur in mudstones as im-
purities. Clays and their diagenesis are described in
Sedimentary Rocks: Clays and Their Diagenesis.

Autochthonous or Chemical
Sediments

It has already been noted that the classification of
sediments into detrital and chemical categories is
somewhat artificial. Both are composed of chemical
or biochemical components, and of particles of vary-
ing sizes. Nonetheless, it is a convenient grouping.
The chemical sediments are those that principally
precipitate out of solution, although thereafter they
may become detrital in some instances. Table 1 shows
that seven types may be recognized: carbonates,
evaporites, residual deposits, kerogen, ironstone,
phosphate, and silica. These are now described briefly.

Carbonates

The carbonate chemical sediments include a wide
range of rocks, of which limestone and then dolomite

are volumetrically the most important, whilst
siderite and magnesite, although rare, are economic-
ally important. The mineralogy of carbonates is
described in detail in Minerals: Carbonates. Lime-
stone is composed largely of the mineral calcium
carbonate (CaCOj3). Limestones may be made up of
many different types of grain that originate in differ-
ent ways in a range of depositional environments
(Figure 6). Thus grain type is one of the keys to
interpreting their depositional environment. Lime-
stones form, almost without exception, from the
aqueous precipitation of calcium carbonate, aided
by some organic process or other, most obviously as
shells secreted by invertebrates, but also as nodules,
laminae, and clouds whose origins owe much to
biochemical reactions. Limestones are described in
greater detail in Sedimentary Rocks: Limestones.

Dolomite is composed of the mineral dolomite,
CaMg(CO3),, named by and from the eponymous
French Count Dolomieu (1750-1801). Geopedants
restrict the term dolomite to the mineral, and dolos-
tone to the rock. This was not the Count’s original
intent. Like limestone, dolomite forms in several
different ways, from penecontemporaneous crypto-
crystalline mudstones in sabkhas, to coarsely cry-
stalline varieties during late diagenesis. In the latter
case, dolomite is virtually a metamorphic rock
(Figure 7). Dolomite is an important petroleum reser-
voir, and occurs as a gangue mineral with lead-zinc
sulphide ores (see Mining Geology: Hydrothermal
Ores). It is described more fully in Sedimentary
Rocks: Dolomites.

Figure 6

Photomicrograph of limestone under ordinary light. This is a well-sorted oolite grainstone from the Upper Jurassic Portland

Limestone, Dorset, UK. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.
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Figure 7 Photomicrograph of dolomite under ordinary light. This is a coarsely crystalline variety from the Zechstein (Upper
Permian) of the UK North Sea. Some porosity (pale blue) is visible. Reproduced with permission from Selley RC (2000) Applied

Sedimentology, 2nd edn. London: Academic Press.

Siderite is composed of iron carbonate (FeCOj3). It
occurs commonly in shales as early cement and as
concretions. It occurs as crystalline cement in sand-
stones, and occasionally in spherulites (sphaerosider-
ite) in lacustrine deposits. Here, it may be sufficiently
abundant to become an iron ore (described below).

Magnesite (MgCQO3) is the name for the mineral
magnesium carbonate, as well as the rock. It forms
both as an alteration product of dolomite, and from
the action of magnesium-rich fluids on limestone.
Magnesite is rare, but occurs in commercially import-
ant deposits at Radenhein (Austria), Liaotung
(China), and Clark County, Nevada (USA).

Evaporites

The evaporite chemical sedimentary rocks are rare,
but extremely important commercially as the raw
materials for the chemical industry. As the name sug-
gests, the evaporites consist of a suite of minerals
formed from the evaporation of sea water. They
tend to occur in restricted sedimentary basins in cyclic
sequences that begin with carbonates (limestone and/
or dolomite), overlain by sulphates (gypsum and/or
anhydrite), halite (sodium chloride), and then a range
of potassium salts, including carnallite and polyhalite
(Figure 8).

As the name suggests, it was once thought that
evaporites formed exclusively from the drying out of
enclosed marine basins. This required improbably
large volumes of sea water to provide the resultant

evaporites. It is now realized that many evaporites
actually form in sabkhas (Arabic for salt marsh)
from the replacement of pre-existing rocks, principally
carbonates, by circulating brines. Evaporites should
thus more correctly be termed ‘replacementites’. Evap-
orites are described in more detail in Sedimentary
Rocks: Evaporites.

Residual Deposits

Residual deposits are a variety of rocks produced
by in situ chemical alteration or weathering (see
Weathering). They include three economically import-
ant rocks: laterite, china clay (kaolin), and bauxite.
These are now described in turn.

The word ‘laterite’ is derived from the Latin ‘later’,
a brick, as this rock has been widely employed for this
purpose, being soft when quarried, but hardening on
exposure. The term was first employed by a British
geologist of the Raj, working in India, where laterites
are exceptionally well developed. Laterites result
from the intense weathering in many parts of the
world of rocks of diverse ages and types, but particu-
larly iron-rich rocks such as basalts. Laterites thus
occur as laterally extensive residues up to 10m in
thickness above the bedrock. They require thousands
of years to form, a humid climate, and a well-drained
terrain. The resultant laterite is rich in hydrated iron
and aluminium oxides, and low in humus, silica, lime,
silicate clays, and most other minerals. Laterites are
red and argillaceous in appearance, but often possess
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Figure 8 Photomicrograph of nodular anhydrite (CaSQ,) from the sabkha of Abu Dhabi, United Arab Emirates. Reproduced with
permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.

a nodular pisolitic texture. They are often termed
ferricrete (etymologically, although not genetically,
comparable with silcretes and calcretes). Laterites
are important sources of iron in West Africa and West-
ern Australia, and of nickel in Cuba. Further details
are given in Soils: Modern and Soils: Palaeosols.

China clay, or kaolin, is the name given to rock
composed almost entirely of the clay mineral kaolin-
ite, Al,Si,05.(OH), (see Sedimentary Rocks: Clays
and Their Diagenesis). Kaolin and kaolinite are occi-
dental corruptions of Kauling, a hill in China, from
whence the first samples to enter Europe were
shipped by a Jesuit missionary in 1700. Some kaolin-
ite is produced by the iz situ hydrothermal alteration
of feldspar in granites, as for example that of south-
west England. Kaolinite may then be reworked from
such a source, and re-deposited in lacustrine envir-
onments, as for example the Oligocene ‘Ball Clay’
deposits of Bovey Tracey, Devon.

Kaolin also forms, however, as a residual deposit
due to the intense weathering of aluminosilicate-rich
rocks. These include feldspar-bearing igneous rocks,
such as granites and gneisses. Kaolin can also be
produced from sedimentary rocks, including arkosic
sandstones and shales. The general chemical reaction
leading to the production of kaolinite is:

KalSi303 +H,0 — AleizO5 (OH)4
Feldspar + Water — Kaolinite

Kaolin forms as a residual deposit in the soil hori-
zons of warm humid climates, where erosion rates are

low, and there is plenty of time for leaching to take
place. Kaolin has many important industrial uses (see
Clays, Economic Uses). Notable commercial deposits
occur in China, naturally, south-west England, Saxony
(Germany), Bohemia (Czech Republic), and Georgia,
USA.

The third type of residual deposit is bauxite, hy-
drated aluminium hydroxide (Al,O4.7H,0). Bauxite
takes its name from Le Baux, near Arles in France.
Bauxite is the end result of the intensive and pro-
longed weathering of soils that commences with lat-
erite, and proceeds, via kaolin, to bauxite. These
changes reflect the progressive leaching of silica,
iron, and kaolinite (Figure 9).

The chemical reaction that finally leads to the
formation of bauxite is:

H,O + Alei205 (OH)4
= A1204.11H20 + 2810,.2H,0

Water + Kaolinite
= Aluminium Hydroxide + Silicic Acid

Bauxites tend to be reddish or pink in colour due to
some residual iron oxide. They may also possess a
pisolitic texture inherited from an earlier lateritic
phase (Figure 10).

Bauxite is very important as the ore for alumin-
ium. Bauxite occurs as residual deposits on lime-
stone, as for example in France and Jamaica. It also
occurs as a residual soil on Precambrian igneous and
metamorphic rocks, as in Surinam.
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Kerogenous Chemical Sediments

Kerogen is defined as hydrocarbons that are insoluble
in normal solvents, such as carbon tetrachloride, but
which yield liquid or gaseous petroleum when heated.
Chemically, kerogen includes a range of complex
hydrocarbons, with traces of many other elements,
including sulphur, nitrogen, and various radioactive
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Figure 9 Diagram to show the progressive formation of the
residual deposits laterite, kaolin, and bauxite that result from
prolonged chemical weathering. Reproduced with permission
from Selley RC (2000) Applied Sedimentology, 2nd edn. London:
Academic Press.
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and heavy metals. Kerogen is generally deposited in
anoxic reducing stagnant conditions, most commonly
found in marshes, swamps, meres, salt marshes, and
lagoons, and is particularly characteristic of deltas
(see Sedimentary Environments: Deltas). In these en-
vironments, vegetation may accumulate as laterally
extensive horizons of peat many metres thick. During
subsequent burial, peat undergoes extensive compac-
tion and diagenesis, changing first into brown coal
(lignite), then bituminous coal, then anthracite, and
finally graphite, as it enters the realm of metamorph-
ism. The variety of kerogen termed coal is, of course,
a very important source of energy. Less conspicu-
ously, although equally important, kerogen occurs in
varying amounts in mudstones. Originating as plant
and animal detritus, this disseminated kerogen is the
mother of petroleum (Figure 11). When kerogen con-
stitutes >1.5%, or thereabouts, of a shale, the shale
becomes a potential petroleum source rock, subject
to sufficient thermal maturation. Depending both on
its chemistry and the level of maturation, kerogen
generates petroleum gas and oil (see Petroleum Geol-
ogy: The Petroleum System).

Ironstones

Iron is widespread in sedimentary rocks, but is
concentrated in economic amounts in very few.
A distinction is made between the Banded Ironstone
Formations (colloquially referred to as BIFs), and
ironstones sensu stricto. Banded ironstones are wide-
spread around the Earth, but they are all of Pre-
cambrian age, and are curiously interbedded with

Figure 10 Photomicrograph of pisolitic bauxite under ordinary light. Individual pisoids are approximately 0.5cm in diameter.
Le Baux, France. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.
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Figure 11 Photomicrograph of kerogen. This is the sapropelic Kimmeridge Coal (Upper Jurassic) from Dorset, UK. Cross-sections
of bivalves are ubiquitous, and carbonized plant detritus is also visible. Reproduced with permission from Selley RC (2000) Applied

Sedimentology, 2nd edn. London: Academic Press.

chert. They formed when the Earth’s atmosphere was
significantly different from that of today (see Sediment-
ary Rocks: Banded Iron Formations). The term iron-
stone is now restricted to Phanerozoic sedimentary
rocks consisting of at least 15% by weight of iron,
either 19% FeO, or 21% Fe, O3, or an equivalent
admixture.

Ironstones consist of a range of iron minerals, in-
cluding oxides (magnetite, haematite, and goethite/
limonite), carbonates (siderite), and silicates (chamo-
site and berthierine). Three main types of ironstone
are recognized: blackbands, claystones, and ooidal.
Blackband and claystone ironstones are organic-rich
sideritic mudstones. They commonly occur in deltaic
deposits associated with peat and coal. Intraforma-
tional conglomerates composed of ironstone clasts
and horizons of brittle fractured ironstone in slumped
delta slope shales indicate that the ironstones formed
during early shallow burial.

The origin of the third type of ironstone is more
controversial. The ooidal ironstones are composed of
several types of iron mineral (Figure 12). Ooid forma-
tion is normally associated with high-energy depos-
itional environments (see Sedimentary Rocks:
Limestones). The ooidal ironstones, however, are
often poorly sorted wackes. Thus, argument has
raged as to whether ferruginous ooids formed in
high-energy environments, and were then dumped as
poorly sorted wackes. Alternatively, did iron minerals
replace quotidian lime ooids during subsequent
diagenesis?

The data and arguments are examined more fully in
Sedimentary Rocks: Ironstones, but it is probably as
true today as it was in 1949, when Taylor wrote in his
seminal memoir on the Northampton Sand Ironstone,
that: “Conditions of deposition of the sedimentary
iron ores are still to some extent a mystery”.

Phosphates

The penultimate group of chemical sediments to
consider are the phosphates. Phosphates are an ex-
tremely important mineralogically complex group
of rocks that are essential as plant fertilizers. About
three-quarters of the world’s supply of phosphates
comes from sedimentary deposits. Sedimentary
phosphate deposits are of three types: bedded, placer,
and guano. Bedded phosphates are formed by the
replacement of limestone, and of teeth, bones, and
coprolites, to form the mineral phosphorite. Factors
that favour phophoritization include a broad shelf
adjacent to an ocean, slow shallow marine sedi-
mentation, low terrigenous input, and high organic
productivity. Once phosphorite has formed, it is
stable in sea water, and sparingly soluble in fresh
water. Thus, phosphate pebbles occur, not only as
intraformational conglomerates intimately associated
with bedded phosphate, but also as placer deposits
that are sometimes far removed from their parent
body. Bedded phosphates formed during several
geological periods on ancient shelves around the
world. The Cretaceous phosphate belt of the south-
ern shores of Tethys is noteworthy. This stretches
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Figure 12 Photomicrograph, under ordinary light, of Northampton Sand Ironstone, Middle Jurassic, UK. This ironstone is composed
of chamosite and siderite ooids with concentric growth rings. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd

edn. London: Academic Press.

Figure 13 Photomicrograph, under ordinary light, of guano phosphate deposit. This is formed by the phosphatization of bird
droppings. St Helena, South Atlantic. Reproduced with permission from Selley RC (2000) Applied Sedimentology, 2nd edn. London:

Academic Press.

from Bu Craa in the western Sahara, through
Morocco and Algeria to the flanks of the Red Sea,
Jordan, and Jabal ash-Sharki in Syria. Younger
placer phosphate deposits of note include the alluvial
phosphate gravels of South Carolina and Florida in
the USA.

Guano is the youngest phosphate rock (Figure 13).
This is a fertilizer rich in phosphates and nitrates that
forms from the accreted excreta of birds and bats.
Whole Pacific Islands, such as Nauru, are, or rather,

were composed of guano that has subsequently been
quarried away.

Phosphates are described in greater detail in Sedi-
mentary Rocks: Phosphates.

Siliceous Deposits

The last group of chemical sediments to describe are
those composed of silica (SiO,), not the detrital sands,
but those that formed by organic secretion, replace-
ment, or, possibly, by direct precipitation from water.
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Figure 14 Photomicrograph, under polarized light, of chert (colloquially, flint) from the Chalk (Upper Cretaceous), Dover, UK. This
formed by replacement of pre-existing limestone. Some silicified bioclasts can be detected. Reproduced with permission from Selley

RC (2000) Applied Sedimentology, 2nd edn. London: Academic Press.

Various organisms secrete silica. Radiolaria and
diatoms secrete silica shells, whilst some sponges se-
crete internal spicules of silica. Deposits of radiolarian
and diatom shells may accumulate under water in
sufficient amounts to constitute sedimentary rocks in
their own right, termed ‘radiolarite’ and ‘diatomite’,
respectively. Organically precipitated silica dissemin-
ated in sediments may undergo dissolution and re-
precipitate as cryptocrystalline silica. This variety of
silica is termed ‘chert’, often referred to colloquially as
‘flint’ by the aboriginal inhabitants of the Cretaceous
Chalk downlands of south-east England. Chert is a
non-clastic cryptocrystalline variety of silica that
occurs as nodules and horizons in limestones and
sandstones (Figure 14). Chalcedony is a radial or
fibrous variety of chert that infills fossils and other
pores. Opal, sometimes termed opaline silica, is a
hydrated variety of silica, amorphous and isotropic,
with the chemical formula SiO,.#H,0, sometimes
also written Si0O,.#Si(OH)4. It occurs only in Tertiary
to Recent sediments, having dehydrated to chert in
older rocks. Opal is a semiprecious stone.

Cherts pose three main problems. What is the
source of the silica? What is the environment of
deposition of bedded cherts? How do nodular cherts
replace their host sediments? These questions are
discussed in Sedimentary Rocks: Chert.

Conclusion

The primary aim of this overview of the sedimentary
rocks has been to simultaneously point the reader

in two different directions: to the tranche of art-
icles dealing with mineralogy, and to the tranche of
articles that describe the various sedimentary rocks in
more detail. The article offers a simple classification
of the sedimentary rocks, but at the same time points
out the problems and inconsistencies of any scheme of
rock classification. Sediments can be broadly grouped
either by their physical attributes, principally grain
size, but also by their chemistry or mineralogy.
A detailed analysis of any scheme shows its inconsist-
encies. To call a group of rocks ‘chemical’ is nonsens-
ical, because it implies that others are ‘non-chemical’,
whatever that might mean. Evaporites should really
be called ‘replacementites,” but who would dare
to argue for such a change. Siliceous chemical rocks
include detrital sediments, primary precipitates, and
also some of diagenetic origin, yet they are placed
in one single group. Classification is purely a peda-
gogical framework, like the chrysalis from which
exegesis may emerge like a butterfly.
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Introduction

Banded Iron Formation, normally abbreviated to BIF,
is a type of sedimentary rock commonly present
in Precambrian sedimentary successions of specific
ages. Apart from this time restriction it has a number
of characteristics which make it unique among
sedimentary materials. Firstly, there is nothing
chemically similar to it being laid down in the waters
of the modern Earth, so that its origin cannot be
deduced by directly observing the formation of
similar materials in the present-day environment.
Secondly, it has virtually none of the textural features
common in other sedimentary rocks that give a clue
to the conditions under which it was laid down;
theories for its origin, therefore, have to be argued
from various indirect lines of evidence, and there is
still no complete agreement on its significance in
the stratigraphic record. A third feature is that it is
exceptionally hard, tough, and dense, making it in-
stantly recognisable in field exposures, where it com-
monly forms resistant ridges standing out from more
easily eroded rocks. Finally, it is a sedimentary rock in
which fine details of stratification have been shown to
persist over exceptionally large distances, arguing for
depositional conditions free from disturbance by cur-
rents. BIF also has great economic importance be-
cause it is the source, either directly or indirectly, of
most of the iron ore presently mined; and as the main
source of raw material for the world’s iron and steel
industries, underpins the physical fabric of the de-
veloped world.

Lyell C (1842) (and many subsequent editions) Elements of
Geology. London: John Murray.

Pettijohn F] (1957) Sedimentary Rocks, 2nd edn. New
York: Harper Geoscience.

Selley RC (2000) Applied Sedimentology, 2nd edn. London:
Academic Press.

Taylor JH (1949) Petrology of the Northampton Sand Iron-
stone Formation. Memoirs of the Geological Survey.
London: HMSO.

Nomenclature, Classification,
Definition

Before describing the characteristics of BIF in more
detail, it is worth reviewing the different names that
have been applied to it on different continents and at
different times, so that there is a clear understanding of
how the name is applied in this article. The first formal
geological descriptions of BIF were made in the latter
part of the nineteenth century, focusing on occurrences
in parts of the USA south of Lake Superior, where iron
ore mining was established in areas of outcrop known
as ‘ranges’, such as the Mesabi, Marquette, Cuyuna,
Gogebic, and Menominee Ranges. The rock was then
called jasper’, ‘jaspilite’, or ‘iron-bearing formation’,
which was later shortened to ‘iron-formation’. The
name ‘taconite’ was also used, and because many of
the rocks had conspicuously multicoloured banding the
term ‘banded iron-formation’ also became common.
During the early twentieth century, other names came
to be used for similar rocks of other continents. For
example, ‘itabirite’ was used in Brazil, ‘ironstone’ in
South Africa, and ‘BHQ’ (‘banded haematite quartz-
ite’) in India. Studies in all these places tended to
assume that the iron-rich rocks to which these names
were applied were identical with those that had been
well documented from the Lake Superior ranges.

As more detailed studies were made later in the
twentieth century, it was realized that many extensive
occurrences of BIF, and especially those of South Africa
and Australia, were distinctively different from those of
the Lake Superior area. In particularly, they lacked
the granular structure that was generally present in the
latter, and had a different pattern of banding. The term
‘granular iron-formation’, or GIF, is now preferred for
the type of BIF to which the name was first applied in
the USA. In a perfectly rational classification it would
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probably be best to restrict the names BIF and GIF to
two types of iron-rich sedimentary rock with separate
textural features, and to use the name ‘iron-formation’
(IF) as a generic name for both. But because the use of
BIF is so strongly entrenched, it is used here as the
general term, and GIF is regarded as a particular type
of BIE

BIF is therefore defined as a chemically precipitated
sedimentary rock containing at least 15% of iron,
typically thin-bedded or laminated, and commonly
containing layers of chert.

Chemical and Mineralogical
Composition

Although the definition above requires a minimum
iron content of 15%, the great majority of rocks that
would be called BIF contain between 25% and 35%
Fe. About half of the rock by weight consists of iron
oxides, while the remainder is mainly silica. Carbon
dioxide (as carbonate) is present as a minor constitu-
ent in many BIFs, and is a major component in some,
but all other oxides (e.g., Al,03, MgO, Na,O, K,O,
P,0Os) are relatively minor, and trace elements are
insignificant. Haematite (Fe;O3) and magnetite
(Fe3O4) are the most abundant iron minerals. Others
that may be present are carbonates (ankerite, siderite)
and silicates (stilpnomelane, greenalite, riebeckite).
The silica normally occurs as microcrystalline quartz,
usually called chert. Neither the chemical nor miner-
alogical composition of GIF differs significantly from
that of BIF.

The Banding

The banding of BIF, with the exception of the type
known as GIF, which is dealt with later, may best be
described by reference to that of the well preserved
BIFs which were laid down in the Hamersley Basin of
north-western Australia between about 2650 Ma and
2450 Ma. Apart from very low-grade metamorphism,
open folding, and gradual uplift and exposure, the
rocks of this basin remain essentially unaffected by
post-depositional events; the basin had a depositional
area of at least 10°km? The 1.2km (compacted
thickness) of BIF present within the 2.5km-thick
median sequence of this basin forms five main units
interstratified with shales and carbonate sediments.
One of these units, the ca. 140 m-thick Dales Gorge
Member, is particularly useful for stratigraphic study
in that it has 33 internal alternations, termed macro-
bands, of BIF and shale. The banding of the BIF of
each of the 16 BIF macroband is termed ‘mesoband-
ing’, and is defined by sharply defined alternations,
on a centimetric scale, of dark iron-rich (silica-poor)

mesobands and light silica-rich (iron-poor) meso-
bands; the latter are usually called chert. Chert meso-
bands of the Dales Gorge Member BIF are normally
between Smm and 15mm thick, with an average
thickness about 8 mmy; they constitute about 60% of
the total BIF volume; the intervening iron-rich meso-
bands have a mean thickness of about 10 mm, and
make up about 20% of the total BIF volume. A minor
proportion of mesobands of magnetite and/or car-
bonate make up the remainder of the volume. All
the mineral components of all mesoband types are
made up of fine-grained closely crystalline material
that shows no evidence of a clastic contribution to the
formation of the rock.

The monotonously repetitive alternation of iron-rich
and iron-poor mesobands, on the same centimetric
scale as those of the Dales Gorge Member, is an easily
identifiable characteristic of BIF wherever it occurs,
and is the scale of banding from which the name BIF
derived. In field exposures the alternating bands may be
coloured black and white, red and white, or red and
black, largely according to the weathering of the rock,
and often give it a spectacularly striped appearance
(Figure 1).

Within many chert mesobands of the Dales Gorge
Member there is a regular small-scale lamination
defined by a concentration of some Fe mineral within
the pervasive matrix of microcrystalline quartz. The
Fe mineral may be either hematite, magnetite, car-
bonate (siderite or ankerite), stilpnomelane, or some
combination of these. This lamination within indi-
vidual chert mesobands has been called microband-
ing. The iron-rich laminae that define microbands are
normally separated by thicknesses of between 0.2 mm
and 1.6mm of virtually iron-free chert. Within a
microbanded chert mesoband the microband thick-
ness tends to vary only slightly, but from one such
mesoband to another there may be significant vari-
ation. Since its identification in the Dales Gorge

Figure 1 Hand specimen (15cm wide) of folded Archaean BIF
from the Yilgarn Craton, Western Australia. The conspicuous red
and black banding is mesobanding; the red mesobands are chert
and the black mesobands consist mainly of iron oxides and
microcrystalline quartz. (Photograph by GJH McCall).
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Member, it has been identified in a number of other
well-preserved BIF units elsewhere.

The characteristic mesobanding of BIF is not pre-
sent in GIF. GIF also has alternations of iron-rich and
iron-poor material, but these are typically coarser
and much less regular. The coarsely crystalline chert
bands are commonly wavy or lenticular. Both iron-
rich and silica-rich bands may be granular, more par-
ticularly the latter. The iron-rich bands of GIF, as the
name implies, often consist of a close-packed and
lithified mass of granules or ooliths, averaging about
a millimetre in diameter. They are made up of iron
oxides, with or without quartz, and the intergranular
material consists mainly of the same minerals, but
usually with a lower iron content.

Continuity of Banding

A remarkable stratigraphic feature of Hamersley
Basin BIF is its exceptional lateral continuity. Thus
the Dales Gorge Member, used above as a model for
the description of banding, and the other main BIF
units, are easily identifiable over the entire basin area.
BIF macrobands within the Dales Gorge Member
are similarly recognisable through their constant
relative thicknesses, and within BIF macrobands
both individual centimetre-scale mesobands, as well
as sub-millimetre microbands within them, have been
correlated over 300 km. This degree of fine-scale lat-
eral stratigraphic continuity is reminiscent of evapor-
ites, particularly in the Permian of Europe and the
United States.

Metamorphic and Tectonic
Modification

Because of their exceptional freedom from post-
depositional metamorphism and tectonic deform-
ation, the BIFs of the Hamersley Basin have been
used as ‘type examples’ for the introductory descrip-
tions above; the BIFs of the Transvaal and correlative
Griqualand West basins of South Africa, which are of
similar age, also have the same excellent preservation.
But in this respect they are atypical of the majority of
BIF occurrences. Many Early Precambrian examples
have suffered significant metamorphic modification,
which begins with coarse-grained recystallisation
(annealing) of both the initially microcystalline chert
and fine-grained iron oxides, and continues with the
growth of iron-rich silicates (e.g., grunerite, ferrohy-
persthene, fayalite). Even in early metamorphic
stages the delicate fine textures within the banding
tend to become blurred, but the essential iron-rich/
iron-poor alternation of the mesobanding shows a
robust resistance to complete obliteration. Most

metamorphism of BIF appears to be isochemical,
but there is some evidence of chemical modification
at higher grades.

Older Precambrian BIFs also tend to have under-
gone significant tectonism, particularly those of
Archaean greenstone belts of all continents, where
the BIFs often form curvilinear steeply dipping units
which are useful in deciphering complex structures. It
is characteristic of deformed BIF in these belts that it
appears to have reacted sensitively to tectonic stress,
forming complex internal flowage folds defined by
the banding.

Distribution Over the Earth

BIFs are widely distributed throughout the Precam-
brian areas (cratons and shields) of all continents
except Antarctica, where only one occurrence is so
far known. BIFs of the older cratons include the
oldest known example, at Isua, in Greenland, aged
about 3.8 Ga. They are consistently present in the
greenstone belt sequences of all the main old cratons.
Examples include the Abitibi Belt of the Superior
Province of Canada, the greenstone belts of the
Yilgarn and Pilbara Cratons of Australia, and the
those of the Baltic Shield, the North China Craton,
the Amazon Craton of Brazil, the Kaapvaal and West
African Cratons, and the BIFs of the Ukraine Craton,
notably at Krivoi Rog; most of these are relatively
thin, tectonised, and metamorphosed. Most of these
greenstone-associated BIFs have ages between 2.8 Ga
and 2.5 Ga. A different style of BIF occurrence is
present in four of the Gondwana continents (South
America, southern Africa, India, and Australia). In
this type the BIFs occur as well preserved, gently
dipping supracrustal sequences, which may form con-
spicuous topographic plateaus. The Carajas Forma-
tion of the Amazon Craton, the Caué Itabirite of the
Sao Francisco Craton (both in Brazil), the Kuruman
Iron Formation and Penge Iron Formation of South
Africa, and the Mulaingiri Formation of the Indian
Karnataka Craton all belong to this group, which
includes the BIFs of the Australian Hamersley Basin,
already mentioned above; these occurrences have
been called the Great Gondwana BIFs, and are mostly
younger than those present in greenstone belt occur-
rences. Further mention of a final distinct category of
BIF occurrences, which includes Rapitan in the
Yukon, and those of the Damara Belt, in Namibia,
is made below the next heading.

Distribution in Time

Mention has already been made not only of the gen-
eral restriction of BIFs to the Precambrian, but also to
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specific intervals within that Eon. This topic needs
closer attention, since it is critical for understanding
the genesis of BIF, and has been a subject of strong
controversy. A relevant point to be made is, of course,
that the topic could not be discussed at all without the
availability of the precise isotopic dating techniques
that have established, only in the last couple of
decades, a reliable time-scale for the entire span of
Precambrian time.

An age of about 3.8 Ga has already been noted for
the oldest BIF, from Isua. This is still the oldest known
sedimentary (or more accurately metasedimentary)
succession, so that BIF is included among the oldest
sedimentary rocks. The abundance of BIF in Ar-
chaean greenstone belts indicates that it continued
to be deposited intermittently until the end of that
Era, which by convention is accepted as 2.5 Ga. By far
the two largest basins of BIF deposition on Earth, in
terms of contained Fe, are the Hamersley Basin and
the Transvaal/Griqualand West Basin, and in these,
massive deposition of BIF continued until ~2450 Ma.
There is then a paucity of BIF occurrences until the
Lake Superior GIFs, at ~1850 Ma, which represents a
global peak for this type. A long interval in which
no BIF deposition is known then followed, and it was
not until the end of the Precambrian, in the Late
Neoproterozoic, that there is a final burst of BIF
deposition, which includes the Rapitan and Damara
examples.

In summary, the overall picture is of a long early
period of intermittent BIF deposition, culminating in
a peak at ~2500 Ma, after which there was a smaller
burst at ~1800 Ma, and finally, after a long hiatus,
another significant depositional event at the end of
the Precambrian. It has been pointed out that some
iron-rich Phanerozoic rocks closely resemble Precam-
brian BIFs, but these exceptions only prove the rule,
and indicate that there were special environmental
conditions during the Precambrian, and particularly
during the Early Precambrian, which led to the
deposition of BIF.

Association with Other Rocks, and
with Volcanism

BIFs do not, of course, exist in isolation, but occur in
association with other lithologies as components of
sedimentary, or volcanosedimentary, sequences. Two
general stratigraphic points are worth making: in the
first place, BIF tends to form discrete, clearly demar-
cated, units of significant thickness and wide lateral
extent — it does not form thin or discontinuous beds
interlaminated, or interdigitated, with other litholo-
gies; and in the second place, BIF has never been
demonstrated to grade imperceptibly into another

lithology, whether laterally or vertically. It is as
though the conditions for BIF deposition, in any
given basin, were intermittently switched on and off
abruptly, rather than by any gradual change in the
depositional environment.

Within those two overarching generalisations, BIF
has not been demonstrated to occur in immediate
sedimentary contact with any preferred lithology.
Examples can be found of association with both
fine-grained (shale) and medium-grained (quartzite)
epiclastic sediments, with turbidites and with carbon-
ates. For BIFs in Archaean greenstone belts, there is a
common association with mafic volcanic rocks, but
an immediate and local genetic link between the two
has never been unequivocally demonstrated. While it
is true that volcanic rocks, both felsic and mafic, are
commonly present as components of depositional
basins in which BIF occurs, the fact remains that no
volcanic rocks at all are closely associated with one
major BIF of Brazil — the Caué Itabirite of the Quad-
rilatero Ferrifero. There is abundant trace element
and isotopic evidence that BIFs have an igneous
connection, but an immediately local association
cannot be inferred from this.

Theories of Origin

From direct observation of the present environment it
is easy to see that lithostratigraphic units of, say,
sandstone are likely to have been formed by the trans-
port of sand in rivers to the sea. There is no such
direct way to determine how BIF formed, and a
credible hypothesis for its origin must be built up
step-by-step, from various lines of evidence. An
early suggestion in the Lake Superior area was that
BIF may be an acid lava, and more recently it has been
proposed that BIF was initially a carbonate rock
which had been replaced by iron and silica.

Most workers now accept that BIF is a chemically
precipitated sedimentary rock, but that acceptance
does not remove the need to explain many associated
problems, including:

i. what was the source of the materials (both iron
and silica)?
ii. how were they transported to the basin?
iii. did deposition occur in a lake or in the ocean?
iv. what caused precipitation?
v. what does the banding represent?
vi. to what degree does the final rock differ from the
precipitate?

The first two of these questions were at one time
debated in terms of two radically opposite concepts.
One suggested that the iron and silica were derived
from deep weathering of continental crust, and were
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selectively carried to the adjacent basin by rivers; the
other proposed that the source of the the iron and
silica was fumarolic volcanism very close to or within
the basin, obviating the need for significant transport.
As the debate progressed both ideas were generally
abandoned, in favour of a model in which both iron
and silica were in very dilute solution in ocean water,
and were precipitated from the water of marginal
basins kept supplied with both materials by appropri-
ate circulation; in this model the primary source of
iron and silica was ocean-floor volcanism or volcanic
rocks, either at mid-ocean ridges or more generally
from the ocean floors. As far as the third question is
concerned, the abundance of BIF in the Precambrian
stratigraphic record, its frequent association with
clearly marine lithologies, and the difficulty of
forming such immense thicknesses of iron-rich mater-
ial in lakes, jointly make the lacustrine hypothesis
untenable.

The fourth question then arises from a model in-
volving precipitation from the water of an ocean
margin basin which has low levels of dissolved iron
and silica. Attention here has focused on the iron
component, and specifically on the fact that dissolved
iron will be in the ferrous state, and that oxidation
will lead to precipitation in some ferric form. A variety
of mechanisms for this oxidative precipitation has
been proposed, including algal photosynthesis,
anoxygenic bacterial photosynthesis, photo-oxida-
tion by sunlight, and decomposition of water by
K radiation. Current research increasingly involves
attention by microbiologists to the detailed mechan-
isms by which early biota could have effected precipi-
tation. From a sedimentological viewpoint, the key
point is that such mechanisms are quantitatively
viable for precipitation of iron from small basin
water concentrations.

The fifth question is one which received little early
attention. Although it was generally agreed to repre-
sent the stratification of the BIF there was virtually no
analysis of how the mesobanding was generated.
A structured model was first proposed in respect to
the BIFs of the Hamersley Basin. There it was argued
that the microbands, whose presence has been noted
within the chert mesobands, probably represent
annual layers, or chemical varves: the thin iron-rich
laminae of microbands may be presumed to represent
summer seasons of high photosynthetic activity. Ac-
ceptance of this hypothesis permits calculation of
the quantity of iron precipitated in the Hamersley
Basin per unit area each year (225t-km 2.yr '),
and hence, from knowledge of the bulk composition
of the rock, an estimate of the compacted depos-
itional rate. But these arguments have still not
addressed the fifth question, which asks about

mesobanding, not microbanding. So an additional
step of this model added the proposal that the initial
precipitate was a collloidal silica ferrihydrate gel
which was compressed to about 10% of its initially
deposited thickness during burial and diagenesis; and
its final step was the suggestion that the mesobands
developed during this stage by differential compac-
tion. These last two steps, of course, address the sixth
question also.

Some aspects of this depositional model have been
challenged. Most workers on BIF agree that an
annual (varve) significance for microbands is likely,
although a diurnal or even tidal origin has been sug-
gested. Others have preferred to see a direct link
between mesobanding and iron supply from mid-
ocean ridge activity, the mesobands representing
pulsed variations in supply, with microbanded chert
mesobands representing stable periods of perhaps of
tens of years of relatively low iron availability. The
origin of mesobanding still remains uncertain.

Unsolved Problems

Apart from the origin of mesobanding, the uncer-
tainty of whose origin has just been noted, three
other still-unsolved questions of BIF genesis are
worth emphasizing in conclusion. The possible in-
volvement of biotic processes in the precipitation of
the iron of BIFs has already been noted; further stud-
ies related to this question are clearly not only signifi-
cant for understanding BIF but for understanding
important processes of biochemical evolution. The
distribution of BIF in time has already been described,
but its significance was not discussed. An early hy-
pothesis tied the Late Archaean peak closely into a
step in the biochemistry of photosynthesis, but add-
itional geochronological work has lessened support
for that proposal. A recent suggestion that the depos-
ition of BIF is related to deep-water phases in basin
development, and that this development shows sys-
tematic tectonically controlled secular changes, has
yet to be fully debated. And finally, the place of BIF in
the chemical evolution of the atmosphere and oceans
has yet to be fully understood. Research on this
uniquely puzzling sedimentary rock still holds many
challenges.

See Also
Precambrian: Overview. Rocks and Their Classifica-
tion. Sedimentary Rocks: Chert; Ironstones.
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Introduction

Chalk is a familiar rock type, particularly amongst
Europeans, forming spectacular white cliffs along
coastlines flanking the North Sea, the English Chan-
nel and the Baltic Sea. The essential characteristic of a
true chalk is its microscopic composition — being
composed predominantly of the skeletal remains of
tiny calcareous marine algae known as coccolitho-
phorids (Figure 1). Following their appearance in the
Jurassic, these haptophycean algae became a common
constituent of marine sediments and remain import-
ant components of the marine ecosystem today. Only
during specific periods of Earth history and in certain
palaeogeographic areas, however, were conditions
such that pure carbonate oozes accumulated and were
preserved on continental shelves and in vast epeiric
seas. Chalk is thus most characteristic of the Upper
Cretaceous (and in places the Danian) of north-west
Europe and North America. This review focuses on
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these typical chalks, particularly from north-west
Europe (Figure 2).

Chalk as a Sediment
Composition

A typical chalk is a fine-grained carbonate rock (a lime
mudstone or micrite), the lithified equivalent of pela-
gic carbonate oozes recorded from ODP boreholes in
present-day oceans. The sediment is dominated by
debris derived from coccolithophorid algae that com-
prise a spherical calcareous test (coccosphere) up to
several tens of microns in diameter. The test is made up
of overlapping circular or elliptical discs or rings (coc-
coliths), which are 1-20 um in diameter and are, in
turn, constructed of tiny calcite platelets, laths or rays
ranging from 0.1 to 2.5 um across (typically 0.5-1 um;
Figure 1). The complete coccosphere is only rarely
preserved and the chalk consists largely of coccoliths
and their disaggregated platelets and spines (rhabdo-
liths). Despite being dominated by coccolithophorid
debris, planktonic foraminifers and calcispheres are
also common in chalks, together with coarser skeletal
elements from both pelagic and benthic organisms
such as belemnites, bryozoans, echinoids, bivalves,
brachiopods, serpulids and sponges.

Mineralogically, pure chalks are composed of low
magnesium calcite; this is the stable form of calcite
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Figure 1 Scanning electron micrograph of chalk showing disc-shaped coccoliths (arrowed) in a mass of disaggregated platelets and
cement (e.g., top right). Uppermost Maastrichtian, eastern Denmark. Photo: P Frykman.
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Figure 2 Late Cretaceous—Danian palaeogeography of the North European — North Atlantic region showing the land:sea distribution
and the northward limit of the chalk facies in the North Sea region (at a palaeolatitude of ca. 50° N).

seen in most ancient limestones and is commonly the
result of diagenetic modification of unstable carbon-
ate precursors (e.g., high magnesium calcite, arago-
nite). In the case of chalks, however, this composition

is essentially primary since coccolithophorids secrete
low magnesium calcite. The chalk is thus not prone to
significant diagenesis under normal marine condi-
tions, imparting a chemical stability to the chalk that
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is unique amongst limestones. This is a major factor in
its utility as a reservoir both for hydrocarbons and
water (see below). The content of siliciclastic detritus
in chalk is typically low, but clay-rich chalks are ob-
served at certain stratigraphic and palaeogeographic
positions and clay content is often instrumental in
highlighting a distinctive cyclicity in the chalk suc-
cession. Primary biogenic silica may be present in
the form of opaline radiolarians, diatoms and sponge
spicules, but more characteristically silica in the chalk
is represented by bands of nodular flint or its precur-
sor, cristobalite lepispheres. Glauconite and phos-
phorite are also important authigenic minerals in
chalks, particularly over structural highs or associated
with hiatal surfaces.

Facies and Processes

Typical fine-grained coccolith-dominated chalk forms
one, deeper-water variant within a spectrum of facies
referred broadly to the chalk family (Figure 3). The
faunal content increases towards the basin margins
and over structural highs, and in the shallowest parts
of the north-west European chalk sea coarse-grained,
shallow marine carbonates were deposited. These are
dominated by skeletal carbonate sands with abun-
dant bivalves, brachiopods and echinoderms. Basin-
wards, this facies belt may pass into a zone dominated
by bryozoan mounds before entering the area of true
chalk deposition (Figure 3). The marginal facies of the
chalk sea are known mainly from onshore outcrops
in Denmark and southern Sweden; the Danian-age
bryozoan mound complexes exposed in eastern
Denmark are particularly impressive (Figure 4).

The pelagic chalk was initially deposited as an ooze
consisting of coccoliths with a variable content of
foraminifers and calcispheres, and a landward in-
creasing content of invertebrate fossils, including
bryozoans, echinoderms, brachiopods, and bivalves.
The chalk seafloor was a unique, long-lived macro-
habitat and a remarkably well-adapted, highly spe-
cialized fauna gradually developed, dominated by
millimetre-sized suspension-feeding invertebrates.
This reached a climax in the Late Campanian—
Maastrichtian with a diversity of several thousand
benthic species. Most epifaunal species were very
small allowing attachment to very restricted hard
substrates such as individual skeletal fragments.
Other organisms developed ‘snowshoe’ strategies (a
flat profile, often with long marginal spines, or hemi-
spherical with the convex valve downwards) permit-
ting the organism to ‘float’ on the soft substrate.

The coccolithophorid algae lived largely within the
photic zone near the sea surface, and their skeletal
debris settled slowly to the seafloor from suspension,
most likely in the form of faecal pellets. At the sea

floor, the ooze was watery with a primary porosity of
70-80%. The grain size was extremely fine, probably
about 1 um, since the coccolithophorid tests readily
disaggregate into their component coccoliths and
platelets. The pelagic ooze typically accumulated
under well-ventilated conditions on the sea floor
where sufficient oxygen was available to support a
diverse fauna of burrowing benthic invertebrates —
the pelagic chalks are thus characteristically intensely
bioturbated. Studies of the onshore chalk exposures
have revealed composite ichnofabrics that reflect the
succession of diverse benthic communities that occu-
pied the uppermost layers of the ooze as it experienced
gradual dewatering and changed from a soupground
to a softground (Figure 5). The trace fossils in pelagic
chalks reveal much information about substrate con-
ditions, sedimentation rates and oxygenation as well
as evidence of non-deposition and the development of
firmgrounds and hardgrounds. This is based on the
recognition of characteristic groups of trace fossils,
known as tiers, that characterize different levels in
the ooze from the sea bed down to a metre or more
below the sediment surface (Figure 6). The shallowest
tier completely obliterated the primary fabric and only
rarely are discrete trace fossils recognizable (e.g., dif-
fuse Planolites). Downwards, trace fossils are better
preserved and define a succession of tiers character-
ized by forms such as Thalassinoides, Zoophycos and
Chondrites. Nodular chalks and hardgrounds are dis-
tinctive features of shelf-sea chalks and record de-
creasing rates of sedimentation and consequent
increasing intensity of cementation at or near the sea
floor. True hardground surfaces (i.e., cemented layers
exposed on the seafloor) may show evidence of en-
crustation of the hardened surface by bivalves, ser-
pulids and bryozoans and boring by sponges, algae
and bivalves. The hardground surface may also be
impregnated by phosphorite or glauconite.
Resedimentation of pelagic chalks has been docu-
mented on all scales from both onshore and offshore
areas, and it is widely recognized that intrabasinal
slides, slumps, turbidity current and debris flow de-
posits form an important part of the chalk depos-
itional system (Figure 3). The largest slides occur
close to tectonic inversion or salt structures and in-
volved downslope movement of slabs of semi-lithified
chalk, tens of metres thick. They may be identifiable
on seismic data, but can be difficult to recognize in
core since there is little or no internal deformation
within the slide masses. Such allochthonous sedi-
ment slices have, however, been recognized on the
basis of anomalous biostratigraphic data, a Maas-
trichtian interval sandwiched between Danian chalks
for example. In contrast, slumps are more readily
recognized by the presence of pervasive deformation
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Figure 4 Upper Maastrichtian—-Danian chalks exposed at
Stevns Klint, eastern Denmark. The lighter coloured, lower third
of the cliff (up to the prominent overhang) is the uppermost Maas-
trichtian. The K/T boundary (arrow) is gently undulating and the
boundary clay layer is only preserved in the depressions. The
Danian bryozoan-rich succession above shows well-developed
mounds. Height of cliff ca. 40 m. Photo: F Surlyk.

Figure 5 Photograph of slabbed core (Maastrichtian, Denmark)
in which the ichnofabric is enhanced by oil staining. Note the
complex cross-cutting relationships recording the overprinting
of successive tiers (see Figure 6). Cl, large Chondrites; Cs, small
Chondrites; T, Thalassinoides; Z, Zoophycos. Photo courtesy of
RG Bromley.

structures such as isoclinal folds and stratigraphically
inverted successions. Chalk debrites, comprising chalk
pebbles or slabs supported in a fine-grained chalk
matrix, form a significant part of the Maastrichtian—
Danian succession in the North Sea Central Graben.
Most resedimented chalk clasts are plastically
deformed, implying that they were poorly lithified at
the time of deposition. However, the presence of an-
gular clasts in some debrites indicates that some of the
material originated from lithified chalk, either from
penecontemporaneous firmgrounds/hardgrounds or
from exhumed more deeply buried chalks, for ex-
ample at fault scarps. Sand-grade ‘classical’ turbidites
are uncommon in the chalk, most likely due to the
scarcity of sand- and silt-sized material, although
dilute low-density turbidity currents were important
in the redistribution of mud-grade sediment.

The Chalk Sea

In the Late Cretaceous, pelagic carbonate oozes
extended far onto the European craton and formed
the dominant facies for tens of millions of years. This
was the result of a unique coincidence of global and
regional factors. The chalk sedimentary record attests
both to such long-term controlling factors as eustatic
sea-level and regional tectonics and to the influence of
short-term climatic variation controlled by orbital
forcing mechanisms.

Palaeogeography

The chalk sea of north-west Europe existed for more
than 35 Ma, from the Cenomanian to the Danian, at a
time when global sea-level was at its highest during
the Phanerozoic and relative tectonic stability pre-
vailed in the region. Much of the north-west Euro-
pean craton was flooded to depths in excess of 50 m.
Hinterland relief was low and potential source areas
were restricted in extent so siliciclastic supply was
limited and a pelagic carbonate drape accumulated,
extending from a palaeolatitude of 35° N northwards
to 50° N where the carbonates passed into siliciclastic
muds (Figure 2). The biogenic components largely
belonged to the heterozoan association that today
characterizes cool-water, temperate carbonate sys-
tems; typical Cretaceous tropical organisms, such as
reef corals, large foraminifers and rudist bivalves are
absent or rare in the chalk of north-west Europe.
However, direct latitudinal comparison with present-
day seas are invalid since the Cretaceous was one of
the ‘greenhouse’ phases of Earth history when equable
temperatures extended further poleward than in
our present ‘icehouse’ situation. The chalk sea is thus
probably best characterized as ranging from warm
temperate to sub-tropical, despite its mid-latitude
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setting. The overwhelming dominance of coccolitho-
phorid skeletal material suggests that overall the chalk
sea was a low nutrient (oligotrophic) setting. Today,
shelf seas are separated from the open ocean by shelf
break fronts that isolate inshore waters from the open
ocean. During maximum sea-level highstand in the
Late Cretaceous, the high water depths over the shelf
break precluded the development of an effective shelf
front and oceanic conditions extended far onto con-
tinental shelves and into epeiric seas.

Late Cretaceous pelagic sedimentation rates are
estimated at 2-2.5cm per thousand years. The
Upper Cretaceous—Danian chalk succession is typic-
ally a few hundred metres thick where exposed in
countries bordering the North Sea (Figure 2), but
can be over a kilometre thick within major graben
structures in the central North Sea and thicknesses in
excess of 2 km are found in the Danish Basin. Chalk
deposition was interrupted at the Maastrichtian—
Danian boundary due to the mass extinction, which
included coccolithophorids and foraminifers with

only a few surviving species. The mass extinction
severely affected all carbonate-shelled organisms
and some, such as the ammonites, became totally
extinct. The boundary is marked by a thin clay layer
in all complete sections (Figure 4); this layer shows
enrichment in iridium, forming the basis for the hy-
pothesis that the mass extinction owed its origins to
the impact of a giant meteorite. Carbonate depos-
ition, however, rapidly resumed; the surviving micro-
plankton and benthic invertebrates soon regained
high diversities and the Danian ecosystem closely
resembled that of pre-extinction, Cretaceous times.
Sea-floor relief in the NW European chalk sea was
subdued and the carbonate system is best considered
overall as a gently shelving ramp (Figure 3). However,
significant depositional relief was developed along
structures inherited from Jurassic rift events or related
to localized Cretaceous inversion or salt movements.
The North Sea Central Graben, for example, was a
north-south-trending trough with a complex morph-
ology formed both by the marginal slopes and by
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Figure 7 Cliff section, ca. 50m high, at Port d’Amont, NE of
Etretat, France, showing prominent chalk—flint cycles. Note
slump sheet (right) and coalescing hardgrounds at beach level.
Photo: F Surlyk.

intra-basinal ridges and domes along inversion axes
and atop salt structures, respectively. Such relief led to
sediment instability and instigated sediment slumps
and gravity flows, resulting in redeposition of the
coccolith ooze in deeper depocentres. The depos-
itional relief may also have inhibited bottom water
circulation and promoted the periodic development
of anoxia/dysoxia in the deeper parts of the Central
Graben.

In marginal settings, over intrabasinal highs and in
areas of focussed, amplified bottom currents, the
chalk sea floor locally developed marked depositional
relief, both in the form of aggradational mounds and
ridges, and erosional features. Thus, seismic data
from the Danish Basin, the North Sea and onshore
UK reveal ridges and valleys with a relief of up to
150 m and width of several kilometres. These features
are combined constructional/erosional structures and
were probably controlled by long-lived contour cur-
rent systems. On a smaller scale, well-developed
bryozoan-rich mounds in the Maastrichtian-Danian
of eastern Denmark show amplitudes of 50-100 m,
heights of 5-9 m and flanks dipping up to 20°; they
show a marked asymmetry recording lateral (south-
wards) migration of the mounds (Figure 4). At Etre-
tat, in northern France, Coniacian—-Santonian chalks
exposed in dramatic cliff sections (Figure 7) display a
complex array of erosional and constructional archi-
tectures that record enhanced current activity in a
tectonically constrained setting close to the margin

of the chalk sea.

Cyclic Sedimentation and Orbital Forcing

Chalk successions are often overtly cyclic in nature,
the typical decimetre- to metre-scale cyclicity being

picked out either lithologically, as in chalk/flint and
chalk/marl cycles (Figure 7), or due to changes in the
fabric of the chalk, as in laminated/bioturbated cycles
and those revealed by variation in the intensity or
type of bioturbation. Detailed correlation of such
small-scale cycles in the Cenomanian, constrained
by biostratigraphy, has demonstrated their lateral
persistence across the basin — at certain levels, indi-
vidual cycles have been correlated from southern
England, over northern Germany to southern Crimea,
a distance of nearly 4000 km! This small-scale cycli-
city records recurrent change in a number of inter-
related factors including carbonate productivity, the
balance between productivity and siliciclastic input,
and bottom-water conditions, factors that are
thought to have been ultimately controlled by subtle
fluctuations in climate dictated by orbital fluctuations
in the Milankovitch frequency band. The precession
signal (mode at 21 ka) dominates, at least in the Cen-
omanian where the most detailed studies of small-
scale cyclicity have been undertaken. Sequence-scale
sea-level changes were driven by the long eccentricity
cycle of 400 ka, allowing sequence stratigraphic cor-
relation from north-west Europe to Kazakhstan and
south-east India.

Chalk as a Hydrocarbon Reservoir
and Aquifer

The Upper Cretaceous—Danian chalk forms signifi-
cant reservoirs both for hydrocarbons, as in the
North Sea Central Graben, and for groundwater, for
example in Denmark, England, France and Belgium.
Hydrocarbons are also produced from older, Barre-
mian—-Aptian marly chalk facies in the Danish Valde-
mar Field and from the Upper Cretaceous Austin
Chalk in Texas. Indeed, the first hydrocarbon discov-
ery in the North Sea, in 1966, was in chalk — the A-1
well of the Danish Kraka Field. Since that first dis-
covery, the number of chalk fields in the North Sea
has increased to nearly 30, containing almost 5 billion
barrels of recoverable oil and more than 16 000 bil-
lion cubic feet of gas. Production of hydrocarbons
from these fields is still a major challenge, since the
chalk forms a unique family of very fine-grained res-
ervoir rocks, characterized by high matrix porosity
and low permeability, differing from most other car-
bonate reservoirs. The minute coccolith platelets
making up the chalk are typically 0.5-1 um across,
and pores and pore throats are on the order of a
micron in size, reducing the matrix permeability to a
few millidarcy even at porosities of more than 35%.

The North Sea chalk is composed almost entirely
of the stable low magnesium variant of calcite and
has not been subjected to freshwater diagenesis.
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Diagenetic modifications of the chalk were controlled
by early processes at or near the sea floor and by the
later burial history. The chalk ocoze had an initial
porosity of 70-80%, but dewatering due to bioturba-
tion rapidly reduced porosity to about 50%. The
porosity declined further to 35-40% at depths of
around 1000 m due to compaction. At greater burial
depths, the effects of pressure solution became more
important and under normal conditions the matrix
porosity is around 10% at burial depths of 2000 m.
The permeability of the chalk is directly related to the
porosity, so reduced porosity also means lowering of
permeability and thereby hydrocarbon productivity
(Figure 8). The relationship between porosity and
permeability is not constant, but varies with the
stratigraphic age of the chalk (Figure 8). The best
chalk reservoir properties in the North Sea are
found in the Maastrichtian Tor Formation where the
matrix permeability for a given porosity is almost
10 times that of the Danian Ekofisk Formation. As
seen in the figure, Lower Cretaceous chalks form even
poorer reservoirs due to their high content of clay.
The differences in reservoir properties between the
Maastrichtian and Danian chalks are not fully under-
stood, but it has been suggested that a change in the
coccosphere flora across the Cretaceous—Palaeogene
boundary resulted in changes in the detailed tex-
ture of the coccolith-rich sediment thereby affecting
the size/geometry of pores and pore throats.

Other factors that are known to influence the qual-
ity of the chalk reservoirs are the content of clay and
silica, and the mode of deposition. It was long a
common belief that reworking of the chalk was the
key to preservation of anomalously high porosities, a
belief possibly driven by the fact that allochthonous

chalks form the main reservoirs in the Norwegian
North Sea sector. This view has changed, however,
and although resedimentation locally has a positive
effect on porosity preservation this is not always the
case. On a metre-scale, however, it has been shown
that facies have a major control on porosity in cyclic-
ally interbedded successions of bioturbated and lami-
nated chalk, the highest porosities being in the
laminated units. The development of firmgrounds
and hardgrounds is also important since early cemen-
tation reduces primary porosity, so these layers form
characteristic low-porosity zones in the chalk and
may create barriers to fluid flow in the reservoir. On
structural highs, several hardgrounds may coalesce,
leading to a major negative effect on reservoir quality.
This is particularly true for the complex hardground
that developed at the Maastrichtian—-Danian bound-
ary over most of the North Sea highs. The best reser-
voir properties are found in the purest chalks, and the
Maastrichtian Tor Formation is particularly pure
with less than 5%, commonly only 1-3%, non-
carbonate fraction. The Danian Ekofisk Formation
has a more variable content of clay and silica through-
out the North Sea; the lower Danian forms a more
clay- and silica-rich (up to 20%), non-reservoir inter-
val known as the ‘Danian tight zone’. The reason for
the strong negative influence of clay on reservoir
quality seems to be that its presence inhibits the
growth of early cement between carbonate grains,
thereby preventing early lithification. As a conse-
quence, the more weakly lithified clay-rich intervals
are more easily compacted during deeper burial.
North Sea chalks are extremely fine-grained
and have low permeabilities so that porosities of
more than 25% are required to allow commercial

10
=)
E 1
2
E
m -
£
50.1
n- o
0'01 T T T T T T T T T

0 5 10 15 20 25 30 35 40 45 50
Porosity (%)
Danian - Maastrichtian - Aptian - Barremian

Figure 8 Plot showing the relationship between porosity and permeability for four different chalk units in the North Sea (Danish
sector): the Barremian Tuxen Formation, the Aptian Sola Formation, the Maastrichtian Tor Formation and the Danian Ekofisk
Formation. Reproduced with permission from Jakobsen F, Ineson JR, Kristensen L, and Stemmerik L (2004) Characterization and
zonation of a marly chalk reservoir: the Lower Cretaceous Valdemar Field of the Danish Central Graben. Petroleum Geoscience 10:
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production. Since matrix porosity is reduced to 10%
at burial depths of around 2000 m, preservation of
such substantial porosity requires unusual conditions,
and the North Sea chalk fields are all located in areas
with significant overpressure. Another process that
may result in the retention of high porosities is early
oil migration into the reservoir, since the oil prevents
further cementation during burial. The overpressured
chalk reservoirs maintain porosities of up to 45-50%
and matrix permeabilities in the 3-10 mD range at
burial depths of 1700-3300 m. The effective permea-
bility is commonly much higher due to fracturing
since many North Sea chalk fields are localized over
salt structures.

During the last two decades, the recovery factors in
the chalk fields have increased significantly as the
result of horizontal drilling, water injection and
stimulation of artificial fractures. In the Danish Dan
Field, the initial recovery factor of 10% has in-
creased to 35%, and in the Norwegian Ekofisk Field
estimates have increased from 18% to 38%.

In north-west Europe, chalks and other Upper
Cretaceous—Danian limestones form important aqui-
fers, both where they outcrop at the surface and in
areas where they are covered by thin Cenozoic or
Quaternary deposits. The chalk is the most important
unconfined aquifer in the Paris Basin, both in terms of
areal extent and size of resources, and production
from the aquifer is ca. 10°m?® per year. In Denmark,
about 35% of the annual water consumption
(ca. 0.4 x 10°m?) is derived from the chalk, largely
in the north and east of the country, whereas south-
east England is particularly dependent on chalk aqui-
fers, accounting for 55% of the groundwater utilized
in the UK. The uppermost 50-60 m of the saturated
chalk forms the principal aquifer since water flow at
reasonable rates relies on the presence of open, com-
monly solution-modified fractures and fissures. The
permeability of fissured chalk is 10°-10 > ms '
whereas that of the chalk matrix is in the order of
107°-10 *ms ™! and thus has a negligible contribu-
tion to the transmissivity of the aquifer. As in hydro-
carbon reservoirs, therefore, the matrix porosity
provides the volume for storage of groundwater and
the fractures provide the distribution system that
drains the matrix and allows the water to flow.
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Introduction

The term chert is currently used for any microcrystal-
line siliceous rock containing only minor impurities.
In the early nineteenth century, hornstone and chert
were names used for rather non-descript splintery sili-
ceous rocks, but chemically similar material with spe-
cific features of colour and texture received a plethora
of names, largely based on ornamental value. It is
usually the minor impurities that impart colour, such
as the red of haematite in jasper, and the green of
chrysoprase assigned to nickel. Differing textural fea-
tures produce the banding seen in agates. Porcellanite is
a white variety containing clay inclusions and resem-
bling porcelain, and flint refers to the nodules from the
Cretaceous Chalk that produce superb conchoidal frac-
tures, and were certainly one of the earliest geological
industrial materials, being used by Palaeolithic man.

Cherts occur in low abundance in a variety of geo-
logical settings, and have a variety of origins. In many
cases, the chert product is the result of maturation
by time and the diagenesis of precursor silica phases.
The diagenetic pathway of silica is controlled by phase
solubility, a function of crystal structure and size,
and usually proceeds from amorphous opal through
intermediate stages to quartz by dissolution—
reprecipitation reactions. Amorphous silica may
have its origin in biogenic skeletal material (radi-
olaria, diatoms, siliceous sponge spicules), or in vol-
canic glass, or in sinter deposited from hydrothermal
solutions.

Chert Composition

Chert is seldom uniform in texture and, in young
material, transitions from opal are frequent. The
grain size and texture are related to the origin of the
silica and the diagenetic history of the rock.

The Main Constituents of Chert

Microquartz Microquartz is the main constituent of
chert. It occurs as equant crystals in a solid mosaic
(Figure 1), and often has a porous, spongy texture.
Spongy forms are frequently dark in thin section
due to included pores. Crystals are generally less
than 5-20 um in diameter. Microcrystalline quartz
comprising individual crystals below the resolution

of a standard petrographical microscope is termed
cryptocrystalline.

Megaquartz Megaquartz occurs as a mosaic quartz
fill to cavities and veins in chert, often displaying
a drusy fabric (Figure 1A and B). It may also occur
as a replacement fabric in carbonate fossils or fossil
wood. Crystals are tens to hundreds of micrometres
in diameter.

Chalcedony Chalcedony has a fibrous texture, with
fibres tens to hundreds of micrometres in length. It
occurs in radiating spherulitic textures and has over-
lays, frequently brown and zoned in thin section. Chal-
cedonic quartz is length-fast. Quartzine is length-slow.
Leutecite is intermediate between chalcedonic quartz
and quartzine, with the fibre axis oriented approxi-
mately 30° to the crystallographic c-axis. Chalce-
donic quartz and quartzine both form cement and
replacement fabrics (Figure 1C and D), whereas leu-
tecite typically occurs as a replacement fabric in car-
bonate fossils. Together with quartzine, other fibrous
types, namely zebraic chalcedony and microflam-
boyant quartz, are most common in chert-replaced
evaporites.

Opal Opal occurs as amorphous to cryptocrystal-
line forms. The crystallinity increases from opal-A to
opal-CT to opal-C; these phases can be distinguished
by X-ray diffraction. Opal-A is amorphous, opal-CT
comprises disordered interlayers of cristobalite and
tridymite, and opal-C comprises cristobalite.

Silica Solubility and Precipitation

Biogenic opal-A has a solubility of 120-140 ppm
in normal marine sediment pore water, cristobalite
25-30 ppm, and quartz 6-10 ppm. The dissolution
of opal-A generally results in supersaturation with
respect to opal-CT, which is precipitated in preference
to quartz. Opal-CT typically consists of small bladed
crystals that form spherical lepispheres 5-10 um in
diameter. Quartz precipitation generally takes place
from dilute solutions over longer periods of time. The
solubility in water of both amorphous silica and
quartz increases rapidly above pH 9, and thus a
sharp reduction in alkalinity from pH > 9 results in
silica precipitation.

The precipitation of silica, particularly around hot
springs, occurs due to the evaporation of silica-satur-
ated water. Silica solubility is higher in hot water, and
thus cooling results in silica deposition. Boiling is also a
trigger for silica precipitation in hydrothermal systems.
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Figure 1 Examples of chert constituents and textures in thin section. (A) Transverse section through a shrunken plant stem (Rhynia
gwynne-vaughanii) in Early Devonian Rhynie Chert (Rhynie, Scotland), observed in PPL (plane polarized light) (plane polarized light).
(B) Same view as (A) in XPL (cross polarized light). The plant and surrounding organic-rich matrix is preserved in microcrystalline
quartz. The void created by the shrunken stem is lined by zoned chalcedonic quartz and occluded by later megaquartz cement.
(C) Cross-section through dissepiments of the coral Dibunophyllum viewed in PPL. Hob’s House Coral Bed, Viséan, Carboniferous,
Derbyshire, UK. (D) Same view as (C) in XPL. Sediment-filled voids are replaced by microcrystalline quartz (below); those above are
occluded by chalcedonic quartz cement. One dissepiment is occluded by calcite spar (top, centre). Scale bars =500 um.

Textures

In many cherts, there is a clear textural sequence in
which microquartz, a transformation of original silica
gel or opal, is overlain by chalcedonic layers, and the
remaining space is filled by megaquartz. The full mat-
uration sequence of opal to quartz is not the only
route to chert; amorphous opal can transform directly
to quartz and, in diagenetic cherts, microquartz or
chalcedony may be the primary crystallization phase.

Sources of Silica
Biogenic

Two groups of common micro-organisms and one
group of sponges build skeletons of opal, thus fixing

silica from solution. The main groups with their
ranges and environments are as follows:

® Radiolaria — Cambrian-Holocene - plankton,
marine.

® Diatoms — Jurassic-Holocene — plankton, marine.

® Diatoms — Tertiary-Holocene — planktic—benthic,
non-marine.

o Siliceous sponges — Cambrian—Holocene - benthic,
dominantly marine.

These organisms can extract silica from water that
is undersaturated with respect to silica by one or two
orders of magnitude. For example, diatoms have been
recorded to reduce the Si content of aquarium water
from 0.95 ppm to 0.075 ppm. Thus, these organisms
are important in fixing silica in a particulate form that
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can be sedimented, and provide a concentration of
metastable biogenic opal. This opal can then be con-
verted to chert in situ to produce bedded cherts, or be
dissolved and transported to a site of diagenetic de-
position to produce chert cement and replacement
nodules.

Volcanic

There is a strong association between chert and sub-
marine volcanics in the geological record. Thus, it has
been postulated that silica is derived from the devitri-
fication of volcanic glass, leading to the production
of smectite and silica. However, it is likely that the
higher Si contents of water in volcanically active
areas result in population explosions (‘blooms’) of
diatoms and radiolaria, and that the silica is fixed
by organisms.

Hydrothermal Silica

Hydrothermal systems, developed in the waning phase
of volcanicity, produce hot springs and geysers that
frequently deposit silica in the form of amorphous
siliceous sinter. The silica is dissolved from hot rocks
at depth and, as water is circulated through the con-
vecting hydrothermal system, hot silica-saturated
water is brought to the surface where silica is deposited
due to cooling.

Silica Precipitation in Lakes

The sources of silica resulting in cherts in non-marine
lakes are various. In sediment-starved Tertiary to
Holocene lakes, diatoms can accumulate to form a
siliceous sediment (diatomite) that can be converted
to chert through time and diagenesis. Lakes (e.g., Lake
Magadi) in volcanically active areas of the African
Rift Valley contain sodium carbonate brines with
pH > 10. Silica is leached from volcanic rocks and Si
concentrations can rise to 2500 ppm. Seasonal evapor-
ation and dilution of the brine by river waters causes
the deposition of hydrated sodium silicates that are
converted to chert during diagenesis. In the Coorong
region of South Australia, the pH in some Mg-rich
carbonate lakes can rise above pH 10 due to algal
photosynthesis. Silica is derived by the corrosion of
detrital minerals, resulting in Si supersaturation of the
lake waters. Subsequently, the silica is deposited in lake
carbonates as a gel, giving the potential for conversion
to chert during diagenesis.

Occurrence of Chert

There are a number of modes of occurrence of chert,
the most common, and volumetrically the most im-
portant, being bedded cherts and nodular cherts in
limestone sequences.

® Bedded cherts in ocean basins.

® Nodular cherts in limestone sequences.

® Cherts of hydrothermal origin, both surface and
subsurface.

® Cherts in lake basins.

® Silcrete, chert in palaeosols.

o Silicified wood.

Bedded Cherts

Bedded cherts have been formed through the burial
and diagenesis of siliceous oozes throughout Phaner-
ozoic time (Figure 2). However, the Palaeozoic is
dominated by radiolaria, and diatoms do not make
a significant contribution until the Late Mesozoic.
There are also extensive bedded cherts in the Precam-
brian, at a time from which no silica-secreting organ-
isms are known. Thus, it is pertinent to consider the
mechanisms and environments of accumulation of
siliceous oozes through time.

At the present time, siliceous oozes are accumulat-
ing in deep ocean basins, in areas starved of detrital
supply. A broad band of siliceous diatom-dominated
deposits surrounds Antarctica, and similar deposits
are accumulating between North America and Asia
in the northern Pacific to the south of the Aleutian
Island chain. An equatorial belt of radiolarian-
dominated ooze is present in the Pacific and Indian
Oceans. Drilling by the Deep Sea Drilling Project has
shown that, in some oceanic areas, the siliceous oozes
are converted at depth to bedded cherts, the chert
generally being of Tertiary age.

The conditions considered to be favourable for the
accumulation of siliceous ooze are summarized below
(Figure 3).

® High organic productivity in surface waters due to
upwelling of nutrient-rich oceanic currents.

® Lack of significant input of land-derived detritus
that would dilute the deposit. Such material is
carried by the wind from deserts, and by ocean
currents from sources of clastic input.

® Limited presence of calcareous plankton. Calcar-
eous oozes are accumulating at present at rates of
10-50 mm Ka ', compared with <10 mm Ka "' for
siliceous oozes. Modern siliceous oozes tend to
occur in oceans below the carbonate compensation
depth (CCD), the depth at which carbonate dissol-
ution balances the oceanic carbonate rain. The
CCD varies in the oceans, but is generally at
about 4 km. Siliceous oozes are associated with,
and diluted by, red clays derived from aeolian
desert dust and volcanic fallout.

Siliceous oozes can also accumulate in shallower
oceanic settings if conditions are suitable. Small,
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Figure 2 Bedded cherts. Laminated diatomite (A) and lamin-
ated diatomite with slump fold (B). Monterey Formation, Miocene,
Gaviotta Beach, near Ventura, California, USA. (C) Deformed
bedded radiolarian cherts within the Khabarovsky Complex, ex-
posed on the banks of the Amur River in the city of Khabarovsk,
Russian Far East. These Upper Triassic-Lower Jurassic cherts
are associated with black mudstone and metabasalt units of the
same age, and are tectonically interleaved with Cretaceous tur-
bidite units. This complex association formed in a Late Mesozoic
accretionary complex during collision of the North China Block
with Siberia. Photographs courtesy of David Macdonald.

sediment-starved basins and submerged carbonate
platforms on passive continental margins are poten-
tial sites for deposition when upwelling currents bring
nutrients and calcareous plankton is scarce. The Gulf
of California (<1.5km deep) is an area in which sili-
ceous oozes are accumulating in association with distal
turbidites and organic-rich shales.

chert
in the

Tertiary bedded chert Tertiary bedded
derived from diatomaceous ooze occurs

Miocene-Pliocene of the Pacific margin, and formed
in small rifted and back-arc basins where there
was strong nutrient supply, high phytoplankton
activity, and a lack of detrital sediment input. The
Monterey Formation (Miocene, California) contains
chert derived from diatomaceous sediments
(Figure 2A and B), and is associated with hydrocar-
bon source rocks. The maturation process from
diatomaceous sediment to chert involves porosity
loss to the extent that the cherts can form a diagenetic
reservoir seal at depth.

In the Mediterranean, cherts occur in the Late Mio-
cene at the time when the area was characterized by
small, restricted basins in the build-up to the Messi-
nian salinity crisis at the end of the Miocene. In gen-
eral, cherts of Tertiary age are widespread in oceanic
areas, and occur in a wide variety of settings satisfying
the conditions described above.

Mesozoic and Palaeozoic bedded cherts Mesozoic
and Palaeozoic bedded cherts can be divided into
those that are associated with volcanics, usually of
ocean floor origin, and those that have no relation-
ship to volcanicity. Prior to the expansion of plank-
tonic diatoms in the Late Mesozoic, the radiolaria
were the main contributors to siliceous ooze. The
major calcareous planktonic organisms, coccoliths
and planktonic foraminifera, did not appear in abun-
dance until the Late Mesozoic. Thus, it can be postu-
lated that siliceous radiolarian ooze would have been
more abundant in the Palaeozoic and Early Mesozoic,
and that radiolaria provided the main source for bio-
genic silica. It is likely that radiolarian ooze accu-
mulated over a greater depth range, extending into
shallower water above the current level of the CCD,
in the absence of, or at least the reduction of, the
diluting effect of calcareous plankton.

Volcanic association There is a common association
of bedded cherts with black shales, pillow lavas, and
volcaniclastic rocks. In some cases, sheeted dykes and
ultramafic rocks are present, and the whole assem-
blage is typical of the ophiolite suite: a preserved
ocean floor succession. The cherts are usually dark
in colour, and may contain recognizable ghosts of
radiolaria (Figure 4). The presence of radiolaria
points to a biogenic origin for the silica, although
elevated Si in seawater from the volcanics may have
been responsible for the proliferation of radiolaria.
Mesozoic examples occur in the Troodos Massif in
Cyprus, the Franciscan of California, and the Khaba-
rovsk area of the Russian Far East (Figure 2C).
Palaeozoic examples associated with the margin and
closure of the Iapetus Ocean occur in the Ordovician
of Scotland, from the Girvan-Ballantrae area in the
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Figure 3 Diagram illustrating the production and deposition of organic silica under the influence of an upwelling nutrient-rich
current at an ocean margin. CCD, carbonate compensation depth. Not to scale.

Figure 4 Photomicrograph of radiolarian chert in thin section.
Viewed in PPL (plane polarized light). Scale bar =250 um.

west, through to Stonehaven in the east, where the chert
is present as jasper. Similar developments occur in New-
foundland (Canada) and Maine (USA). The jasper in
these instances lacks recognizable biogenic material and
is frequently attributed to the hydrothermal alteration
of sediments and hydrothermal vent deposits. It is not
always possible to distinguish biogenic and volcanic/
hydrothermal origins.

No wvolcanic association Many Palaeozoic and
Mesozoic cherts have no volcanic association,
and occur with black shales, pelagic limestones, and
turbidites. Passive continental margins with small
rifted basins are a common setting. Water depths
were typically less than oceanic. Radiolarian cherts
in the Lower Carboniferous of south-west England
and Germany provide an example. Submarine rises,
starved of land-derived detritus, formed a typical
location. Resedimentation of siliceous material
from shallow-water areas by turbidity currents pro-
vided a concentration mechanism in deeper basinal
areas. The Caballos Formation of the Marathon
Basin, Texas, USA, is a widespread bedded chert
(part termed novaculite). It is of Devonian age and
marine in origin, containing sponge spicules and

radiolaria. The chert is interbedded with shale, and
some sandstone beds and chert conglomerates are
present. Arguments have been presented for both
shallow marine to restricted lagoonal and deep
marine environments.

Precambrian cherts Precambrian cherts are abun-
dant, particularly in association with Precambrian
‘iron formations’. However, no silica-secreting organ-
isms are known from the Precambrian and it cannot
be assumed that Precambrian cherts have a biogenic
origin. There is a concentration of these deposits
dated at around 2 Ga, and these cherts contain fossils
of coccoid and filamentous bacteria. In the absence of
silica-fixing organisms, it is likely that Si concentra-
tions in water were high, and Si precipitation may
have occurred initially as a gel in the large iron for-
mation basins. It is possible that photosynthetic
cyanobacteria played a significant role in silica depos-
ition as in Coorong-type lakes. Texturally, the pres-
ence of algal stromatolites, ooids, and intraclasts
implies shallow water, and Si replacement of carbon-
ates. Shallow extensive shelves and large lake basins
are postulated environments.

Classic examples at around 2 Ga are the Gunflint
Chert of Ontario (Canada) (Figure 5), and the Biwa-
bik Chert of South Africa. These deposits may mark
the period in the Earth’s history when oceans were
changed from reducing to oxygenated conditions by
the action of photosynthetic bacteria, and conse-
quently vast amounts of iron were deposited that
had previously been held in solution in ocean waters.
Even older, at about 3.5 Ga, are the cherty rocks of
the north pole region in Western Australia containing
silicified stromatolites that are possibly the oldest mor-
phological fossils on Earth (there is older geochemical
evidence).

Nodular Cherts

Chert is common as a nodular and, occasionally,
‘bedded’ replacement feature in limestone sequences,
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Figure 5 Photomicrographs of Gunflint Chert in thin section showing chert-replaced intraclasts and ooliths within a crack between
stromatolites. (A) Viewed in PPL (plane polarized light). (B) Viewed in XPL (cross polarized light) showing replacement mainly in the
form of microcrystalline quartz. Precambrian, Ontario, Canada. Scale bars =500 um.

and occurs to a lesser extent in mudstones and
evaporites. The apparently bedded cherts in this situ-
ation are the result of the replacement of original
sedimentary beds by chert (Figure 6). The source of
the silica is considered to be biogenic, with the dissol-
ution products of biogenic opal being redistributed in
solution and precipitated as cement and replacement
during diagenesis. The replacement nodules show a
great variety in form, ranging from irregular forms
with smooth curved margins (Figure 7), to more tabu-
lar and diffuse cherts seen in Carboniferous lime-
stones, and the generally spherical nodules (geodes)
representing the replacement of original anhydrite
nodules.

Both chalcedony and microquartz are present
(Figure 6), and there is frequently evidence for the
direct precipitation of quartz in the rock in the form
of isolated bipyramidal crystals. The general process of
formation of the nodules involves the dissolution
of biogenic opal, present in low abundance in the
deposited sediment (ca. 1%). The mobilized silica is
then deposited at suitable nucleation sites, probably
as opal-CT. Such sites are controlled by rock texture
and biogenic content; hence, silica deposition may
favour specific beds. The opal-CT fills the pore
space and replaces carbonate, and, with burial, is
converted to chert. The silicification appears to be a

relatively early diagenetic event, taking place during
shallow burial.

In marine phreatic conditions, silica precipitation
and replacement of carbonate tend to occur along
redox boundaries between aerobic surface sediments
and underlying sediments dominated by sulphate-
reducing bacteria. The degradation of organic mater-
ial by sulphate-reducing bacteria releases carboxyl
and sulphide ions. Many carbonate sediments contain
very little iron; therefore, very little sulphide is pre-
cipitated as pyrite. The rest is hydrolysed to hydrogen
sulphide which then diffuses to more oxic conditions.
Oxidation produces sulphate and hydrogen ions; the
former diffuse back into the sulphate reduction zone,
whilst the increased acidity causes carbonate dissol-
ution at the redox boundary. The high concentration
of carbonate ions, organic matter, and the reduced pH
promote silicification.

Early silicification may also take place in emergent
areas where marine pore waters in carbonate sedi-
ments mix with meteoric pore waters. In these ‘mixing
zones’, the mixing of waters with suitable differences
in PCO,; provides ideal conditions for carbonate dis-
solution with contemporaneous silica replacement
and precipitation.

The concentration of chert replacement nodules at
specific horizons, often on a basin-wide scale, can be
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Figure 6 Photomicrographs of chert-replaced and cemented sedimentary rocks in thin section. (A) Silicified oolite in PPL (plane
polarized light). (B) Same view as (A) in XPL (cross polarized light) showing a variety of silica cement and replacement fabrics after the
original carbonate sediment. Trenton Series, Ordovician, Centre County, Pennsylvania, USA. (C) Silicified bioclastic sandstone with
abundant sponge spicule tetraxons, viewed in PPL. (D) Same view as (C) in XPL. Both the matrix and sponge spicules are replaced
primarily by microcrystalline quartz. Upper Greensand, Cretaceous, Ventnor, Isle of Wight, UK. Scale bars =500 um.

related to redox boundaries in the original sediment
(Figure 8). The spacing of chert bands reflects abrupt,
stepwise rises of the redox boundary related to pulses
in sedimentation and hiatuses. The geometry of the
redox boundary (governed by permeability and por-
osity contrasts in the sediment) generally determines
the chert morphology, accounting for the spectrum of
burrow-form and tabular cherts commonly observed
in the field.

The replacement by chert can be remarkably se-
lective, with preferential replacement of limestone
matrix, or of biogenic debris of a particular original
composition, such as high-Mg calcite. Very often the
earliest stages of silicification in carbonate sequences
occur in shell material in which localized silica
precipitation/carbonate dissolution is promoted by
the bacterial breakdown of organic matter, particu-
larly conchiolin within the shell matrix. Thus, as well
as the nodular form of chert, selective silicifica-
tion may result in scattered silicified fossils within
limestone.

In the Cretaceous Chalk of Europe and the USA,
flint nodules of irregular form occur at specific wide-
spread stratigraphical horizons, but also in sheets and
pipes that cross-cut bedding. Flint is generally dark
grey, and contains carbonate inclusions, particularly
of bivalves and echinoderms. Flint nodules have a
thin white crust, or patina. Many echinoids from the
Upper Chalk are filled with flint, the silica having
nucleated within the urchin, but without replacing
the shell. Sponges and burrows are also selectively
silicified, with the shape of many flints in the chalk
reflecting the morphology of Thalassinoides burrows
in which they nucleated (Figure 9). Siliceous sponge
spicules probably provided much of the biogenic
silica for the formation of flint.

There are also nodular chert-bearing beds within
the Portlandian (Late Jurassic) limestones of southern
England (Figures 7 and 8), where bioturbation textures
and diagenetic redox boundaries controlled silica pre-
cipitation and replacement. Siliceous sponges were the
main biogenic silica source.
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Figure 7 Nodular cherts replacing bioclastic and spicule wack-
estones. Cherty Beds, Portland Stone Formation, Upper Jurassic,
Isle of Portland, Dorset, UK.

Figure 8 Laterally persistent beds of nodular and tabular chert
(dark bands) concentrated within the Cherty Beds (Ch) of the Upper
Jurassic Portland Stone Formation. Isle of Portland, Dorset, UK.

The Carboniferous limestones of Europe and the
USA contain abundant chert as nodules and as silici-
fied fossils (Figures 1C,D, and 10). The chert is gen-
erally black and has a splintery fracture, rather than
the conchoidal fracture of flint. Silicification can
affect specific beds, such that chert nodules may link
up to form a diagenetically bedded chert.

Figure 9 Flint nodules after Thalassinoides burrows. Chalk,
Upper Cretaceous, UK. Scale bar =25 mm.
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Figure 10 Transverse cross-section through a partially silici-
fied corallite of Siphonodendron junceum. (A) Viewed in PPL (plane
polarized light). (B) Viewed in XPL (cross polarized light). Hob’s
House Coral Bed, Viséan, Lower Carboniferous, Derbyshire, UK.
Scale bars =500 um.

Chert in Lakes

Modern examples of lacustrine chert deposition com-
prise the Lake Magadi type, where the lake is Na-rich
and alkaline and has pH > 9 in the dry season, leading
to silica dissolution, and a pH that fluctuates below
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pH 9 in the wetter months, resulting in silica precipita-
tion. Silica is initially deposited as magadiite (hydrated
sodium silicate), which is subsequently replaced by
silica. Thus, the controlling factors are evaporation
and freshwater input to the lake.

In the Coorong type from South Australia, Mg-rich
carbonate lakes acquire a high pH due to the seasonal
activity of photosynthetic algae, resulting in the
dissolution of silicates; with a seasonal reduction in
pH, direct precipitation of mixed opal and cristobal-
ite takes place.

The Cretaceous Uhangri Formation of southwest
Korea was deposited in an alkaline lake surrounded
by alkaline volcanics. The sequence includes couplets
of sandstone overlain by chert, and of laminated chert
with black shale. The sandstone/chert couplets were
deposited following episodic influxes of fresh, less
alkaline water. The influxes carrying sand produced
density-current underflows in the stratified lake, de-
positing sand followed by opaline silica, caused by the
fall in pH due to the influx of freshwater. The lamin-
ated cherts are interpreted to be the result of inter-
flows causing silica precipitation. The chert beds
show soft-sediment deformation and injection fea-
tures, indicating a gelatinous consistency for the de-
posited silica. Thus, with regard to the feature of
direct silica deposition, this example has similarities
with the Coorong type.

Ancient deposits interpreted as belonging to the
Magadi type are more common, and range in age
from the Precambrian Reitgat Formation, Hartbees-
fontain, South Africa, to the present day. In typical
examples, there is an association with contemporan-
eous volcanics, and evidence for evaporite minerals.

Chert of Hydrothermal Origin

Silica-rich fluid expulsion from basins Basin mar-
ginal faults are commonly the site of chert deposition
as veins and porosity-filling cement. Chert is de-
posited as a result of the cooling of silica-rich water
expelled from the basin and rapidly rising up marginal
fault zones. Silica is more soluble at high tempera-
tures, and hence cooling results in silica precipitation.
Chert may seal a fault, and subsequent fault move-
ment may result in new fractures, which themselves
become sealed; the result is a chert-cemented and
veined fault zone.

Cherts resulting from hydrothermal systems
Hydrothermal systems associated with volcanic activ-
ity are seen today at Geysir in Iceland, Yellowstone
National Park in the USA, and North Island, New
Zealand. At these, and many other localities, hot
springs and geysers deposit large quantities of silica
both in the subsurface and at the point of eruption,

which may be on land or under water. Silica is de-
posited from cooling waters that have dissolved silica
from hot rocks at depth (Figure 11).

In the subsurface, the result is the silicification
of country rocks, particularly along fluid pathways
such as faults. Cherty rock may develop on a large
scale in the subsurface above a hydrothermal system,
resulting in chert cement and cherty veins. The silica
is initially deposited as amorphous silica, and this
matures to chert with time, heat, and burial.

Hot springs and geysers bring hot water to the sur-
face that cools rapidly on eruption, resulting in the
instant deposition of amorphous silica in the form of
sinter. Sinter may form mounds around geyser vents, or
the outflow from a hot spring may result in sinter ter-
races or a low-angle sinter outwash apron (Figure 12).
Under water, sinter chimneys may form above vents as
occurs in Lake Yellowstone. The silica is deposited as
highly porous amorphous opal-A, which is transformed
to opal-CT, and later to chert, with a loss of porosity.

In New Zealand, the stages of mineral transform-
ation are well documented. The Umikiri sinter is up to
15m thick, can be dated to between 27000 and
200000 years BP, and shows a preserved silica matur-
ation stratigraphy of opal-CT to opal-C to quartz
with depth, all original opal-A having already been
converted to opal-CT. Thus, the textural features asso-
ciated with phase changes and solution—precipitation
phenomena occur in a geologically short period of time
in near-surface environments.

Probably the best-known fossil hot spring deposit
is the Early Devonian Rhynie Chert of north-east
Scotland (Figures 1A,B, and 13). The chert beds were
deposited as sinters on a low-angle run-off apron from
hot springs fed along a marginal fault to the Rhynie
Basin of Old Red Sandstone. The beds are up to 0.5 m
thick, laterally non-persistent, and with interbedded
shale and sandstone of an alluvial plain environment.
The chert is generally bluish to brown in colour, and
is remarkable for the early terrestrial and freshwater
biota it contains. The plants in some beds are pre-
served in three dimensions, with perfect cellular
preservation, with plant axes still in the position of
growth (Figure 13) to a height of 15 cm. This chert
has yielded the most diverse terrestrial and freshwater
arthropod fauna of any locality of similar age in the
world. The detail of preservation is remarkable, in-
cluding germinating plant spores and even sperm in
the process of release from the male fertile organ of a
gametophyte plant. Such features require virtually
instant preservation, and point to a silica gel as the
primary silica deposit. The presence of framboidal
pyrite and the preservation of organic matter suggest
reducing conditions during silicification. The textures
within the Rhynie Chert are closely comparable with



60 SEDIMENTARY ROCKS/Chert

Surface features

Low-angle outwash Hot spring

streams depositing
sinter from cooling flow

Convecting
hydrothermal
fluids

terraced sinters

Silica deposition _
Chert veins and alteration

RETe
\

Silica dissolution

Heat
source

Figure 11 Diagram of a convecting hydrothermal system above an igneous heat source to illustrate surface and subsurface

deposition of silica. Not to scale.

Figure 12 Geyserite mound and outlying sinter apron sur-
rounding a small active geyser vent. Shell Spring, Lower Geyser
Basin, Yellowstone National Park, Wyoming, USA.

those of modern siliceous sinters, but the maturation
process to quartz is complete, and the chert comprises
microcrystalline quartz, chalcedony, and macro-
quartz (Figure 1A and B).

Also found in the same area is a remnant of a geyser
vent, with the typical geyserite texture preserved in
chert. The country rocks in the area of this ancient hot
spring system are also silicified, and a cherty breccia
occupies the hot spring feeder zone along the marginal
fault. More uncommon are silica deposits resulting
from submarine exhalations; examples are the Cret-
aceous ochres of Cyprus, and the cherty ironstones of
Tynagh, Ireland.

Agates with concentric and layered textures of
microcrystalline quartz, chalcedony, and megaquartz
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Figure 13 Vertical section through a bed of Rhynie Chert show-
ing abundant stems of the plant Rhynia gwynne-vaughanii pre-
served in a three-dimensional, upright, growth position. Vague
horizontal laminae, draped between the plant axes, represent
silicified microbial mats. Chert-filled fenestrae within the laminae
and between the plants represent gas bubbles trapped within the
microbial layers. Pragian, Early Devonian, Rhynie, Scotland.

are mainly found in gas cavities (amygdales) in lavas.
The silica is sourced from the volcanic rock, and
deposited from hydrothermal and later diagenetic
solutions migrating through the rock.

Chert in Soil Profiles - Silcrete

Silica is precipitated in soil profiles forming a hard
chert-cemented rock known as silcrete. Most silcretes
form in arid to semiarid climatic regions in which
silica-saturated, alkaline groundwater with pH>9
is evaporated from the surface, or mixes with surface
water of lower pH. The presence of iron, aluminium,
and magnesium oxides, and also NaCl, appears to
encourage silica precipitation. The microquartz occurs
as a mosaic cementing any detrital material present.
Some replacement by chert is usual, particularly
affecting carbonate and micaceous minerals. Silcretes
are present in parts of Australia and in both northern
and southern Africa. Silica is present in the form of
microcrystalline quartz, chalcedony, and, to a lesser
extent, opal. Silcrete horizons up to 10 m thick occur;
the degree of silicification decreases with depth, with
isolated silcrete nodules in the lower part of the profile,
and massive silcrete at the top.

The ‘Hertfordshire Puddingstone’ of southern Eng-
land is a Tertiary silcrete containing rounded pebbles of
flint derived from the chalk, and cemented with chert.
It closely resembles examples from the Lake Eyre

region of Australia. Silcrete has also been described
from the Proterozoic of north-west Canada, where it
formed from the weathering of acid volcanics.

Silicified Wood

At many localities throughout the world, fossil wood
is preserved in microcrystalline quartz with excellent
preservation of the cellular structure of plant tissue.
Woody material is a favoured site for silica deposition;
in some cases, organic cell walls are preserved; in
others, all organic material is lost. The Eocene fossil
forests of Yellowstone National Park comprise a suc-
cession of 27 forests that were buried by volcanic ash,
and occur in a 400 m thick sequence. The silicified
trees are preserved as upright stumps several metres
high. The silica source was the volcanic ash. In con-
trast, the Petrified Forest in the Painted Desert region
of Arizona represents logs transported to the depos-
itional site, where they occur in alluvial mudstones of
Late Triassic age. Silica was probably derived from
migrating groundwater, and nucleated in the acidic
environment of the decaying wood structure.
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Introduction

Clay diagenesis is the process of clay transformation
(layer by layer replacement) and authigenesis (or neo-
formation) in buried sediments. Diagenesis com-
mences with the onset of burial and ends with the
onset of metamorphism. These boundaries are defined
in a variety of ways, including clay mineral crystallin-
ity. Although, in the nineteenth century, microscopists
were able to observe euhedral stacks of kaolinite plate-
lets in sandstones, it was not until the early 1970s that
it became apparent just how widespread and signifi-
cant are clays that form after burial. Until this time,
geologists had argued over ‘the greywacke problem’,
i.e., how was it possible that clay, and sometimes quite
high proportions of clay, could be present in sand-
stones deposited in high-energy environments? The
realization that many sandstones contain authigenic
clays came about largely as a result of the arrival of the
scanning electron microscope in geological research.
This allowed the examination of rocks in three dimen-
sions at magnifications (typically <1000x) ideal for
imaging clay particles. Clay diagenesis is not restricted
to sandstones; similar processes occur in mudrocks,
although transformation reactions and reaction path-
ways may differ. At around the same time, X-ray dif-
fraction (XRD) was being used to measure changes
with depth in clay and non-clay mineralogy with
depth in mudrocks, and it was through the pioneering
work of John Hower that this was shown to be due to
diagenesis (Figure 1). This difference in approach
resulted in some rather different perceptions regarding
the nature of diagenesis in sandstones and mudrocks.
Factors controlling clay diagenesis include the de-
trital sediment composition, environment of depos-
ition, temperature, permeability, and burial history
(rate of burial, overpressuring, faulting, uplift). Dia-
genesis typically involves a simplification of the min-
eralogical suite of a sedimentary rock unit. As the

Williams LA and Crerar DA (1985) Silica diagenesis, II.
General mechanisms. Journal of Sedimentary Petrology
55:312-321.

Williams LA, Parks GA, and Crerar DA (1985) Silica
diagenesis, 1. Solubility controls. Journal of Sedimentary
Petrology 55: 301-311.

temperature and pressure increase, so too does the
tendency towards an equilibrium assemblage, provided
that the pore fluid remains aqueous. Most diagenesis
occurs at less than 160°C (although the cut-off is not
determined by temperature; it is more likely to be de-
termined by the exhaustion of reactive minerals, loss of
permeability, or the cessation of movement of aqueous
fluids for other reasons).

The movement of ions in solution from argillaceous
sediment to coarser sediment has been widely invoked
to account for the lack of an obvious internal source for
the authigenic minerals present. This has partly come
about through a lack of petrographical studies of
mudrocks. However, it is now apparent that interbed-
ded mudrock/sandstone can contain the same authi-
genic minerals, but in very different proportions. This
is because, although the same or similar detrital min-
erals are present in both lithologies, their proportions
can be quite different. In argillaceous rocks, there may
be more organic matter diagenesis driving particular
reactions, and the higher proportions of clay will result
in much lower fluid flow rates and water/rock ratios
than exist in sandstones. In Tertiary sediments from
the North Sea, qualitative mass balance calculations
have demonstrated that cross-lithology (sandstone/
mudrock) flow can be insignificant for either clay or
quartz diagenesis. Backscattered scanning electron mi-
croscopy (SEM) provides unequivocal evidence for
coarsely crystalline authigenic clays in mudrocks, as
well as in sandstones, and with the high resolution and
magnifications possible by field emission SEM, it is
possible to image overgrowths on clays and small
packets of authigenic clay enclosed in detrital clay.

Clay Diagenesis in Mudrocks

Detailed investigations of diagenesis in argillaceous
sediments in a wide variety of sedimentary basins
have shown some consistent patterns of clay diagenesis.
Variations in diagenetic clay assemblages result from
differences in detrital assemblages and burial history.
The bulk composition of most mudrock results in illite
as the predominant end product of diagenesis. For
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Figure 1 Change in percentage of calcite, quartz, K feldspar, illite, kaolinite, and chlorite with depth. Adapted from Hower J, Eslinger
EV, Hower ME, and Perry EA (1976) Mechanism of burial metamorphism of argillaceous sediments: 1: Mineralogical and chemical

evidence. Geological Society of America Bulletin 87: 725-737.

kaolinite or chlorite to be the predominant clay, special
conditions are required, whilst the preservation of
smectite at depth requires the inhibition of diagenesis,
usually through overpressuring.

lllitization of Smectite

The most studied and first recognized aspect of
clay diagenesis is the illitization of smectite with
increasing depth. This has been most intensively stud-
ied in the Gulf Coast region of the USA, where Ter-
tiary smectite-rich argillaceous sediments have
undergone progressive burial. With increasing depth
(i.e., increasing temperature), K feldspar, kaolinite,
and smectite decrease, whilst illite and chlorite in-
crease. In its simplest form, this reaction can be

written as the dissolution of K feldspar to yield AI’*

and K, which react with smectite to form illite—
smectite and ultimately illite:

smectite + AIPT 4+ Kt — illite + Si*™ + Fe?*
4+ Na® 4+ Mg*"

or
smectite + K™ — illite + Si** + Fe*™ + Na™ + Mg**

The second reaction conserves aluminium and re-
quires the dissolution of some smectite. The rock
evidence suggests that both reactions are possible.
K feldspar may also react with kaolinite to form illite.
It is widely claimed that the K™ for these reactions is a
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result of acid dissolution, especially by organic acids.
However, feldspar dissolution can occur at low,
neutral, or high pH. Indeed, the rate of feldspar dis-
solution is kinetically controlled. Hence feldspar (and
mica) dissolution increases with increasing tempera-
ture, and therefore depth. Moreover, organic acids
have low buffering capacities and therefore do not
influence pH greatly. It should be noted that the
reaction results in the release of silica and, through
smectite dehydration, the release of water. The source
of aluminium is probably mostly feldspar, but the
means of transporting sufficient dissolved aluminium
to the reaction site has not been entirely resolved, as
the aluminium solubility varies enormously with pH,
but in most geological situations is rather low.
Carboxylic acids are claimed to have the capacity to
complex with aluminium, thereby increasing the
amount that can be held in solution. However, such
acids are unlikely to have much effect on aluminium
solubility in complex (i.e., natural) systems. It should
also be noted that the reaction yields a potential
source of quartz cement. It is largely agreed that the
reaction is kinetically controlled, although, if the pro-
posed kinetic equations are applied to the older sedi-
mentary basins, the amount of illitization is vastly
overestimated; this may be because the total heating
to which they have been exposed has been overesti-
mated. How close K feldspar needs to be to the site of
illitization probably depends on the fluid flow, the
degree of sandstone/mudrock interbedding, and the
overpressure. In the Mahakam Delta Basin in Indo-
nesia, it has been shown that the K feldspar alteration
in both sandstone and mudrock is restricted to the
upper 2 km of sediment, whereas illitization occurs at
greater depths, thus necessitating an open system for
K™ transfer at depth. In contrast, in the Gulf Coast
and the Tertiary mudrock/sandstones of the North
Sea, diagenesis may be a nearly closed system.

The illitization of smectite commences at approxi-
mately 70°C, and peaks at approximately 120-
130°C. However, in sedimentary basins with high
geothermal gradients, this will occur at shallower
depths than in those with lower geothermal gradients.
Time, overpressure, pore fluid composition, and
hydrothermal activity are also important factors in
clay burial diagenesis. In general, there is sufficient
K feldspar and mica for this not to be an inhibiting
factor; clay diagenesis in clay-rich basins is most
likely to be inhibited by overpressure which restricts
fluid movement. If a source of K* is lacking, illite will
not be formed, except where intense organic diagen-
esis releases NH,, which is able to form ammonium
illite. The illitization of smectite in mudrocks proceeds
via random, mixed-layer, smectite-rich, illite—smectite
to ordered, illite-rich, illite—smectite. Ordering

commences at about 35% expandable layers. The max-
imum illite content is typically 80%. This sequence has
been recognized in a wide variety of settings. The an-
alysis of the expandability and thermal histories of
basins ranging in age from Precambrian to Quaternary
has indicated that the composition of illite—smectite in
mudrocks is primarily controlled by the maximum
palaeotemperature. Hence, illite-smectite may be used
as a geothermometer for mudrocks, although, as pore
fluid overpressure and a lack of K™ may occasionally be
more than minor controls on the illitization process,
this should always be performed with caution. The
interpretation of mixed-layer illite—smectite in terms
of fundamental particles and interparticle diffraction,
in the early 1980s, triggered much research into the true
nature of illite—smectite. The concept of interparticle
diffraction implied that, during illitization, mixed-
layer crystals were not two chemically distinct clay
minerals, but single illite layers 10 A thick (Figure 2).
When these fundamental particles were analysed by
XRD, diffraction between particles created the illusion
of smectite interlayers. With increasing diagenetic ma-
turity, these particles grow in three dimensions and the
apparent smectite layers decrease. This interpretation
is not intended to imply that smectite does not exist!
The mechanism implies the dissolution of smectite
and the precipitation of illite, which initially exists
as fundamental particles. However, it is still argued
from transmission electron microscopy (TEM) data
that layer-by-layer replacement of smectite by illite
occurs. High-resolution investigations of the illitiza-
tion of smectite have shown coherently scattering
domains of interstratified illite-expandable layers
(Figure 3), expandable layers within coherently scatter-
ing domains of illite, and domains of illite within

Figure 2 Lattice fringe transmission electron microscopy
(TEM) image of interstratified illite-expandable clay (the expand-
able layers have been fixed to prevent collapse in the electron
beam).
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Figure 3 Field emission scanning electron microscopy
(SEM) image of authigenic chlorite enclosed by detrital clay in
mudrock.

smectite. It is also probable that both dissolution/pre-
cipitation and layer transformation occur in different
settings. In both bentonites and mudrocks, most smec-
tite is dioctahedral, which appears to be more prone
than trioctahedral smectite to illitization. The latter is
more likely to react to form chlorite via interstratified
chlorite/smectite minerals.

lllitization in Bentonites

Bentonites are ash falls that have undergone exten-
sive devitrification to dioctahedral smectite (usually
montmorillonite). Because they have a very simple
mineralogical assemblage (most mudrocks con-
tain not only more than one clay type, but a mixture
of smectites and illite—smectites), and are often
almost monomineralic, ancient bentonites have been
extensively used to study the process of illitization of
smectite. Comparison of different bentonites, or
single bentonites which have undergone variable
heating during burial, shows that Si**, Ca®", and
Na* are lost from the bed and K* is gained as the
smectite is illitized. It should be noted that the supply
of K" is the rate-limiting step in the illitization of
most bentonites because they are K* deficient. Thus,
the most potassic (illitized) portions of many benton-
ite beds are frequently the margins. Where the enclos-
ing sediment is limestone, illitization will be restricted
to any K™ present within the bentonite bed.

lllite Crystallinity and lllite Sharpness Ratio

With increasing temperature, illite in mudrocks
undergoes an increase in crystallinity, as measured
by the 001 reflection sharpness on XRD traces. This
is due to the loss of smectite layers, increased particle

size, and a reduction in abundance of crystal lattice
defects. This property has been widely used as an
indicator of diagenetic grade, and the results may be
correlated with vitrinite reflectance. The Kubler crys-
tallinity index is a measure of the width at half height
of the glycol-solvated illite 001 reflection. The
Weaver sharpness ratio is the ratio of the illite 001
(10 A) reflection to the height of the low-angle side of
the reflection at 10.5 A, also on the glycol-solvated
trace. The validity of using illite crystallinity or the
sharpness ratio has been much debated, but the recent
finding that the thickness of fundamental illite par-
ticles follows a unique evolution has permitted the
refinement of illite crystallinity into a precise meas-
urement of mean crystal thickness. It should be
noted that the inclusion of detrital metamorphic
mica in the analysis will result in an overestimation
of crystallinity.

Chlorite

Si*t, AI’*, Fe**, and Mg ™, released from the dissol-
ution of smectite and kaolinite, may react to form
chlorite. This is usually detected as a down-hole
increase in chlorite, although it can be argued
that mineralogical changes may also result from a
shift in provenance or climate. To obtain unequivocal
evidence of authigenesis, it is usually necessary to
use an imaging technique, such as SEM or TEM
analysis, to demonstrate the face-to-edge arrange-
ment of euhedral platelets. The chlorite shown in
Figure 4 was investigated because XRD patterns
for a Tertiary mudrock sequence showed unusually
high chlorite concentrations at around 2.6 km burial
depth. A sample from the same depth, analysed
by TEM, confirmed the presence of 14 A and 7 A
lattice frmges, and X-ray analyses confirmed that it
was an iron-rich chlorite. Authigenic chlorite in
mudrocks can also form by the replacement of
biotite; commonly, replacement is partial, resulting
in chlorite-biotite ‘stacks’.

Kaolinite

Authigenic kaolinite in mudrocks is much more
abundant than was previously thought before
backscattered electron imaging made mudrock
petrography a real possibility. Previously, a high
kaolinite content in an argillaceous rock was assumed
to indicate that the clay was formed through tropical
weathering, and that it was consequently a climatic
indicator. Kaolinite in mudrocks typically replaces
muscovite and phengite mica, and cements microfos-
sil cavities. Replacement of detrital mica by kaolinite
is a hydrolysis reaction that releases K*. It character-
istically occurs during early diagenesis, whilst the
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Figure 4 Backscattered scanning electron microscopy (SEM)
image of kaolinite pseudomorph after mica in the London Clay
Formation (Eocene).

fluid/rock ratio is still high, and the K" can be
removed from the site of dissolution, allowing the
reaction to continue. A tentative reaction is deduced
from the common association of kaolinite pseudo-
morphs after mica with mica/quartz pressure solution
contacts:

muscovite + HySiO4 + KT + H" — kaolinite
+K feldspar + Na™ + Mg*" 4 Fe*™ + H,O

However, in the Eocene of the London Basin, where
burial has never been greater than 1km, probably
much less, kaolinite pseudomorphs after mica are
widespread (Figure 5), and evidence for pressure solu-
tion is minimal. This particular reaction mechanism
may be more applicable to sandstones than mudrocks.
The fate of the K™ that is released at shallow depths is
not clear; certainly, it is not normally needed for the
illitization of smectite at such low temperatures.

Clay Diagenesis in Sandstones
Kaolin Clays

Authigenic kaolinite in sandstones forms stacks of
euhedral pseudohexagonal platelets, with the ¢ axis
parallel to the stacking direction (Figure 6). Very long
stacks are called vermicules (Figure 6).Typically, this
clay has a pore-filling habit. Kaolinite also forms

Figure 5 Fracture surface scanning electron microscopy
(SEM) image of pore-filling kaolinite.

Figure 6 Fracture surface scanning electron microscopy
(SEM) image of wispy illite in Rotliegendes Sandstone (Permian).
The clay has constricted the pore throat.

pseudomorphs after detrital mica, usually muscovite
and chlorite. It should be noted that this kaolinite
forms particles far larger than the 2 um maximum
defined for clay particles. Pore-filling authigenic kao-
linite is often linked to the dissolution of feldspar at
temperatures of less than 100°C. Although it is com-
monly assumed that a high aH" is necessary for sig-
nificant feldspar and mica leaching, the stability field
of kaolinite extends to the greatest range of [K]/[H"]
values at a pH close to neutral. It should be noted
that, for significant kaolinite to precipitate, K™ and
Na* from feldspar and mica need to be removed,
or illite rather than kaolinite will become the stable
clay mineral. The implication is that kaolinite will
form at higher fluid flow rates (or a higher water/
rock ratio) than illite, i.e., in the most porous parts
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of a sandstone, in the most coarse-grained beds, and
at a time when a sandstone is less cemented. This is
likely to be an important reason why kaolinite almost
invariably precipitates before illite in a paragenetic
sequence, and why it is often interpreted as a product
of meteoric flushing. Meteoric flushing can be an
effective mechanism for the replacement of feldspar
by kaolinite if the water is sufficiently acidic, which
effectively restricts the mechanism to the tropics.
Early authigenic kaolinite in sandstones is most abun-
dant in nearshore sediments, because these are most
prone to meteoric flushing. Late (or relatively late)
authigenic kaolinite is often associated with uncon-
formities, and uplifted fault blocks. A meteoric origin
for authigenic kaolinite can be demonstrated through
6'80 stable isotope measurements.

Dickite in sandstones typically forms larger crystals
than kaolinite, which are thicker in the direction of
the ¢ axis. Dickite has been observed to replace kao-
linite in reservoir sandstones at approximately 120°C
(typically at 2500-4000 m burial depth), most notably
where a high water/rock ratio has been preserved. The
scarcity of dickite relative to kaolinite is probably due
to the rarity of a high water/rock ratio in deeply buried
sediment.

Smectite

Authigenic smectite in sandstones is fairly uncom-
mon. Most smectite forms in surface sediments or
through the alteration of ash layers. Where it does
occur, it characteristically forms early diagenetic rims
of crenulate, ‘honeycomb’, interlocking crystallites.

The fusing of adjacent crystallites and the undulose
morphology serve to distinguish smectite rims from
chlorite rims in SEM images. It should be noted that
SEM qualitative X-ray analyses are not always suffi-
ciently accurate to distinguish between smectite and
Mg chlorite. Smectite formation is associated with the
dissolution of acid volcanic rock fragments and bio-
genic silica, because smectite formation is favoured
by a high Si** activity. During burial, dissolved Si*"
is removed by quartz precipitation (greater than
approximately 65°C), making smectite unstable.

llite

Illite in sandstones has a range of morphologies,
from undulose platelets (‘cornflake’ texture) at
one end of the spectrum to laths, fibres, wisps, or
ribbons (‘hairy’ illite) at the other. In fact, the elongate
form is not fibrous, but sometimes the particles
are so long that they appear so. Wispy illite particles
are typically only a few 100 A thick and 0.1-0.4 yum
wide. Their length varies enormously, but can be
tens of micrometres. There is no general agreement
on any relationship between authigenic illite mor-
phology, the timing of precipitation, chemistry, or
structure (although this does not preclude the exist-
ence of such relationships). Certainly, with increas-
ing burial depth, the morphology becomes
increasingly that of rigid laths, i.e., the width and
thickness increase (reflected in an increase in illite
crystallinity). Wispy illite is bad news for hydro-
carbon reservoir quality. Its high surface area
and pore-throat constricting habit (Figure 7) can

Figure 7 Fracture surface scanning electron microscopy (SEM) image of illite lath overgrowths on infiltrated illitic clay in

Rotliegendes Sandstone (Permian).



68 SEDIMENTARY ROCKS/Clays and Their Diagenesis

drastically reduce the permeability (without causing
much porosity reduction, because the actual volume
of illite is small in proportion to the pore volume).
Furthermore, injection wells may suffer a loss of per-
meability if the injected water breaks up the illite,
which then migrates to pore-throats. Not uncom-
monly, authigenic illite forms short wispy overgrowths
on platey detrital illite or illite—smectite, whilst, in
some non-marine settings, authigenic illite preferen-
tially nucleates on infiltrated illitic clay (Figure 8).
With increasing temperature, pH, and [K'])/[H'],
kaolin and smectite minerals become unstable and
are replaced by illite (Figure 9). In simple terms, the
reactions may be shown as:

Figure 8 Fracture surface scanning electron microscopy
(SEM) image of illite pseudomorph of kaolinite.
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Figure 9 Fracture surface scanning electron microscopy
(SEM) image of grain-rimming Fe chlorite.

b |
oy 'l

smectite + Kt — illite

+ silica (approximately 80 — 100°C)

kaolinite + K feldspar — illite
+ quartz (greater than 120°C)

This reaction involves an increase in layer charge to
accommodate the K* in place of the more weakly
bonded exchangeable cations in the smectite. This is
achieved through substitution of AI** for Si*' in
tetrahedral sites and a reduction in octahedral
iron. In fact, many sandstones have pore fluid in
thermodynamic equilibrium with illite, but little pre-
cipitation occurs due to an extremely low kinetic
precipitation rate at temperatures of less than
120°C. Kaolinite is illitized at burial depths in the
region of 3-3.5km, whilst, at greater depths, the
thermodynamically more stable dickite is also re-
placed by illite. Sometimes the mass balance (based
on petrographical data) shows that sufficient K* can
be obtained from locally dissolved K feldspar; in
other instances, insufficient K feldspar dissolution
has occurred (K feldspar may even be absent) to
account for all the illite present, and external sources
need to be invoked. It should be noted that the illiti-
zation of kaolin minerals is not inevitable above
120°C; there are many instances in which kaolin-
ite coexists with authigenic illite and unleached
K feldspar at burial depths ranging from 3 to 4 km.
This is because significant illite precipitation requires
a higher [K*)/[H"] value than that which can occur in
a closed system, in which [K™]/[H"] is controlled by
K feldspar solubility. Hence, the fact that sufficient
K™ can be locally derived does not mean that it is. In
the North Sea, authigenic illite abundance is often
highest close to major faults, suggesting that the K*
is derived from the dissolution of K feldspar in deeper
parts of the basin. In parts of the North Sea Basin,
extensive illite cementation of the Rotliegend Sand-
stone has been linked to the dissolution of Zechstein
salt deposits. Hence, in sandstones, the degree of
illitization may reflect the temperature of migrating
fluid rather than, as is the case with mudrocks, the
maximum burial temperature. Consequently, illite
geothermometry is not so reliable a tool for sand-
stones as it is for mudrocks. The dissolution of
K feldspar releases more silica than is required for
either kaolinite or illite precipitation. This is thought
to be one of the main sources of quartz cement in
sandstones. Indeed, textural relationships between
kaolinite, illite, and quartz are frequently suggestive
of the coprecipitation of one or other clay with quartz
cement.
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Table 1 Differences between Fe chlorite and Mg chlorite. Adapted from Hillier (1984)

Mg chlorite

Fe chlorite
Morphology Pseudohexagonal, planar
Arrangement Individual plates and rosettes,
face-to-edge contacts
XRD Interstratified with 7 A layers at <200°C
Polytype Ib transforming to Ilb
Occurrence Marginal marine sandstones

offshore from major river

Cornflake-like
Boxwork, face-to-face and edge-to-edge contacts

Often interstratified with corrensite or smectite

Ilb only

Coastal aeolian dunes and sandy sabkhas, any
facies associated with evaporite brines

systems in tropical climates

Facies associations Oolitic ironstone
Associated early authigenic minerals

Precursor

Siderite, calcite, phosphates

Evaporites
FeO rims, anhydrite, K feldspar, calcite, dolomite

XRD, X-ray diffraction.

K/Ar dating allows the determination of the mean
age of an authigenic illite occurrence. Although con-
tamination of data by detrital illite and K feldspar can
be a problem, this technique is much used in unravel-
ling burial histories. The method is based on the
known rate of decay of radioactive *°K to stable
“OAr. Important advantages of this method are that
it is generally reasonable to assume that no argon was
present in the mineral at the time of its formation,
whilst illite has excellent Ar retention at burial tem-
peratures of less than 175°C. Illite ages generally
decrease with increasing burial depth. In sandstones,
smaller sized fractions may give younger dates
than coarser ones, as contamination by detrital illite
decreases with decreasing particle size. However, in
bentonites, smaller sized fractions can give older
dates than coarser ones, which is consistent with the
growth of fundamental particles as described above.
In the Jurassic of the North Sea, most illite dates are in
the range 50-30 Ma, coincident with the onset of
rapid burial in the Late Cretaceous—Early Tertiary.

Glauconite

Although glauconite forms only at the sediment—
water interface, with increasing burial temperature,
aluminium is partly substituted for iron.

Chlorite

In sandstones, authigenic chlorite typically forms
grain-coating rims of radial, interlocking platelets.
Such rims have been the focus of petroleum company
research, due to the inhibiting effect they have on
quartz overgrowth cementation. The result of this
inhibition can be sandstones with excellent reservoir
quality at 4-5 km burial depth. Textural relationships
indicate unequivocally that such chlorite forms
very early in diagenesis. As with chloritic green clay
pellets, early Fe chlorite rims are associated
with sandstones offshore from major river systems

within the tropics. Examples of this occur in the
Jurassic Are Formation in the Norwegian sector of
the North Sea and the Miocene off the Niger Delta. It
is now thought that Fe chlorite (chamosite) originates
as odinite or a similar 7A iron-rich clay, although
recent examples of odinite are rare. One line of
evidence for a 7A clay precursor is that the pro-
portion of 7 A interlayers in 14 A chlorite decreases
with depth and burial temperature. This is not the
only change exhibited by chlorite with depth: a grad-
ual Ib to IIb polytype transition has been demon-
strated for Fe chlorite, and there is a strong linear
relationship between tetrahedral Al in authigenic
chlorites and present-day temperature in hydro-
thermal systems. However, there is no simple rela-
tionship between chlorite polytype and temperature,
and attempts to develop a universal chlorite
geothermometer have largely failed as authigenic
chlorite composition is influenced by detrital sedi-
ment composition. Chlorite in sandstones also occurs
as a pore-filling replacement of ferromagnesian
igneous rock fragments; the composition of this type
of chlorite will reflect the mineral being replaced.
Chlorite-smectite and corrensite can form by a simi-
lar process. These clays typically have more undulose
platelets than true chlorite and are most frequently
found in volcaniclastic sediments. Mg-rich chlorite,
chlorite, and corrensite also form by diagenetic re-
placement of Mg smectite in evaporite basins. Non-
chemical differences between Mg chlorite and Fe
chlorite are summarized in Table 1.

See Also

Analytical Methods: Geochemical Analysis (Includ-
ing X-Ray); Geochronological Techniques; Mineral
Analysis. Clay Minerals. Colonial Surveys. Sedi-
mentary Rocks: Ironstones; Sandstones, Diagenesis
and Porosity Evolution.
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Introduction

Deep-ocean pelagic (from the Greek pelagios, mean-
ing ‘of the sea’) sediments are areally and volumetric-
ally the dominant sediment type found on the ocean
floor. They comprise three main types, depending
on their primary composition: deep-sea siliceous
oozes, calcareous oozes, and deep-water red clays
(Figure 1). Pelagic sediments mixed with terrigenous
material derived from continental weathering are
termed ‘hemipelagic’. Siliceous and calcareous oozes
are composed largely of test and test debris of plank-
tonic micro-organisms such as foraminifera, cocco-
lithophores, pteropods, diatoms, and radiolaria. The
formation of pelagic sediments involves settling of
material, that is commonly derived from biological
surface productivity, but also includes wind-derived
material that travels through the water column
(‘pelagic rain’) to the seafloor (Figure 2). This process
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occurs throughout the world’s oceans and true pelagic
deposits tend to blanket seafloor topography. Local
remobilization of pelagic sediments on topographic
highs due to slope instability may result in pelagic
turbidites (redeposited units) that pond in adjacent
lows. However, the distribution of pelagic sediments
is strongly depth controlled, because calcium carbon-
ate shows increasing solubility with depth. In contrast
to terrigenous sediments (the other main type of
deep-sea sediment, largely composed of detrital ma-
terial derived from continental weathering), pelagic
sediments are characterized by low sedimentation
rates and frequently contain a high proportion of
authigenic minerals, extraterrestrial material, and,
where physicochemical conditions allow, a substantial
biogenic component.

History of Research

Although mention of marine sediments has been
found in Greek and Roman texts, it was not until
1773 that the recovery of sediment from the deep
sea was first recorded. In that year, Captain John
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Figure 1 Distribution of the main sediment types on the ocean floor. Reproduced with permission from Davies TA and Gorsline DS
(1976) Oceanic sediments and sedimentary processes. In: Riley JP and Chester R Chemical Oceanography, vol. 5, 2nd edn., pp. 1-80.

London: Academic Press.

Phipps, on HMS Racehorse, bought up “fine soft blue
clay” from a depth of 1250 m, the first recorded
successful deep-sea sounding. The sample was taken
in water on the southern edge of the Voring Plateau in
the Norwegian Sea. In 1818, Sir John Ross recovered
61b (2.7 kg) of greenish mud from a depth of 1920 m
in Baffin Bay, offshore Canada, using a deep-sea grab,
representing one of the first recorded successful sub-
stantial deep-sea sediment recoveries. The laying of
the first functioning submarine telegraph cable across
the Straits of Dover in 1851 led to rapid expansion
in the collection of deep-sea soundings and samples,
driven by the prospect of the new means of inter-
continental communication. However, it was not
until the voyage of HMS Challenger (1872-76) that
enough deep-sea samples were recovered to produce
the first global seafloor sediment map. The voyage of
HMS Challenger, led by Professor Charles Wyville
Thomson, professor of natural history at the Uni-
versity of Edinburgh, was the first large-scale exped-
ition devoted to oceanography. A wealth of seafloor
samples were recovered from 362 observing stations,
spaced at uniform intervals, along the 128 000-km
track traversed during the voyage. John Murray, a
naturalist on the Challenger expedition, oversaw the
initial analysis of the recovered samples; Murray later
edited the Challenger Reporis, following the death of

Wyville Thomson in 1882. The milestone Challenger
Report on ‘Deep-Sea Deposits’ represented the first
comprehensive volume on sediments of the deep-
ocean seafloor. Published in 1891 with the assistance
of Murray’s co-worker AF Renard, this volume intro-
duced many of the descriptive terms used today, such
as ‘red clay’ and ‘Globigerina ooze’, and provided
the basis for further deep-ocean sediment studies.
Murray also correctly related the distribution of
shell-bearing plankton in the surface waters to the
calcareous and siliceous sediments of the deep-ocean
seafloor.

A major step forward in the investigation of
seafloor sediments was the invention of the gravity
corer by German researchers; the corer allowed
continuous samples of extended lengths of sediment
to be collected (but generally restricted to 1-2m
in length). The German South Polar Expedition
(1901-03) collected several 2-m cores that were de-
scribed by E Philippi in 1910. These cores showed
that some deep-water sediments were stratified.
During the period 1925-38, Germany ran a series of
oceanographic expeditions using the ship Meteor,
which recovered several 1-m-long cores from the
southern Atlantic and Indian oceans. These cores,
studied by Wolfgang Schott, showed changes in fora-
minifer species with depth and initiated the first
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palaeoceanographic studies. The Swedish Deep-Sea
Expedition (1947-49) provided another fundamental
advance in the study of deep-sea sediments. This ex-
pedition on the Albatross deployed a new kind of
coring device, called a piston corer, which was de-
veloped by Borje Kullenberg, a marine geologist
working in Gothenburg, Sweden. An innovative
modification of the traditional gravity corer allowed
the coring tube to fall past a stationary piston at the
end of the wire, so that water was expelled from the
falling tube above the piston and sediment was admit-
ted from below. This allowed retrieval of much longer
(10m or more) and much less disturbed sediment
cores. Acquisition of such long piston cores made
possible the study of Pleistocene ocean history. The
era of modern deep-sea sediment sampling had
begun. Piston coring remains the main contemporary
method of sampling the deep-sea sedimentary

record, although sizing-up of the coring apparatus
has led to development of giant piston corers,
now capable of obtaining sediment cores up to
60m in length. A giant piston core providing a con-
tinuous 54-m-long sediment record covering 4 million
years of sedimentation was recovered from the
Indian Ocean by the French ship Marion Dufresne
in 1990; this is one of the longest piston cores ever
recovered.

The advent of the Deep Sea Drilling Project
(DSDP) in 1968 took deep-sea sediment sampling
technology further. This programme, using the dy-
namically positioned drillship Glomar Challenger,
set to recover continuous or semicontinuous sediment
records from the ocean basins and heralded another
new era in the exploration of the deep-ocean sedi-
mentary record. Prior to the DSDP, the global inven-
tory of cores recovering pre-Quaternary sediments
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numbered fewer than 100. The DSDP and its succ-
essor, the Ocean Drilling Program (ODP), which
began drilling operations in 1985 with a new drill-
ship JOIDES Resolution, with improved capabilities,
have led to major advances in our understanding of
the processes of plate tectonics, of Earth’s crustal
structure and composition, of past changes in climate,
and of conditions in ancient oceans. A vast amount
of core material has been collected by the DSDP and
ODP from all ocean basins (except the Arctic Ocean)
and continuous sediment sequences back to Early
Jurassic times have now been recovered.

Control of the Distribution of
Pelagic Deposits

Pelagic sediments are defined as those formed of
settled material that has fallen through the water
column; their distribution is controlled by three main
factors, distance from major landmasses (which aff-
ects their dilution by terrigenous, or land-derived,
material), water depth (which affects sediment pre-
servation), and ocean fertility (which controls surface
water productivity). Pelagic sediments are composed
largely of the calcareous or siliceous remains of
planktonic micro-organisms or wind-derived mater-
ial or mixtures of these. Several types of pelagic de-
posits can be identified on compositional grounds,
and because seawater is increasingly corrosive with
pressure and depth, the distribution of pelagic sedi-
ment types is strongly controlled by the calcite com-
pensation depth (CCD), which is that depth at which
the rate of supply of biogenic calcite equals its rate
of dissolution (Figure 3). Therefore, below the CCD,
only carbonate-free sediments accumulate. Thus
the calcite compensation depth marks a major
boundary defining the deposition of pelagic clays
and calcareous sediments.

Another important depth in the water column is
the lysocline, which lies above the CCD and is the
depth at which the degree of undersaturation with
respect to calcium carbonate is sufficient for dissol-
ution of calcareous particles to become significant
(Figure 3). Therefore, the lysocline is a depth that
separates well preserved from poorly preserved
solution-etched calcareous particles. The depth of
the lysocline varies but it generally lies between
3000 and 5000 m. At water depths less than the lyso-
cline, calcareous particles accumulate without loss
through dissolution. The depth of the CCD varies as
a function of a number of variables that reflect
oceanic productivity patterns and the shoaling of the
lysocline near continental margins. The CCD varies
between 3500 and 5500 m in the Atlantic and Pacific
oceans but has a mean depth of around 4500 m. The

0
S
jé ?c/ dls's/o/lutlon /
zon & |
w //// ,(90/3‘1'5;59399,
/ Slllca dissolution profile
5 ! (Radiolaria, Diatoms)
L ]
|
—_ ‘l.
5 \
£ 37 ® Calcite dissolution profile
2. .l (Foraminifera, Coccoliths)
©
@
© 77777 /
= 4 Lysocllne
/_/_/_/_/_/_
L]
: Carbonate dissolution zone
57 a ccD
1 {
|
L]
6 - 1
|

Increasing dissolution rate

Figure 3 Generalized dissolution profiles of silica and calcite.
Note that the depth of the lysocline, taken as the level below
which there is rapid increase in calcite dissolution, and the
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sion from Douglas RG (2003) Oceanic sediments (Figure 5). In:
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difference between the lysocline and CCD depths is
also not constant, because this depends on the gradi-
ent of the concentration of carbonate ions in the
water column overlying the sediments. However, the
depth at which the calcite content of sediments falls to
only a few percent is typically about 700 m deeper
than the lysocline.

Types of Pelagic Deposits

Pelagic sediments fall into two broad groups based
on composition, deep-water pelagic clay and biogenic
oozes. Deep-water pelagic clay is found in deep-ocean
areas far from land, where solution has removed the
biogenic component and only insoluble inorganic
material, much of it wind-derived, remains. Biogenic
oozes are composed largely of biogenic planktonic
debris derived from surface water productivity
(they contain more than 30% biogenic debris).
Biogenic oozes are largely composed of the remains
of zoo- and phytoplankton such as foraminifera,
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coccolithophores, pteropods, diatoms, and radi-
olaria. In the upper water column, these remains are
biologically ‘packaged’ and ‘repackaged’ into larger
particles, which hastens their descent to the seafloor
(e.g., as faecal pellets or phytoplankton aggregates).
Indeed, most of the organic and skeletal matter pro-
duced in the euphotic zone is consumed and only a
fraction is exported, and a fraction of this reaches the
deep seafloor, where more is destroyed by dissolution.
The distribution of biogenic oozes is strongly depth
controlled due to dissolution of calcium carbonate
with depth. Two main types are recognized, cal-
careous oozes, the composition of which is domin-
ated by the remains of calcareous plankton, and
siliceous oozes, which are dominated by the remains
of siliceous plankton. Siliceous oozes lithify into
radiolarites, diatomites, and cherts, whereas calcar-
eous oozes lithify into pelagic chalks and limestones,
and examples are well known from the geological
record, well-documented examples occurring in the
Troodos Massif, Cyprus, and the Ligurian Apennines
in Italy.

Calcareous Oozes

Calcareous oozes may be dominated either by the
tests and test debris of planktonic foraminifera (ter-
med ‘foraminiferal ooze’) (Figure 4) or by the remains
of planktonic plants (coccolithophores; termed ‘nan-
nofossil ooze’). In either type of calcareous ooze, the
other component will often be the second most im-
portant constituent. In the modern world ocean,
~50% of the seafloor is blanketed by foraminiferal
ooze (Table 1). Calcareous oozes commonly also
contain a terrigenous fraction (which may amount

-

. sb;!?.:‘&:

Figure 4

to 10-15%), composed mainly of quartz and clay
minerals, but may contain trace amounts of pyrite,
iron and manganese precipitates, mica, chert, rock
fragments, glauconite, feldspar, ferromanganese min-
erals, detrital carbonate, zeolites, volcanic glass, and
cosmic spherules. Minor biogenic components may
include benthonic (bottom-dwelling) foraminifera,
ostracods, echinoid remains, radiolaria, silicoflagel-
lates, diatoms, sponge spicules, pteropod shells and
shell debris (in shallow water), phosphatic vertebrate
remains and fish teeth.

Pteropods (pelagic gastropods) are relatively
common zooplankton, especially in warm-water
latitudes, and some forms secrete delicate aragonitic
shells. Pteropod shells may range up to 30 mm in
length, although most are in the range 0.3 to
10 mm. Aragonite is unstable and dissolves as ocean
waters become undersaturated in respect to carbon-
ate with depth. Consequently, pteropod-rich oozes
are only found at depths shallower than 2500 m in
the Atlantic Ocean and shallower than 1500 m in the
Pacific Ocean.

Foraminifera comprise a group of protozoans
characterized by a test of one to many chambers
composed of secreted calcite or agglutinated grains.
Test sizes are generally in the range 0.05-1 mm.
Forms with agglutinated tests are typically benthonic
(bottom-dwelling) and make only a very minor
contribution to pelagic sediments, which are over-
whelmingly dominated by the remains of globular
planktonic forms. Modern species show clear
latitudinal distribution patterns related to water
temperature. Oxygen isotope analysis of planktonic
foraminifera tests can provide estimates for past

Illustration showing the three main types of pelagic sediments as seen under the microscope in plane-polarized-light. Left:

Calcareous ooze from the North Atlantic Ocean, comprising mainly planktonic foraminifer tests and test fragments. The larger
complete foraminifer tests are about 0.1 mm across. Centre: Siliceous ooze from the South Atlantic Ocean, comprising mainly silica
sponge spicules (tubular forms), radiolaria (high-relief bell-shaped and circular forms, right of centre), and broken centric diatom
frustules (lower left and centre). Two planktonic foraminifera can be seen in the upper centre field. The foraminifera are about 0.05 mm
across. Right: North-east Atlantic Ocean pelagic red clay containing rhomboid dolomite crystals. The red colour is due to the presence
of amorphous or poorly crystalline iron oxide minerals and grain coatings. The largest dolomite rhomb (upper right) is about 0.01 mm
across.
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Table 1 Coverage of the deep-ocean floor by pelagic sedi-
ments?®

Seafloor coverage (%)

Total

Atlantic Pacific Indian World

Sediment type Ocean Ocean Ocean Ocean
Foraminiferal and 65.1 36.2 54.3 471

nannofossil ooze

Pteropod ooze 2.4 0.1 — 0.6
Diatom ooze 6.7 10.1 19.9 11.6
Radiolarian ooze — 4.6 0.5 2.6
Pelagic clay 25.8 49.0 253 38.1

“Data from Open University (1991) Ocean Chemistry and Deep-Sea
Sediments, 2nd edn. Oxford: Pergamon Press.

sea-surface temperatures and salinities. Isotope data
from benthonic forms allow reconstruction of
bottom-water mass histories. Foraminifera hence
can provide important information on thermohaline
structure and circulation patterns in ancient oceans.

Coccoliths are minute, usually oval, calcite plates
produced by unicellular planktonic algae (family
Coccolithophoridae); because of their small size, coc-
coliths are referred to as nannoplankton. In life,
coccolith plates, eight or more in number, depending
on the species, are attached to a membrane sur-
rounding a living cell. Each organism (i.e., the cell
surrounded by coccolith plates) is termed a ‘cocco-
sphere’. Coccospheres are generally spherical, usually
5-30um in diameter. The individual coccolith
plates are usually around 3 um in diameter, although
some forms can be as large as 35 um. On the death of
the organism, the membrane holding the coccolith
plates disintegrates, releasing the coccoliths to con-
tribute to calcareous oozes. Coccoliths are single cal-
cite crystals and are more resistant to dissolution
than the tests of foraminifera or pteropods are. Glob-
ally, their diversity increases from a minimum in
subpolar seas to a maximum in tropical and equator-
ial waters; and species distribution is closely linked to
water masses.

Siliceous Oozes

Siliceous oozes are largely composed of the opaline
silica tests and test fragments of siliceous plankton
(Figure 4). Again, there are two main varieties: radio-
larian ooze, composed mainly of the tests of radiolar-
ians, and diatom ooze, dominated by the siliceous
remains of unicellular plants (diatoms). Both types
may contain minor amounts of silicoflagellates.
Some sediments (for example, in some high-latitude
abyssal environments and near spreading ridges) may
also contain significant numbers of siliceous sponge
spicules (Figure 4). Typically, siliceous ooze is present

only in regions of high biological surface water prod-
uctivity (such as the equatorial and polar belts and
areas of coastal upwelling), where the depth of the
seafloor is deeper than the calcite compensation
depth. In the North Pacific and Antarctic belts of
siliceous oozes, diatoms make up as much as 95%
of the bulk sediment. The mineralogical compos-
ition of the detrital fraction of siliceous oozes is
commonly similar to that of calcareous oozes, with
quartz and clay minerals being the dominant detrital
minerals.

Radiolaria are a diverse group of planktonic,
pseudopod-bearing protozoans characterized by
transparent opal skeletons. These exquisitely struc-
tured lattices are often of great complexity. Radiolar-
ian tests show a great variety of shapes, but most
are based on conical, spherical, or helmet-shaped
forms. Most radiolarians are within the size range
20-400 um. They are particularly abundant and di-
verse in equatorial latitudes (especially in areas of
upwelling) and in subpolar seas. Radiolarian oozes
occur mainly in the equatorial Pacific.

Diatoms are single-celled algae that secrete a test
(called the frustule) of opaline silica. They are a major
part of the phytoplankton and typically occur as
pinnate (spindle-, rod-, or wedge-shaped) or centric
(discoidal, spherical, elliptical, or oblong) forms.
Most planktonic diatoms are centric types, although
in Antarctic Seas, planktonic pinnate forms occur.
They generally fall within the size range 10-100 um.
Diatoms represent most of the suspended silica in
the water column and are the main contributors to
deep-sea siliceous sediments. However, although in
productive areas diatom concentrations are many
millions of frustules per cubic metre, most tests are
redissolved in the water column, because surface
waters are greatly undersaturated in respect to silica
due to high biological demand (Figure 3). Indeed, in
areas of low silica supply, diatom assemblages in se-
diments are commonly biased to dissolution-resistant
robust forms rather than to more fragile species.
Diatoms are particularly abundant in regions of
high productivity, especially in high latitudes and
areas of upwelling.

Silicoflagellates are small unicellular flagellated
marine plankton with internal skeletons of opaline
silica. These skeletons consist of hollow rods arrang-
ed in a lattice, a common arrangement comprising
a basal ring from which rods arise on one side to
form an arch or dome, resulting in an overall hemi-
spherical shape. Most silicoflagellates are in the size
range of 20-50 um. Although silicoflagellates are
widespread in sediments, they are seldom abundant,
so do not make a significant contribution to marine
sediments.
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Pelagic Clays

Deep-water pelagic clays (sometimes called ‘red clay’)
are found only in deep-ocean areas, generally below
water depths of 4000 m, far from land. Such clays
cover large areas of the seafloor, particularly in the
Pacific, southern Atlantic, and southern Indian
oceans (Figure 1), in areas remote from terrigenous
sources and below the calcite compensation depth.
The reddish-brown appearance of these clays, first
noted on the Challenger expedition, is due to the
presence of amorphous or poorly crystalline iron
oxide minerals and grain coatings. Pelagic clays usu-
ally contain less than 10% biogenic material and are
mainly composed of fine-grained quartz and clay
minerals, the bulk of which is derived from aeolian
fallout and has been slowly deposited from fine sus-
pensions. Typically, 75-95% of pelagic clay deposits
consists of clay minerals with a grain size of less than
3 um (Figure 4). These clay minerals are dominated
by illite, smectite, kaolinite, and chlorite, with illite as
the main type. Illite is, in fact, largely land derived
and is transported to the ocean by rivers and glaciers
and as windblown dust. Both kaolinite (a product of
humid tropical weathering) and chlorite (typically
derived from low-grade metamorphic rocks) are also
mainly land derived. Smectite, however, is a low-
temperature alteration product of volcanic ash and
is particularly widespread on the Pacific Ocean
floor. Wind transport is the major mechanism by
which land-derived clay, fine-grained silt (commonly
quartz), and dust reach the ocean surface, ultimately
to be deposited in pelagic clays. The highest rates of
aeolian dust deposition (up to 1000 mgem *ky ')
are in the north-western Pacific downwind of far-
east Asia. Substantial fluxes of windblown dust also
enter the deep ocean offshore of the Sahara, South
Africa, the Arabian peninsula, and the Horn of Africa
and around Australia. The origin of wind-derived
material in pelagic clays can be determined by rare
earth geochemistry and study of Sr and Nd isotopes.
Pelagic clays also commonly contain significant
amounts of authigenic minerals, such as chert, zeo-
lites, apatite, phosphorite, volcanic glass, and manga-
nese micronodules, as well as indicators of slow
sedimentation, such as fish debris and cosmic spher-
ules. Pelagic clays may also contain varying amounts
of feldspar, pyroxenes, and mica. In total, pelagic clays
cover about 38% of the modern seafloor (Table 1).

Ferromanganese Deposits

New mineral phases may be formed on the seafloor
(a process known as authigenesis) either by direct
precipitation from seawater or by the alteration of

pre-existing minerals or grains. Ferromanganese de-
posits are the most common and probably the most
widely known authigenic deposits found on the deep-
ocean seafloor. They occur as encrustations or crusts
on submarine rock outcrops, or as discrete nodules
and concretions on the seafloor. Ferromanganese
crusts, which grow on exposed rock surfaces, acquire
the elements necessary for their growth directly from
seawater. Ferromanganese nodules occur throughout
the sediment column, but the greatest concentrations
are found on the surface; the nodules range in size
from the microscopic (called ‘micronodules’, usually
in the silt-sand size range) to the macroscopic, reach-
ing several centimetres across (Figure 5). There are
two main controls on nodule abundance: (1) the rate
of accumulation of the host sediment, with the
highest number of nodules being found on sediments
with low accumulation rates (e.g., a few millimetres
per thousand years), and (2) the presence of suitable
accretion nuclei for the nodules to grow around;
the nuclei may be small clumps of sediment, frag-
ments of volcanic rock, shark teeth or teeth frag-
ments, or even foraminifer tests. Ferromanganese
nodules can show a great variety of shape and size
and are found in all oceans, but are particularly
common on the deep Pacific seafloor. Nodules may
form by precipitation from the overlying seawater
and from elements supplied from interstitial pore-
waters below the sediment surface, or through a com-
bination of both element sources. The shape of the
nodule may reflect the dominant source of elements
available for its precipitation and growth. For circu-
lar nodules, it is thought that the dominant supply of
metals is from the overlying seawater, whereas for
discoidal, flattened nodules the dominant supply of
metals may be via interstitial porewaters below the
seabed. Nodule growth rates are slow, varying from
a few to a few hundred millimetres per million
years. Ferromanganese nodules are rich in iron and
manganese as their name implies, but also contain
relatively high concentrations of a number of trace
metals, including cobalt, molybdenum, thorium,
nickel, silver, iridium, and lead. Deep-sea ferroman-
ganese nodules may someday become an important
€COnomic resource.

Metalliferous sediments, including iron and man-
ganese-rich mudstones (termed ‘umbers’) and iron-
rich sediments (termed ‘ochres’), are frequently asso-
ciated with ophiolites (fragments of oceanic crust that
have been tectonically emplaced onto continental
margins), well-known examples of which occur in
Cyprus and Oman. These record past oceanic sedi-
ments that have contained hydrothermal minerals or
authigenic ferromanganese deposits.
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Figure 5 Deep-sea photograph, showing a field of ferromanganese nodules over part of the Madeira Abyssal Plain, north-east
Atlantic Ocean. Individual nodules are a few centimetres across; water depth is 5400 m.

Biogenic Sedimentation in the
World Ocean

Early researchers such as John Murray believed that
pelagic sediments must accumulate slowly, but it was
Wolfgang Schott, studying cores collected by the
German Meteor expeditions of 1925-27, who was
first able to demonstrate that Atlantic calcareous
oozes had accumulated at rates of several centimetres
thickness per thousand years. He found that the dis-
tinctive tropical foraminifer Globorotalia menardii
was absent in glacial-period sediments in the North
Atlantic, and that its appearance correlated with
the start of the Holocene. Because the age of the
base of the Holocene was known from land sections,
Schott was able to determine accumulation rates
for Atlantic pelagic calcareous oozes for this time
period. Today, a wide variety of dating techniques
(for example, radiocarbon dating and uranium series
dating) can be used to determine accumulation
rates. Pelagic sedimentation rates do vary consider-
ably, but pelagic clays accumulate the most slowly
(typically 0.1-0.5cmky™'), whereas sedimenta-
tion rates for calcareous oozes are typically in the
range 0.3-Scmky ! and siliceous oozes are in
the range 0.2-1cmky .

Biogenic sediments show considerable variation in
both space and time. In the present-day Atlantic
Ocean, pelagic sediments are predominantly calcar-
eous and siliceous sediments are virtually absent in
the North Atlantic. In the Pacific, however, calcar-
eous sediments are limited to oceanic ridges, plateaus,
and seamounts (at water depths less than 3500 m)
and also occur as a broad belt in the southern central

Pacific. Siliceous sediments are widespread in the
North Pacific, along the equator and adjacent to
Antarctica. Calcareous sediments occur along the
mid-ocean ridges in the Indian Ocean and siliceous
sediments are widespread in the northern and
southern Indian Ocean (Figure 1). Pelagic sediment
distribution reflects both seafloor depth and ocean
fertility. Where nutrient supply is low and surface
waters are nutrient poor (especially in dissolved
silica), sinking particles deliver to the seafloor more
carbonate than silica (low Si/Ca ratio), which will
be preserved, providing the seafloor lies above the
CCD. Low nutrient supply favours production of
coccolithophorids, which are fed on by small for-
aminifera, and long food chains develop in the eupho-
tic zone. Foraminifera and coccoliths therefore
dominate export to the seafloor. Where nutrient con-
centrations in surface waters are high, such as at
upwelling areas and ocean divergence zones, diatoms
will be the primary producers. Diatoms can repro-
duce rapidly and produce dense blooms (107 frustules
per cubic metre). Food chains in these regions
tend to be short because large diatoms are eaten by
large zooplankton and fish (high trophic-level con-
sumers). Export to the seafloor is high in silica and
organic carbon, and flux rates are high, leading
to siliceous sediment deposition. Further, bacterial
decomposition of the organic carbon results in
production of carbonic acid, which dissolves car-
bonate grains. In this way, carbonate is removed and
the siliceous content as a proportion of total sedi-
ment increased. Deep-ocean circulation also leads to
fractionation of silica and carbonate between ocean
basins. In the North Atlantic, deep-water outflow is
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exchanged for surface water inflow and bottom
waters are young, nutrient poor, well oxygenated
and saturated in respect to calcium carbonate.
Sediments deposited here tend to be calcareous. In
the North Pacific, in contrast, deep water is old and
poorly oxygenated but nutrient rich, because surface
water outflow is exchanged for deep-water inflow.
Before reaching the North Pacific, the deep water
has flowed through the southern Atlantic and
Indian oceans, hence its age and low oxygen content.
However, during this long passage, microbial break-
down of organic matter (which has depleted oxygen)
produces CO, and regenerates nutrients. These
waters therefore become undersaturated in regard to
calcium carbonate but are enriched in nutrients and
dissolved silica. Upwelling of this water will cause
high surface productivity and diatom production,
resulting in deposition of siliceous oozes with little
calcareous content. Thus, pelagic sediment distri-
bution is determined by bottom water circulation,
which controls both the rate of particle dissolution
and the productivity of surface waters through
upwelling. In this way, in the modern ocean, the
Atlantic is depositing carbonate and exporting silica,
whereas in the Pacific, the reverse is happening.
However, changes in climate and continental pos-
itioning and ocean connectivity, caused by plate
motion, will affect ocean chemistry and fertility, and
hence pelagic sediment deposition and distribution.
Data from the DSDP and ODP have shown that
the distribution and relative abundance of seafloor
sediment types have changed with time. Biogenic
sediments were even more widely distributed in
Cretaceous and Early Tertiary time. The deep-ocean
sedimentary record provides a most important source
for our knowledge of the past Earth, particularly
regarding ocean fertility, geochemistry, evolution of
marine biota, and past wind regimes and patterns.
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Introduction

Dolomite was first described in 1791 as a rock by
Deodat de Dolomieu, who investigated samples
from the Italian Alps. Dolomites are of special inter-
est because they often form hydrocarbon reservoir
rocks. Despite intensive research for more than 200
years, the origin of dolomites is subject to con-
siderable controversy. This is because some of the
chemical and/or hydrological conditions of dolomite
formation are poorly understood, and because the
available data often permit more than one viable
genetic interpretation. This article covers the thermo-
dynamic and kinetic conditions that favour dolo-
mitization, mass balance considerations for the
generation of massive dolostones, dolomite textures
and pore spaces in dolostones, geochemical methods
that are used in dolomite case studies, an overview of
the various dolomitization models, and a brief section
on secular variations in dolomite abundance.

Basics

Ideal, ordered ‘dolomite’ has a formula of
CaMg(CO3), and consists of alternating layers of
Ca*"-CO3 -Mg*"-CO3 —Ca*", etc., perpendicular
to the crystallographic ¢ axis. Most natural dolomite
contains up to a few per cent Ca surplus (and a
corresponding Mg deficit), as well as less than ideal
ordering. ‘Protodolomite’ contains about 55-60%
Ca, is poorly ordered, i.e., the alternating cation
layer structure is poorly developed, and is common
as a metastable precursor of well-ordered, nearly
stoichiometric dolomite in both laboratory experi-
ments and in nature. Good arguments have been
made to abandon the term protodolomite or to re-
strict it to laboratory products, yet the term is useful
to describe metastable precursors of dolomite in
nature. The term ‘dolostone’ refers to a rock that
consists largely (>75%) of the mineral dolomite.
This term has been rejected by some, but has gained
wide acceptance during the last 20 years. The term
‘dolomites’ is the best term to use to refer to types of
dolomite that vary in texture, composition, genesis,
or a combination thereof.

Two types of ‘dolomite formation’ are common,
i.e., ‘dolomitization’, which is the replacement of

CaCO3 by CaMg(COj3),, and ‘dolomite cementa-
tion’, which is the precipitation of dolomite from
aqueous solution as a cement in primary or secondary
pore spaces. Dolomites and dolostones that originate
via replacement of CaCOQOj are called ‘replacement
dolomites’ or ‘secondary dolomites’, especially in
the older literature. A third type of dolomite forma-
tion is direct precipitation from aqueous solution to
form sedimentary deposits. Dolomites that form in
this way may be called ‘primary dolomites’.
Genetically, all natural dolomites can be placed
into two major families, i.e., ‘penecontemporaneous’
dolomites and ‘postdepositional” dolomites. Penecon-
temporaneous dolomites may also be called ‘synde-
positional’ dolomites. They form while a carbonate
sediment or limestone still resides in the original en-
vironment of deposition as a result of the geochemical
conditions that are ‘normal’ for that environment.
Such dolomites are also called ‘primary’ or ‘early
diagenetic’, although these terms are not strictly
synonymous with penecontemporaneous. True pene-
contemporaneous dolomites appear to be relatively
rare. Most known cases are of Holocene age, and
are restricted to certain evaporitic lagoonal and/or la-
custrine settings. It is quite possible, however, that such
dolomites are much more common in the geological
record than presently known, but their presence is hard
to prove because of later diagenetic overprinting.
‘Postdepositional’ dolomites may also be called
‘postsedimentary’. They form after a carbonate sedi-
ment has been deposited and removed from the active
zone of sedimentation, which may happen via pro-
gradation of the sedimentary surface, burial and sub-
sidence, uplift and emergence, eustatic sea-level
fluctuations, or any combination of these. Such dolo-
mites and dolostones are often called ‘late diagenetic’,
although this term is not synonymous with postdepo-
sitional. Almost all known examples of massive,
regionally extensive dolostones are postdepositional.
One aspect that transcends the above genetic
grouping is that of hydrology. Whether syndeposi-
tional or postdepositional, the formation of large
amounts of dolomite requires advection, i.e., fluid
flow, because of chemical mass balance constraints.
On the other hand, small amounts of dolomite can be
formed without advection. In such cases, the Mg for
dolomite formation is locally derived and redistrib-
uted, or supplied via diffusion. Examples include
dolomite formed from Mg that was contained in
(high-)Mg calcite, adsorbed to the surfaces of
minerals, organic substances, or biogenic silica, or
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that was contained in older primary or secondary
dolomites.

Thermodynamic and Kinetic
Constraints

The thermodynamic conditions of dolomite forma-
tion have been known quite well since at least the
1970s. The kinetics, however, i.e., the catalysts and
inhibitors of dolomite formation, are relatively
poorly understood and continue to be a source of
controversy.

According to the present state of knowledge, dolo-
mite formation is favoured chemically, i.e., thermo-
dynamically and/or kinetically, under the following
conditions: (1) low Ca*"/Mg*" ratios, (2) low
Ca®"/CO3™ ratios (high carbonate alkalinity), (3)
high temperatures, and (4) salinities substantially
lower or higher than that of seawater. These con-
straints translate into four essential and common
conditions for the formation of dolostones in natural
settings:

e Settings with a sufficient supply of Mg”" and CO3 ™.
This condition favours marine settings and burial
diagenetic settings with pore fluids of marine par-
entage, because seawater is the only common
Mg-rich natural fluid in sedimentary/diagenetic
settings.

® Settings with a long-lasting and efficient delivery
system for Mg®" and/or CO%~ (also exporting Ca>*
in the case of calcite replacement). This favours
settings with an active and long-lasting hydro-
logical drive.

® Carbonate depositional settings and/or limestones
that can be replaced.

® Settings in which fluids suddenly release CO,, i.e.,
from hydrothermal solutions that ascend rapidly
via fault systems.

Considering that the above chemical constraints
allow dolomite formation in almost the entire range
of surface and subsurface diagenetic settings, the
question arises as to why there are so many undolo-
mitized limestones. The essential conditions for the
common lack of dolomitization appear to be:

® Jon pair formation (especially hydration), inacti-
vating much of the Mg®" and CO3™ in solution.

o Insufficient flow because of the lack of a persistent
hydraulic head, too small a hydraulic head, or in-
sufficient diffusion, resulting in insufficient Mg*"
and/or CO3%~ supply.

® The limestones are cemented and not permeable
enough, inhibiting or prohibiting the throughput
of Mg-rich waters.

® The diagenetic fluids are incapable of forming
dolomite because of kinetic inhibition, e.g., be-
cause the environment is too cold (most kinetic
inhibitors of dolomite nucleation and growth are
rather potent at temperatures below about 50°C),
and the Ca®*"/Mg*" ratio of many cold diagenetic
fluids is not low enough for dolomitization.

The last point leads to kinetic factors, three aspects
of which deserve special mention. Firstly, almost all
researchers agree that most kinetic inhibitors that
lower the nucleation rate and growth rate of dolomite
are especially potent at temperatures below about
50°C. Hence, dolomite formation is easier at higher
temperatures. Secondly, it is also generally acknow-
ledged that dolomite forms via metastable precursors,
but the significance of this phenomenon for the
formation of massive dolostones is not clear. Thirdly,
sulphate has been shown to increase as well as de-
crease the rate of dolomitization, and thus the role of
sulphate is not clear, and may vary from place to
place, depending mainly on fluid composition and
temperature.

Mass Balance Constraints

Within the chemical constraints outlined in the previ-
ous section, the amount of dolomite that can be
formed in a given diagenetic setting depends on the
stoichiometry of the reaction, temperature, and fluid
composition. Dolomitization can be represented by
two equations, i.e.,

2CaCOs(s) + Mg?"(aq) — CaMg(CO3),(s)
+ Ca*"(aq) [1]

where ‘(s)’ is solid and ‘(aq)’ is aqueous, or by

CaCO;(s) + Mg*"(aq) + CO3 (aq)
— CaMg(CO3),(s)  [2]

Reactions [1] and [2] are end members of a range of
possible reaction stoichiometries, i.e.,

(2 — x)CaCO;(s) + Mg**(aq) + xCO3 ™ (aq)
— CaMg(CO5),(s) + (1 - x)Ca>* (aq) [3

Reaction [3] can be used to represent dolomitization
in general, as it encompasses reactions [1] and [2]. For
x =0, reaction [3] becomes reaction [1] and, for
x =1, reaction [3] becomes reaction [2]. Dolomite
cementation is most simplistically represented by

Ca®*(aq) + Mg**(aq) + 2CO3% (aq)
— CaMg(CO3),(s) [4]
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If dolomitization proceeds via reaction [1], and if
the dolomitizing solution is normal seawater, about
650m> of solution is needed to dolomitize 1m? of
limestone with 40% initial porosity at 25°C. Dolomi-
tization may not take place with 100% efficiency,
however, and some Mg in excess of saturation is
carried away by the dolomitizing solution. In such
cases, larger water/rock ratios are required for com-
plete dolomitization. If seawater is diluted to 10% of
its original concentration, as is the case in a typical
seawater—freshwater mixing zone, ten times as much
water is needed. On the other hand, only about 30 m?
of brine is needed per cubic metre of limestone at
100% dolomitization efficiency in the case of a
halite-saturated brine. The role of increasing tem-
perature in the underlying thermodynamic calcula-
tions is to reduce the amount of Mg necessary for
dolomitization, because the equilibrium constant
(and hence the equilibrium Ca/Mg ratio) is tempera-
ture dependent. For example, at 50°C, only about
450 m?® of seawater is needed for complete dolomiti-
zation of 1m? of limestone with 40% initial porosity
at 100% efficiency. The amounts of dilute and
hypersaline waters change accordingly.

These calculations have two major implications.
Firstly, large water/rock ratios are required for com-
plete dolomitization, and the more dilute the solution,
the larger the water/rock ratio. This necessitates ad-
vection for extensive and pervasive dolomitization,
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which is why all models for the genesis of massive
dolostones are essentially hydrological models. The
exceptions are natural environments in which car-
bonate muds or limestones can be dolomitized via
diffusion of magnesium from seawater rather than
by advection. Secondly, variable reaction stoichiome-
tries result in variable porosity development during
dolomite formation (see below).

Rock and Pore Classifications

Crystal size distributions are classified as ‘unimodal’
and ‘polymodal’, whereas crystal shapes are classified
as ‘planar-e’ (euhedral), ‘planar-s’ (subhedral), and
‘nonplanar-a’ (anhedral). Using this semantic scheme,
almost all other dolomite texture types can be named,
i.e., planar-c (cement), planar-p, and nonplanar-p
(both porphyrotopic). Saddle dolomite, with its dis-
tinctive warped crystal faces, is simply called non-
planar (Figure 1). A complete textural description
includes recognizable allochems or biochems, matrix,
and void fillings. Particles and cements may be unre-
placed, partially replaced, or completely replaced. Re-
placement may be mimetic or non-mimetic, which can
be added to a rock description, such as ‘unimodal,
non-mimetic, planar-s dolomite’.

Pores in dolostones are commonly addressed using
the same classification as for limestones, with pore
types such as mouldic, vuggy, shelter, etc. This
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NONPLANAR-P
(porphyrotopic)

Dolomite textural classification combined from Gregg and Sibley (1984) and Sibley and Gregg (1997), supplemented by a

‘transitional’ form. Reproduced with permission from Wright WR (2001) Dolomitization, fluid-flow and minerlization of the Lower
Carboniferous rocks of the Irish Midlands and Dublin Basin. Unpub. Ph.D. thesis, Univerisity College Dublin, Belfield, Ireland, 407 p.
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classification is independent of pore size. The latter,
however, is of special interest for the petroleum indus-
try. Another classification contains categories in
size/magnitude from the very smallest to the very larg-
est, i.e., from mercury injection capillary measure-
ments (MICPM) and scanning electron microscopy
(SEM) to karst caverns, respectively (Figure 2).

Textural Evolution

The textures and reservoir characteristics of natural
dolostones are highly variable. On the microscopic
scale, a unimodal size distribution generally results
from a single nucleation event and/or a unimodal
primary (pre-dolomite) size distribution of the sub-
strate. Polymodal size distributions result from mul-
tiple nucleation events and/or a differential nucleation
on an originally polymodal substrate. Planar crystal
boundaries tend to develop at growth below about
50°C (the so-called ‘critical roughening temperature’),
whereas nonplanar boundaries tend to develop at
T > 50°C and/or high degrees of supersaturation.
Within this framework, observations from many
dolostone occurrences show that dolomitization
often proceeds in a certain sequence of steps that
correspond to certain textural types on the macro-
scopic scale. Within limits, these steps correspond
to certain types of dolomitizing fluids (especially
seawater and its derivatives) and/or meteoric water
incursion. The most common sequence includes:

1. Matrix-selective dolomitization. Dolomitization
begins as a selective replacement of the matrix
(Figure 3).

2. Vugs and moulds. Holes resulting from the dissol-
ution of undolomitized fossils and allochems
(Figures 4 and 35).

3. Emplacement of calcium sulphate. Commonly an-
hydrite, both as a replacement and as a cement
during advanced dolomitization from seawater
(Figures 5 and 6).

4. Development of two dolomite populations.
A smaller sized population with ‘cloudy’ centres
with or without clear rims (overgrowths), and a
larger population (Figures 7 and 8) resulting either
from recrystallization or inherited from primary
textural features.

5. Dolomite cementation (‘overdolomitization’).
Dolomite cement as overgrowth on the earlier
formed dolomite crystals.

Furthermore, outcrop evidence shows that there is
a distinct difference in the textures resulting from
‘low-temperature’ versus ‘high-temperature’ dolomi-
tization of limestones. Empirical evidence suggests
that the range of 50-80°C approximately marks the
boundary between these two temperature realms. In
the low-temperature settings, dolomitization com-
monly is matrix selective and at least partially fabric
retentive, as discussed earlier, whereas dolomitization
tends to be fabric destructive in the high-temperature
settings (Figures 9 and 10). However, there are
counterexamples.

Saddle dolomite (Figures 11 and 12) is a special
type of dolomite. Its crystallographic, geochemical,
and paragenetic characteristics suggest formation at
temperatures above about 80°C. Saddle dolomite
forms from stylolitization of older dolomites, as a
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Figure 3 Uncemented Smithiphyllum and Phacelophyllum with
calcite preservation of the delicate chamber walls (trabeculae)
in partially dolomitized matrix. Sample is from the Devonian
Nisku Formation, Alberta, Canada.

by-product of thermochemical sulphate reduction,
and from hydrothermal fluids. Saddle dolomite com-
monly occurs as gangue in MVT-type metal sulphide
deposits.

Porosity and Permeability

Comparison of the molar volumes of calcite and
dolomite reveals that about 13% of porosity is gener-
ated in the so-called ‘mole-per-mole’ replacement
of calcite by dolomite according to reaction [1]
(whereby two moles of calcite are replaced by one
mole of dolomite). However, several other processes
are involved. As a generalization, dolostones can have
higher, the same, or lower porosity and permeability
than their precursor limestones, and the poroperm
evolution has to be investigated on a case-by-case
basis. Many/most dolostones have higher porosities
than limestones, and this fact may be the result of one
or several of six processes (Figure 13): (1) mole-
per-mole replacement; (2) dissolution of unreplaced
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Figure 4 Vuggy dolostone that resulted from (macro-)dissol-
ution of unreplaced calcite matrix and fossils, similar to the
sample shown in Figure 3. Connection of pores is intercrystalline
pervasive. Sample is from the Devonian Nisku Formation,
Alberta, Canada.

calcite (solution undersaturated for calcite after all
Mg in excess of dolomite saturation is exhausted);
(3) dissolution of dolomite (without externally con-
trolled acidification); (4) acidification of the pore
waters (via decarboxylation, clay mineral diagenesis,
etc.); (5) fluid mixing (‘Mischungskorrosion’); and
(6) thermochemical sulphate reduction, which may
generate porosity under certain circumstances.
Dolomitization almost invariably involves the re-
organization of permeability pathways. Commonly,
permeability increases along with porosity, and vice
versa, such as in the Upper Devonian Grosmont
Formation in eastern Alberta, which hosts a giant
heavy-oil reservoir, and in the Cambrian-Ordovician
Bonneterre Formation of Missouri, USA, which hosts
one of the world’s largest MVT-type sulphide de-
posits. Planar-e dolomites tend to have the highest
porosities and permeabilities, the latter caused by
well-connected pore systems with low pore to throat
size ratios (as indicated by mercury injection curves);
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Figure 5 Coral mouldic porosity in tight matrix dolomite. White
anhydrite occurs partially as a replacement (top right) and par-
tially as a cement in coral mouldic porosity (centre and bottom
right). From the Devonian Nisku Formation, Alberta, Canada.

in planar-s dolomite, the permeabilities do not in-
crease as rapidly with increasing porosity, corres-
ponding to relatively large pore to throat size ratios;
nonplanar dolomites have a statistically insignificant
porosity—permeability relationship, whereby the pore
systems have a high tortuosity and large pore to
throat size ratios. Some authors have disputed that
there is a systematic correlation between porosity and
permeability in dolostones, or that these two petro-
physical parameters are enhanced in dolostones rela-
tive to limestones. The Grosmont and the Bonneterre
clearly show, however, that there is a relationship
between porosity and permeability in at least
some major and economically important dolostone
sequences.

In cases of mole-per-mole replacement, the fabrics
of the original limestone must be at least partially
obliterated in order to account for the volume change
during the replacement process. On the other hand,
limestones dolomitized in a volume-per-volume re-
placement should not contain secondary intercrystal

Figure 6 Thin section photomicrograph of the sample shown
in Figure 5.

pores or dolomite cements, and the primary textures
may be partially or largely, even mimetically (if the
crystal size is very small), preserved. Partial or com-
plete obliteration of primary textures can occur even
in a volume-per-volume replacement, however, if
there is a marked change in crystal size (usually an
increase, due to Ostwaldt ripening) and/or porosity
redistribution.

Dolomite Geochemistry

A wide range of geochemical methods may be used
to characterize dolomites and dolostones, and to
decipher their origin. One aspect of particular interest
is the determination of the type of the dolomitizing
fluid(s), i.e., marine, evaporitic, subsurface brine,
etc., and the identification of the direction of fluid
flow during dolomitization. The latter can often
be ascertained by mapping a gradient in dolomite
abundance, i.e., complete dolomitization near the
upflow direction and decreasing abundance down-
flow. However, this approach necessarily fails where
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Figure 7 Dolostones consisting of domains of relatively tight,
light to medium grey dolomite intergrown with domains of highly
porous, brownish dolomite. From the Devonian Nisku Formation,
Alberta, Canada.

dolomitization is ‘complete’ or where exposure and/
or core are insufficient. In such cases, the geochemical
composition of dolomites can be used, within limits,
to determine the fluid composition and/or the flow
direction during dolomitization.

Oxygen and carbon isotope ratios (6'%0 and 6'°C)
are the most widely applied and probably best under-
stood geochemical methods in dolomite research.
5180 values of carbonates can be used, within limits,
to determine the 0'%0 value and/or temperature of
the fluid present during crystallization, including a
possible distinction between meteoric, marine, and/
or evaporitic waters.

Fluid inclusion homogenization temperatures argu-
ably are the best method to determine the tempera-
ture of formation of dolomites (and other minerals),
in addition to the highly desirable information on
fluid compositions that can be gained from freezing
experiments. Unfortunately, the vast majority of fluid
inclusions in dolomites are too small for standard
heating—freezing runs, as phase transitions within
the inclusions are not observable. This is especially

Figure 8 Thin section photomicrograph of the sample shown
in Figure 7 from the boundary region between the two dolomite
types.

true of matrix-selective, replacive dolomites. On the
other hand, the sparry saddle dolomite cements found
in late-diagenetic dissolution vugs, but also as a re-
placement, commonly yield excellent fluid inclusion
data.

Where possible, fluid inclusion homogenization
temperatures are used in conjunction with §'%0 values
to further characterize the conditions of dolomite
formation. This type of analysis can reveal the direc-
tion(s) and temperature gradient(s) of the dolomitiz-
ing fluid flow on a local scale (a few kilometres) or
on a regional scale (over several hundred kilometres).
Mapping and contouring of the oxygen isotope
and/or fluid inclusion homogenization temperatures
have shown clear, spatially resolved gradients in some
locations. Unfortunately, such gradients do not appear
to be common.

The 0'2C values of the carbonates can be used to
identify whether meteoric water (carrying soil CO,)
was involved, whether thermogenic or biogenic CHy4
was oxidized, whether CO, from microbial pro-
cesses Or organic matter maturation was available,
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Figure 9 Outcrop photograph of Upper Carboniferous carbon-
ates from the southwestern Cantabrian Zone, Spain: high-
temperature dolomitization of limestones. The dolostone
appears dark where covered with lichen (upper right corner),
yet light beige where cleaned of lichen (centre). The lime-
stone (left) has a medium grey colour. Note the sharp contacts
between limestones and dolostones, and that sedimentary and
diagenetic textures visible in the limestones are obliterated in
the dolostones. Hammer for scale.

or whether thermochemical sulphate reduction con-
tributed carbon to the carbonates. Also, there is a
secular carbon isotope trend that may be used in the
dating of marine dolostones, but only under very
favourable circumstances.

Radiogenic isotopes are less commonly used in
studies of carbonate diagenesis, mainly because they
are analytically much more expensive. Yet, strontium
isotopic compositions (usually quoted as ®7Sr/*°Sr
ratios) are an excellent parameter to deduce compos-
itional changes and, especially, flow directions of the
fluids from which the diagenetic carbonates have
formed. This is because strontium isotopes, as op-
posed to the more commonly used stable isotopes of
oxygen and carbon, are not fractionated by pressure,
temperature, and (as in the case of carbon) microbial
processes.
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Figure 10 Outcrop photograph of Upper Carboniferous car-
bonates from the southwestern Cantabrian Zone, Spain: high-
temperature dolomitization of limestones. The dolostone is light
coloured and at the bottom. Note the sharp contacts between
limestones and dolostones, and that sedimentary and diage-
netic textures visible in the limestones are obliterated in the
dolostones. Hammer for scale.

The direction of fluid flow can also be determined
using trace elements, which is especially attractive
because trace element analysis is the cheapest of all
the common geochemical methods. Trace element
trends have been documented in several Phanerozoic
dolostone sequences.

For all practical applications, i.e., the determin-
ation of fluid composition and/or fluid flow direction,
the absence, presence, and/or degree of recrystalliza-
tion is important. If changes via recrystallization in
texture, structure, composition, and/or palaeomag-
netic properties are so small that the total data
range after recrystallization is the same as when the
dolomite first formed, a dolomite/dolostone is said to
be ‘insignificantly recrystallized’ (Figure 14, top), and
its properties are still representative of the fluid and
environment of dolomitization. On the other hand, if
these changes result in data ranges that are larger than
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Figure 11

Core specimen of milky-white saddle dolomite
cement in a vug that is coated with solid bitumen (‘dead oil’).
Host rock is grey matrix dolomite. Saddle dolomite appears as
alarge crystal in the centre and lower right, with undulous extinc-
tion. From the Devonian Nisku Formation, Alberta, Canada.

the original ones, a dolomite/dolostone is said to be
‘significantly recrystallized’ (Figure 14, bottom), and
its properties are no longer representative of the fluid
and environment of dolomitization. In this case, the
measured properties are reset and they characterize
the last event of recrystallization. Furthermore, not
all measurable properties must be reset during recrys-
tallization. For a dolomite to be recognized as signifi-
cantly recrystallized, only one of the measurable
properties has to be modified to a range larger than
the original one. In this case, inherited properties may
still represent the event of dolomitization, whereas
reset properties represent recrystallization.

Most dolomites that originally form very close to
the surface and/or from evaporitic brines tend to
recrystallize with time and during burial, because
they form as metastable protodolomite phases that
become thermodynamically highly unstable as a
result of increasing temperature, increasing pressure,
and changing fluid composition. On the other hand,

Figure 12 Thin section photomicrograph (transmitted light with
crossed polarizers) of the sample shown in Figure 11.

dolomites that form at several hundred to a few thou-
sand metres of depth are not or hardly prone to
recrystallization, because these dolomites tend to
form as rather stable (nearly stoichiometric, well-
ordered) phases, whose stability does not change
much during further burial and with increasing time.

Another important aspect of dolomite research re-
quiring the application of geochemical methods is the
recognition of hydrothermal activity. In many studies,
the presence of saddle dolomite has been taken as an
indication of elevated heat flow and/or increased
temperatures during dolomite formation. However,
the presence of saddle dolomite merely indicates a
temperature of formation that is relatively high in
the context of diagenetic studies. Its presence in
uplifted dolomites, or in structurally inverted subsur-
face systems currently at lower temperatures, may
merely reflect processes formerly operating at
depths (and temperatures) at or around maximum
burial and with normal geothermal gradients. Saddle
dolomite may be hydrothermal, geothermal, or
hydrofrigid (Figure 15). A distinction between these
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Figure 13 Major processes of porosity and permeability (‘poroperm’) generation, preservation, and reduction in carbonates. The
inset contains averaged porosity/depth data from Mesozoic and Cenozoic limestones and dolostones in south Florida (broken curve;
from Schmoker and Halley (1992)) and from the Jurassic Smackover oolite carbonate reservoirs in the southern USA (full curves,
which envelop the measured maximum and minimum values below depths of about 1.5 km; from Scholle and Halley (1985) and Heydari
(1997)). The Florida trend can be considered typical for most carbonates elsewhere. The large variations in Smackover carbonates at
any given depth reflect highly variable degrees of porosity generation, preservation, and reduction due to various competing
diagenetic processes. Reproduced with permission from Machel HG (1999) Effects of groundwater flow on mineral diagenesis, with
emphasis on carbonate aquifers. Hydrogeology Journal 7: 94—107, ©1999 Springer-Verlag.

alternatives can only be made if the temperature of
formation of saddle dolomite is considered relative to
the temperature of the surrounding rocks at the time
of saddle dolomite formation, e.g., via fluid inclusion
data in silicates or other carbonates, vitrinite reflect-
ance data, reconstruction of maximum burial and
geothermal gradient, etc.

Environments and Models of
Dolomitization

In near-surface and shallow diagenetic settings, dolo-
mitization models are defined and/or based on water
chemistry, but on hydrology in deeper burial diage-
netic settings. This poses an obvious dilemma when
some type of near-surface diagenetic fluid moves
into the deeper subsurface, and when deeper subsur-
face fluids (commonly brines) ascend into shallow
diagenetic settings. Research over the last 15-20 years
has revealed several such ‘cross-overs’ or ‘overlaps’
between models, which has resulted in unnecessary
ambiguities in semantics and classification.

Penecontemporaneous Dolomites and the
Microbial/Organogenic Model

In shallow marine to supratidal environments, pene-
contemporaneous dolomites commonly form in

quantities of <5 vol.%, mostly as Ca-rich and poorly
ordered, microcrystalline to fine crystalline cements
and/or directly from aqueous solution. These occur-
rences include: lithified supratidal crusts (e.g., Andros
Island, Sugarloaf Key, Ambergris Cay); thin layers
in salinas (e.g., Bonaire, West Caicos Island) and
evaporative lagoons/lakes (e.g., Coorong); and fine
crystalline cements and replacements in peritidal sedi-
ments (e.g., Florida Bay, Andros Island). The dolo-
mite-forming fluids are normal seawater and/or
evaporated seawater, in some cases with admixtures
of evaporated groundwater. There are also cases of
penecontemporaneous dolomite formation in associ-
ation with volcanics or volcanic activity, dolomite as
fine crystalline supratidal weathering products of
basic rocks, and hydrothermal dolomite forming at
submarine vents. One especially important type in
this group, commonly classified under hypersaline
dolomites, forms lenses and layers of up to 100
vol.% dolomite in sabkhas.

Penecontemporaneous dolomites in hemipelagic to
pelagic settings commonly form in very small quan-
tities as microcrystalline protodolomites, generally
with less than 1wt.%. However, under favourable
circumstances, the amount of dolomite can reach up
to 100 vol.% locally. For example, Miocene hemipe-
lagic carbonate sediments from the margin of the
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Figure 14 Schematic illustration of insignificant and significant
recrystallization. For the properties shown, i.e., §'°C and
5'®0 values, crystal sizes, and luminescence, the pristine and
recrystallized samples are the same in the case of insignificant
recrystallization, but different, despite some overlap, in the case
of significant recrystallization, i.e., at least some isotope values
of the recrystallized samples fall outside the range of the pristine
samples. The crystals also have increased in size and lost
their respective zonations (concentric, sector, oscillatory). Re-
produced with permission from Machel HG (1997) Recrystalliza-
tion versus neomorphism, and the concept of ‘significant
recrystallization’ in dolomite research. Sedimentary Geology 113:
161-168.

Great Bahama Bank are partially to completely dolo-
mitized over a depth range of about 50-500 m subsea.
In this setting, dolomite forms as a primary void-
filling cement and by replacing micritic sediments,
red algae, and echinoderm grains.

Both settings of penecontemporaneous dolomite
formation mentioned above appear to be linked to
the ‘microbial model’ or ‘organogenic model’ of dolo-
mitization. According to this model, dolomite may be
formed syndepositionally or early postdepositionally,
i.e., at depths of a few centimetres to a few hundred
metres, under the influence of, or promoted by, bac-
terial sulphate reduction and/or methanogenesis. The
latter is indicated by organogenic 6'°C values. The
exact role of microbial activity in reducing the notori-
ous kinetic barriers to dolomitization is unknown,

although it seems likely that the reduction of Mg
and Ca hydration barriers, an increase in alkalinity,
and/or changes in pH are involved. Most microbial/
organogenic dolomites are cements; some are repla-
cive, typically fine crystalline to microcrystalline (less
than 10 um), calcic and poorly ordered protodolo-
mites. The chief modes of Mg supply are diffusion
from the overlying seawater and/or release from Mg
calcites and clay minerals, which obviously places
severe limits on the amounts of dolomite that can be
formed. Microbial/organogenic dolomites may act as
nuclei for later, more pervasive dolomitization during
burial.

Hyposaline Environments and the Mixing
Zone Model

Hyposaline environments are those with salinities
below that of normal seawater (35 g 17"). These en-
vironments include coastal and inland freshwater/
seawater mixing zones, marshes, rivers, lakes, and
caves. Virtually all hyposaline environments are
near-surface to shallow burial diagenetic settings at
depths of less than about 600-1000 m.

One hyposaline environment, the coastal fresh-
water/seawater mixing zone (often simply called
mixing zone), has given rise to one of the oldest and
most popular models, i.e., the ‘mixing zone model’
(also called the Dorag model) for dolomitization.
However, the mixing model has been overrated with
regard to its potential to form massive dolostones.
Not a single location in the world has been shown
to be extensively dolomitized in a freshwater/sea-
water mixing zone, in recent or in ancient carbonates,
and several lines of evidence indicate that massive
dolomitization in mixing zones is so unlikely as to
be virtually impossible. Rather, mixing zones tend to
form only very small amounts of dolomite, com-
monly along with substantial dissolution porosity,
up to the scale of caves. A striking example is the
vast cave system with essentially no dolomite gener-
ated by mixing zone diagenesis along the coastline
of the Yucatan Peninsula, Mexico. The main role of
coastal mixing zones in dolomitization may be as
a hydrological pump for seawater dolomitization,
rather than a geochemical environment favourable
for dolomitization.

Most true mixing zone dolomites are petrologically
and geochemically distinct. The crystals tend to be
relatively clear, planar-e or planar-s, stoichiometric,
well-ordered rhombs. However, some mixing zone
dolomite is protodolomite. Crystal sizes commonly
range from 1 to 100 um, but may reach several
millimetres in some cases. Most mixing zone dolo-
mite occurs as cements in microscopic interstices and
macroscopic voids, moulds, vugs, and caverns, and
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Figure 15 Hydrothermal, geothermal (formed in thermal equilibrium with the surrounding rocks), and hydrofrigid mineral formation.
Reproduced with permission from Machel HG and Lonnee J (2002) Hydrothermal dolomite — a product of poor definition and

imagination. Sedimentary Geology 152: 163—171.

subordinately as a replacement. Alternating gener-
ations or growth zones of calcite/dolomite are
common in coastal mixing zones with rapid and
cyclical changes of salinity.

Hypersaline Environments and the Reflux and
Sabkha Models

Hypersaline environments have salinities greater than
that of normal seawater and are widespread at lati-
tudes of less than about 30°, while some occur at even
higher latitudes. Hypersaline environments thus de-
fined include the so-called mesohaline (also called
penehaline) environments, which are mildly hypersa-
line, i.e., between normal seawater salinity (35gl™")
and that of gypsum saturation (about 120gl™"). In
all these types of environment, dolomite is formed
from water whose salinity is controlled by surface
evaporation, that is, in near-surface and shallow
burial diagenetic settings.

The (evaporative) reflux model of dolomitization
was originally proposed for seawater evaporated
beyond gypsum saturation in lagoonal and shallow
marine settings on a carbonate platform behind a
barrier, such as a reef. Surficial water circulation on
the platform is severely restricted because of the
barrier, which leads to evaporation and a landward
salinity gradient behind the barrier. The evapor-
ated seawater flows downwards into and seaward
through the platform sediments because of its in-
creased density (active reflux), thereby dolomitizing
the penetrated sediments. Platforms can be pene-
trated by mesohaline reflux to depths of several
hundred metres. Furthermore, numerical modelling
predicts that ‘latent reflux’ flows the a platform

after the evaporative generation of brine ceases at
the platform top, which can be expected after a sig-
nificant rise in sea-level with concomitant freshening
of the waters on the platform. However, a platform
can be dolomitized completely only if it has very high
permeability and does not contain aquitards (such as
shale or evaporite layers), and if reflux is permitted to
persist for a very long time. The published literature
provides several examples of localities that probably
were dolomitized by evaporative reflux, including
the Permian carbonates of west Texas and New
Mexico, and the peritidal Jurassic carbonates of
Gibraltar. Whether active or latent, all refluxing
brines exit or even landward of the platform margin,
which confines reflux dolomitization to the platform
interior.

The sabkha model of dolomitization is hydrologic-
ally and hydrochemically related to the reflux model.
Sabkhas are intertidal to supratidal deflation surfaces
that are flooded episodically. In the sabkha of the
Trucial Coast of Abu Dhabi, the type location of
the sabkha model for dolomitization, Mg for dolomi-
tization is supplied synsedimentarily/penecontempor-
aneously by seawater that is propelled periodically
onto the lower supratidal zone and along remnant
tidal channels by strong onshore winds. The seawater
has normal to slightly elevated salinity (up to about
38g1™1), but becomes significantly evaporated beyond
gypsum saturation on/within the supratidal flats,
through which it refluxes via its increased density,
similar to flow in the reflux model. Sabkha dolomite
appears to form via evaporative pumping in a narrow
(1-1.5km) fringe next to the strandline, and in the
flooded tidal channels that extend more landward. In
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the Abu Dhabi sabkha, the best dolomitized parts
contain 5 to about 65 wt.% protodolomite. Dolomite
forms as a cement and aragonite is replaced, but
lithification does not occur, or only partially. Further-
more, dolomitization is restricted to the upper 1-2 m
of the sediments, and appears to be most intense
where the pore waters become chemically reducing,
which leads to enhanced carbonate alkalinity via sul-
phate reduction and/or microbial methanogenesis.
Therefore, sabkha dolomites are texturally and geo-
chemically similar to organogenic dolomites in some
respects, i.e., they tend to form as protodolomite
and may have reduced carbon isotope ratios. In
most respects, the Abu Dhabi sabkha appears to be
a good recent analogue for dolomitization in many
ancient intertidal to supratidal flats, such as landward
of the famous Permian carbonates of Texas and
New Mexico. Rather than forming reservoir rocks,
these dolostones — including the associated evapor-
ites — generally form tight seals for underlying hydro-
carbon reservoirs. More generally, sabkhas and
similar intertidal to supratidal environments in more
humid climates typically form small quantities of fine
crystalline protodolomite in thin beds, crusts, or
nodules, either within the upper 1-2m of sediment,
or at the sediment surface. Repeated transgressions
and regressions may stack such sequences upon one
another to cumulative thicknesses of several tens
of metres.

Seawater Dolomitization

Most postdepositional formation of massive dolos-
tones probably results from ‘seawater dolomitiza-
tion’. There are a group of models of seawater
dolomitization, whose common denominator is sea-
water as the principal dolomitizing fluid, and which
differ in hydrology and/or depth and timing of dolo-
mitization. All dolomites belonging to this group are
postdepositional.

The Cenozoic dolostones of the Bahama platform,
often used as an analogue for older dolomitized car-
bonate platforms elsewhere, can be considered the
type location for seawater dolomitization. Extensive
petrographical and geochemical data indicate that
seawater and/or chemically slightly modified sea-
water was the principal agent of dolomitization in
the Bahama platform at shallow to intermediate
depths and commensurate temperatures of less than
about 60°C.

The hydrology of and during seawater dolomitiza-
tion is still very much contested. Various hydrological
systems have been invoked to drive the large amounts
of seawater needed for pervasive dolomitization
through the Bahama platform, i.e., thermal convec-
tion, a combination of thermal seawater convection

and reflux of slightly evaporated seawater derived
from above, or seawater driven by an overlying
freshwater/seawater mixing zone during partial plat-
form exposure, possibly layer by layer in several
episodes.

The Bahamas’ dolostones actually represent a
hybrid with regard to the traditional, conventional
classifications of models. Petrographical and geo-
chemical data indicate that seawater was the princi-
pal dolomitizing agent, yet thermal convection, as a
hydrological system and drive for dolomitization, is
better classified under the burial (subsurface) models
discussed below. Analogously, the regionally ex-
tensive Devonian dolostones in Alberta, western
Canada, are also a hybrid with regard to the conven-
tional dolomitization models. These Devonian dolos-
tones probably formed at depths of 300-1500 m at
temperatures of about 50-80°C from chemically
slightly modified seawater, and have been classified
as burial dolostones. Another example is represented
by the regionally extensive dolostones of the Carbon-
iferous of Ireland, which are petrographically and
geochemically very similar to the Devonian dolos-
tones of Alberta, and whose genesis has been inter-
preted in an analogous manner. In all cases, the
hydrology that facilitated dolomitization is unclear,
with thermal convection, reflux, compaction, tec-
tonic expulsion, or a combination thereof, as alterna-
tives. The regionally extensive dolostones of the
Cretaceous Soreq Formation in Israel represent a
Mesozoic example of this type of dolomitization.
These Palaeozoic and Mesozoic dolostones can be
(re-)classified along with the Cenozoic Bahama dolo-
stones as ‘seawater dolomites’. This classification
dilemma arises from the historical evolution of our
understanding of these dolostones, rather than
invalidating the earlier ‘burial’ interpretations.

Intermediate to Deep Burial (Subsurface)
Environments and Models

Burial (subsurface) environments are those removed
from active sedimentation by burial, and in which the
pore fluid chemistry is no longer entirely governed by
surface processes, i.e., where water-rock interaction
has modified the original pore waters to a significant
degree, or where the fluid chemistry is dominated
by subsurface diagenetic processes. The textures,
porosities, and permeabilities of dolostones formed
in intermediate and deep burial settings are variable.
These textures in themselves are not indicative of the
depth of burial. However, three specific textural char-
acteristics may be used to indicate considerable
burial: dolomites cross-cut by stylolites suggest burial
of at least 600 m (stylolites in dolostones appear to
require at least 600 m of burial); the absence of planar
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crystals suggests temperatures of formation or re-
crystallization in excess of the critical roughening
temperature of about 50°C; and the presence of
saddle dolomite suggests temperatures of formation
in excess of about 80°C.

All burial (subsurface) models for dolomitization
essentially are hydrological models. They differ
mainly in the hydrological drives and direction(s) of
fluid flow. Four main types of fluid flow take place in
subsurface diagenetic settings: (1) compaction flow;
(2) thermal convection; (3) topography driven flow;
and (4) tectonically driven flow. Combinations of
these flow regimes and associated fluid compositions
are possible under certain circumstances.

The oldest burial model of dolomitization is the
compaction model, according to which seawater
and/or its subsurface derivative(s), that were buried
along with the sediments, are pumped through the
rocks at several tens to several hundreds of metres as
a result of compaction dewatering.

The compaction model in its original form was
never especially popular because burial compaction
can only generate fairly limited amounts of dolostone
due to the limited amounts of expelled water. How-
ever, despite this mass balance constraint, the com-
paction model remains a viable alternative for burial/
subsurface dolomitization where funnelling of the
compaction waters is/was possible.

Thermal convection is driven by the temperature
gradient prevailing across sedimentary strata, which
is vertical in most geological situations, except in
cases of vigorous advection, igneous intrusions, or in
the proximity to plate boundaries and/or orogenic
fronts, all of which can ‘distort’ the normal subverti-
cal temperature gradient. Where the temperature
gradient and average rock permeability are high
enough, convection cells may become established. In
principle, there are two types of convection, i.e., open
and closed, although mixed cases are possible. Open
convection cells (also called half-cells) may form in
carbonate platforms that are open to seawater re-
charge and discharge laterally and at the top, respect-
ively. Numerical modelling has shown that the
magnitude and distribution of permeability are the
most important parameters governing flow and dolo-
mitization, and that this type of convection can be
active to a depth of about 2-3 km, provided that the
sequence does not contain effective aquitards, such as
(overpressured) shales or evaporites. The amounts of
dolomite that can be formed are theoretically very
large, i.e., dolomite can be formed as long as convec-
tion is sustained, because Mg is constantly (re-)sup-
plied from the surrounding seawater. However, even
at a moderate width of only 40 km, complete dolo-
mitization in a 2km thick sequence takes about

30-60 million years, which is much longer than the
time during which most carbonate platforms remain
laterally open to seawater recharge. Hence, most
carbonate platforms, even if subjected to thermal
convection by seawater, would at best become only
partially dolomitized during the time that they were
open to seawater recharge.

Closed convection can occur, in principle, in any
sedimentary basin over tens to hundreds of metres of
thickness, provided that the temperature gradient is
high enough relative to the permeability of the strata.
As a rule of thumb, however, such convection cells
will only be established, and capable of dolomitizing
a carbonate sequence of interest, if a sequence is
highly permeable and not interbedded with aquitards.
Such conditions are rarely fulfilled in typical sedi-
mentary basins, most of which do contain effective
aquitards. Furthermore, even if closed thermal con-
vection cells are established, the amounts of dolomite
that can be formed are limited by the pre-convection
Mg content of the fluids, even more so than in the
case of compaction flow, as no new Mg is supplied to
the system and ‘compaction funnelling’ is not pos-
sible. Therefore, extensive, pervasive dolomitization
by closed cell thermal convection is highly unlikely.

Convection cells invariably have rising limbs that
penetrate the overlying and cooler strata, linking
thermal convection to hydrothermal dolomitization.
There are well-documented examples of hydrother-
mal dolomite on a local and regional scale. Most
cases of hydrothermal dolomitization are rather
small and restricted to the vicinity of faults and frac-
tures and/or localized heat sources. One striking case
of this type is the Pb-Zn mineralized Navan dolomite
plume in Ireland, and another is a dolomitized plume
in the Latemar in the Italian Alps. There are also some
cases of larger scale, even regionally extensive hydro-
thermal dolomitization, such as the Middle Devonian
Presqu’ile barrier, which forms an aquifer in north-
western Canada that contains abundant saddle dolo-
mite as a replacement and as a cement, including
MVT-type mineralization near the discharge area
at Pine Point. Texturally, most true hydrothermal
dolomite is saddle dolomite.

Topography driven flow takes place in all uplifted
sedimentary basins that are exposed to meteoric re-
charge. With time, topography can drive enormous
quantities of meteoric water through a basin, often
concentrated by water-rock interaction (especially
salt dissolution), and preferentially funnelled through
aquifers. Volumetrically significant dolomitization
can only take place, however, where the meteoric
water dissolves enough Mg en route before en-
countering limestones. This does not appear to be
common.
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Another type of flow that has been suggested to
result in pervasive dolomitization is tectonically
driven squeegee-type flow. In this type of flow system,
metamorphic fluids are expelled from crustal sections
affected by tectonic loading so that basinal fluids are
driven towards the basin margin. Metamorphic fluids
could be injected into compaction and/or topography
driven flow, with attendant fluid mixing. However, it
is doubtful whether tectonically induced flow, or the
related fluid mixing, can form massive dolostones.
Diagenetic studies on this type of flow system suggest
that the fluxes are low and short lived.

Secular Distribution of Dolostones

The relative abundance of dolostones that originated
from the replacement of marine limestones appears to
have varied cyclically through geological time, com-
monly referred to as secular variation. Early data
suggested that dolomite was most abundant in rocks
of the Early Palaeozoic systems and decreased in
abundance with time. Relatively recent reassessments
of the dolomite distribution throughout time revealed
two discrete maxima of ‘significant early’ dolomite
formation (massive early diagenetic replacement of
marine limestones) during the Phanerozoic, i.e., the
Early Ordovician/Middle Silurian and the Early
Cretaceous.

Various explanations have been proposed for this
phenomenon, i.e., that periods of enhanced early
dolomite formation were related to or controlled by
plate tectonics and related changes in the compos-
itions of the atmosphere and seawater, such as an
increased atmospheric CO; level, high eustatic sea-
level, low saturation state of seawater with respect to
calcite, changes in the marine Mg/Ca ratio, or low
atmospheric O, levels that coincided with enhanced
rates of bacterial sulphate reduction. It appears pos-
sible that a combination of two or more of these
factors was involved. Perhaps the most elegant ex-
planation is that the secular dolomite variations are
the result of the lengthy induction period for dolomite
formation that was observed in laboratory experi-
ments. Marine carbonates in prolonged contact with
seawater may be dolomitized because they remained
in contact with the dolomitizing solution (seawater)
long enough to exceed the induction period. On the
other hand, undolomitized carbonates were not in
contact with seawater for long enough, and metasta-
ble precursors to dolomite that may have formed
were destroyed by freshwater diagenesis during inter-
vening periods of exposure. The secular variations in
marine dolomitization may thus reflect periods of
seawater contact longer or shorter than the induction
period.
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Deposits Produced by the
Evaporation of Seawater

Seawater is considered to be the major or the only
feedstock capable of generating large bodies of evap-
orite. All deposits of potash salts are associated with
large basin-central evaporites and, consequently, are
believed by most to have been formed by the evapor-
ation of seawater. The problem with this marine
origin is that the chemical and mineralogical charac-
ters of most potash deposits depart significantly from
those that would be expected from simple seawater
evaporation. If the marine origin is correct, then
other processes must have been involved to cause
the differences.

Seawater becomes progressively more concentrated
as it evaporates until it is supersaturated with respect
to a particular mineral phase, which then precipitates.
Precipitation of a salt preferentially extracts chemical
components from the seawater-derived brine, altering
its overall composition. Initially, calcium combines
with bicarbonate, but, after seawater has been con-
centrated approximately 3.5 times, gypsum (CaSOy -
2H,0) saturation is reached and calcium and sul-
phate are extracted from the brine. Seawater contains
abundant sulphate, and, after the greater part of the
calcium has been extracted (as carbonates and as
gypsum), fully two-thirds of the original sulphate
remains in the brine. At this stage, and in all subse-
quent stages of evaporation, a marine-derived brine
will be impoverished in calcium and should contain
abundant sulphate.
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The next mineral to precipitate by continued sea-
water evaporation is halite (NaCl), and this extracts
sodium and chloride from the brine. At about 60
times seawater concentration, the sulphate remaining
in the brine should begin to be removed in the form of
various magnesium sulphate minerals. Only after
considerable amounts of sulphate have been elimin-
ated from the brine will the next mineral — carnallite
(hydrated magnesium and potassium chloride) — pre-
cipitate. Finally, at the last stages of concentration,
the mineral bischoffite (MgCl,) is precipitated.

Typical Composition of
Evaporite Deposits

Only about 10% of all potash-bearing evaporites
contain significant quantities of magnesium sulphate,
which would be expected from simple seawater evap-
oration. Of these 10%, all differ from direct seawater
precipitation sequences in having different magne-
sium sulphate minerals in different amounts from
those expected. These differences can be explained
in two ways. First, most magnesium sulphates pre-
cipitated during experimental seawater evaporation
are highly unstable hydrous phases. These alter to
less hydrous minerals upon burial. Second, during
evaporation, the concentrated brines may react with
previously precipitated calcium sulphate to form the
mineral polyhalite. This reaction removes sulphate
and potassium from the brine, so changing its com-
position. Further evaporation of this modified brine
is capable of generating the mineral sequences found
in 10% of potash salt deposits.

The majority of potash salts, however, differ sub-
stantially from those expected to result from seawater



SEDIMENTARY ROCKS/Evaporites 95

evaporation. After halite has precipitated, the next
mineral to appear is carnallite (hydrous magnesium
and potassium chloride) or sylvite (potassium chlor-
ide); usually there are no magnesium sulphates. The
uppermost parts of some deposits, especially from the
Atlantic-marginal Cretaceous salt basins of Brazil
and Gabon, also contain the mineral tachyhydrite
(hydrous calcium chloride). This highly soluble salt
(which dissolves in atmospheric moisture) must rep-
resent the final evaporative stages of a brine. How-
ever, if this brine were concentrated seawater, then all
the available calcium should have been extracted at a
much earlier evaporative stage, during gypsum and
early-stage halite precipitation.

Sylvite should not precipitate during simple seawater
evaporation. Some sylvite can be explained as a later
alteration product of carnallite, but in other cases
textural evidence indicates that sylvite is a primary
mineral. The absence of magnesium sulphates can-
not be explained by later diagenetic changes (for in-
stance, converting them to carnallite) because textural
evidence also suggests that much carnallite is primary.

The Missing Sulphate

The brines that precipitated potash deposits low in
magnesium sulphate did not lack magnesium (carnal-
lite and bischoffite contain this element), and so the
problem is to explain why marine-derived evaporites
are impoverished in sulphate in their later evaporative
stages.

Explanations of this missing marine-derived sul-
phate are unsatisfactory. One hypothesis suggests
that sulphate is removed from the brine by the add-
ition of river water containing additional calcium.
This calcium strips the brine of its remaining sulphate
by the precipitation of additional gypsum. Simple
calculations indicate that the amount of river water
needed would be enormous and more than enough to
dilute the brines so that no evaporites would form in
the first place.

A commonly proposed explanation is that sulphate
is removed by the activity of sulphate-reducing bac-
teria. The sulphate is reduced to hydrogen sulphide,
which is then lost to the atmosphere. Hite convin-
cingly argued, by analogy with Holocene environ-
ments, that sulphate reduction would be confined to
the uppermost metre of sediment, and so the sulphate-
reducing capabilities of evaporite basins would be
limited. His calculations showed that bacteria would
be unable to remove all the seawater sulphate and,
furthermore, that the amount of organic carbon re-
quired to reduce the marine sulphate could not be
supplied, even if evaporite basins were extraordinarily
productive.

The problem of the missing sulphate exists only if
seawater was the original feedstock. It is clear from
the presence of tachyhydrite in some sequences that
either the seawater was substantially modified or
some other water was evaporated to generate the
potash salts. In essence, no brine containing more
sulphate than calcium (including all modern sea-
water-derived brines) can generate tachyhydrite and
evaporites deficient in magnesium sulphate, whereas
these sequences can be generated if waters are used
where more calcium than sulphate is present. By def-
inition, any concentrated water that has excess cal-
cium (calcium > sulphate + bicarbonate) is a calcium
chloride brine.

Hardie believed that evaporites that are impover-
ished in magnesium sulphate formed by the evapor-
ation of calcium chloride brines that were generated
in rift or transtensional basins — basins with high heat
flows and active hydrothermal groundwater circula-
tions. Calcium chloride brines are being expelled
today in these types of basin. Groundwater circulates
deep in the crust and reacts with hot host rocks.
Hydration of host-rock minerals removes water,
concentrating the groundwater into a brine. The hot
brine reacts with calcium-bearing minerals, com-
monly feldspars (exchanging sodium for calcium),
and some of the expelled calcium reacts with any
groundwater sulphate to precipitate anhydrite, thus
stripping the brine of its contained sulphate. The final
product is a brine that is depleted in sulphate and
enriched in calcium. When heated, these brines
become buoyant and may be expelled to the surface,
where they evaporate.

Evaporites as Hydrothermal Deposits
in Rift Basins

Rift and transtensional basins are ideal locations for
evaporites to form. Commonly they are isolated
or have very restricted access to the ocean. Even if
they are not located in arid climatic zones, they may
develop evaporites by virtue of uplifted rift shoul-
ders or transpression ridges causing orographic arid-
ity. Calcium chloride waters entering such basins
as hot springs can evaporate and generate evaporite
sequences without magnesium sulphate minerals.
Many evaporites deficient in magnesium sulphate
are located in present-day and ancient rift basins.
When hydrothermal waters are the only feedstock,
the resultant evaporites may be entirely deficient
in calcium and other sulphates. Evaporite sequences
should have little, if any, gypsum and anhydrite. It is
also possible, however, that the main water in the
basin is seawater but that this is substantially modi-
fied by the addition of relatively small volumes of
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hydrothermal brines, which nevertheless carry large
amounts of dissolved materials. Hardie calculated
that modern seawater could be modified by the add-
ition of only just over 3% Salton Sea brine into water
that would not precipitate evaporites containing
magnesium sulphate.

Evaporites in Non-Rift Basins

Hardie’s hydrothermal brine explanation is not con-
vincing for some evaporite sequences because they
occur in non-rift basins. Kendall provided an alterna-
tive explanation for some of these evaporites. Desic-
cation of large evaporite basins produces large and
deep depressions. This induces a hydrodynamic
drive, which causes subsurface waters to migrate
into the basins, where they evaporate. Dolomitization
of limestones by migrating formation waters with sea-
water-like compositions would release calcium and
generate calcium chloride waters. Basin desiccation
thus provides both the drive that allows formation
waters to enter the basin and a mechanism to generate
waters with more calcium than sulphate. Middle
Devonian evaporites in western Canada provide evi-
dence to support this desiccation—drive model. Where
calcium-rich formation waters entered the Devonian
evaporite basin, spring-associated carbonates were
precipitated, and there was mixing with seawater-
derived brines that had already precipitated gypsum.
The addition of spring-water calcium stripped the
remaining sulphate from the basin brine, precipitated
anomalous concentrations of calcium sulphate far
into the evaporite basin, and led to the formation of
a sulphate-depleted brine, which may have caused
later potash salts deficient in magnesium sulphate to
form in the basin.

Halite-saturated brines, refluxing beneath large
evaporite basins, react with all types of sediments
(not just limestones) by exchanging sodium for cal-
cium, to generate calcium chloride brines. The main
problem in understanding how these deep dense
brines could form potash salts is to explain how the
brines are transported to the surface. This could occur
at times of basin inversion, by heating (creating buoy-
ant hydrothermal brines) or by evaporative draw into
a later evaporite basin.

Past Composition of Seawater

A more exciting alternative that explains the seem-
ingly anomalous compositions of most ancient potash
salts is that seawater compositions were substantially
different in the past. Secular variations in the dis-
tributions of magnesium sulphate and evaporites

deficient in magnesium sulphate are in phase with
better-known variations in the mineralogy of ancient
marine carbonates. These secular variations can be
attributed to changes in the major-ion composition of
seawater over time.

A model that explains how seawater can change
over time was used to predict periods when aragonite
and evaporites containing magnesium sulphate are
dominant, and episodes when calcite and evaporites
deficient in magnesium sulphate are favoured. Sea-
water chemistry is controlled by steady-state mixing
of river water and mid-ocean ridge hydrothermal
brines (coupled with calcium carbonate and silica pre-
cipitation). Relatively small changes in mid-ocean
ridge fluxes cause significant changes in magnesium :
calcium, sodium : potassium, and chloride : sulphate
ratios in seawater. Such changes are believed to be
responsible for variations in the primary mineralogies
of marine evaporites and carbonates. Variations in
mid-ocean ridge flux correspond to variations in the
production rate of oceanic crust (seafloor spreading
rate), and this can be estimated using various proxies,
such as areas of ocean floor of different ages, the glo-
bal sea-level curve, and granite-pluton emplacement
rates.

Predictions of the variation in past seawater chem-
istry produced by variation in mid-ocean-ridge flux
rates are in agreement with the known age distribu-
tion of primary marine carbonate and evaporite
mineralogies. The coherence of the datasets strongly
suggests that past variations in evaporite and car-
bonate mineralogy were largely caused by secular
variations in seawater chemistry.

The idea that varying seawater chemistry can ex-
plain potash salt composition has been challenged.
Holland et al. predict similar changes of seawater
composition but of much smaller magnitude. They
argue that an apparent near constancy of the level
of potassium in seawater during the Phanerozoic
(demonstrated by the compositions of brines trapped
in ancient halites) supports this view: Hardie’s model
predicts significant changes in the sodium : potassium
ratio. Instead, Holland et al. suggest that changes
in past evaporite mineralogy are due to differences
in the extent to which dolomitization of carbonate
sediments occurred before or during seawater evap-
oration. During times of rapid seafloor spreading,
sea-levels are higher and large carbonate platforms
are more abundant. Changes in seawater chemistry
(caused by increased mid-ocean ridge flux) coupled
with increases in the extent of dolomitization of car-
bonate platforms are believed to be responsible for the
formation of potash deposits that are impoverished
in magnesium sulphate. This explanation resembles,
in part, that suggested earlier by Kendall.
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Variations in the chemistry of primary fluid inclu-
sions from ancient halite deposits are significant.
They also imply that seawater chemistry has changed
significantly. Variations are in phase with inferred
seafloor spreading rates, global changes in sea-level,
and the primary mineralogies of ancient marine car-
bonates and evaporites. Of particular significance is
the fact that inclusions in halites of the same age from
different geological basins exhibit similar compos-
itions. This suggests that the association with dolomi-
tization (proposed by Holland et al.) is incorrect: more
interbasin variation in the amount of dolomitization
would be expected, resulting in a greater variation in
the chemistry of fluid inclusions than that observed. It
is surprising, however, that the question of whether or
not variations in sodium: potassium ratios match
model predictions was not addressed. More recent,
unpublished, work suggests that Cretaceous and Per-
mian seawaters were enriched in potassium and rela-
tively depleted in sodium, as would be expected from
the Hardie hypothesis.
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Introduction

Ironstones have been critical to industry and indus-
trial revolutions. They have been essential raw mater-
ials since the dawn of the Iron Age (about 700 BC).
Without iron-rich deposits many of the manmade
structures and utensils that we take for granted
today - tall urban buildings, power pylons, bridges,
ships, cutlery, hammers, saws, and the seemingly
indispensable motor car — could not exist.

The point at which an ironstone deposit is con-
sidered to be an ore has changed considerably over
the years and depends upon the particular economic,
technological, social, and political circumstances at
the time. Nowadays deposits need to have an iron
content in excess of 60% by weight to be worked,
whilst in the mid-twentieth century ironstones with
28% iron by weight were regularly extracted as ores.

mal Activity; Hydrothermal Vents At Mid-Ocean Ridges;
Rift Valleys.
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The quality of the potential ore, and in particular the
proportion of phosphatic material, is an important
factor that has to be considered in the mining of iron.

Initially, the availability of water power and the
proximity of coal were the factors controlling pro-
duction. The middle of the nineteenth century saw a
change from coal-fired furnaces producing cast iron
to the Bessemer process, which produced steel. Later
in the same century, the open-hearth process and var-
ious refinements were developed. Each of these new
production processes demanded ores of a particular
quality.

Records of global production are scarce before
the latter half of the twentieth century, and certainly
in Europe much of the exploitation predates that
century. In Great Britain the maximum annual output
was in the order of 18 Mt (Milliontonnes) and oc-
curred during two main periods — 1870-1890 and
1940-1945. In the former period the main type of
ore extracted was from the blackband and claystone
ironstones (see below) of the Carboniferous rocks
of various coalfields, whilst in the latter period the
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Figure 1 Ordovician ironstones, Betws Garmon, North Wales, UK (inset showing the steeply inclined stoping method of under-
ground mining for the deposit and a residual pillar of magnetite-rich material).

ooidal ironstones of Northamptonshire and Lincoln-
shire were the dominant ores. Although Ordovician
ooidal ironstones from North Wales were extracted
until early part of the twentieth century (Figure 1).

The terms used to describe both the processes of
ironstone formation and the ironstones themselves
have been many and varied. Attempts to simplify
and standardize the terminology have recently met
with some success, mainly through the International
Geological Correlation Programme (IGCP). For
example, the terms ‘Clinton’ (from the Silurian Clin-
ton Group of New York State, USA) and ‘Minette’
(from the Jurassic Minette oolitic ironstones of north-
eastern France and adjacent areas) as descriptions of
ironstone types have proved to be unsatisfactory and
have now fallen into disuse.

Definition

Largely because iron may invade and impregnate a
wide range of rocks, defining what constitutes an ir-
onstone has proved difficult. Exhortations to merge
the nomenclatures of the various iron-rich deposits,
such as the banded iron formations and ironstones,
have been resisted on the basis that the mineralogy,
petrology, and genesis of these deposits are distinct
and separate. A precise definition of ‘ironstone’ was
agreed only in the last decade of the twentieth century
and stems from the work of the IGCP 277 (Phaner-
ozoic Qoidal Ironstones). Ironstones are sedimentary
rocks consisting of at least 15% iron by weight,
which may be quoted as 19% FeO or 21% Fe,O;3

or an equivalent admixture in a chemical analysis.
They occur almost exclusively in the Phanerozoic
Era and are distinguished from the mainly Precam-
brian banded iron formations (see Sedimentary
Rocks: Banded Iron Formations) by their lack of
both regular banding and chert and by their age:
banded iron formations were produced when there
was a deficiency of oxygen in the Earth’s atmosphere.
The ferruginization (iron enrichment) may be the
result of either direct deposition or subsequent
chemical changes.

Ironstone Mineralogy

The iron-ore minerals may be oxides (including
goethite, haematite, and magnetite), carbonates (usu-
ally siderite), or silicates (normally berthierine or cha-
mosite). They may be associated with other carbonate
minerals, sulphides and/or phosphatic minerals.
Goethite — FeO(OH) - is commonly formed by
oxidation during weathering. Also, in many ooidal
ironstones, it can result from the oxidation of berthier-
ine; the two minerals may be found intermixed, often
in alternate concentric layers, in ooids. Limonite was
formerly thought to be a distinct mineral with the
composition 2Fe,O3-3H,0 but is now considered
to have a variable composition (and properties) and
to consist of several iron hydroxides (commonly
goethite) or a mixture of iron minerals. Generally, it
occurs as a secondary alteration product. Haematite —
Fe,O3 — can be an important mineral in some iron-
stones, where it is usually formed as a late-stage
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diagenetic product of the alteration of goethite. Ex-
perimental synthesis indicates that this transform-
ation occurs at a temperature above 80°C and at a
depth of about 2 km. Magnetite — Fe304 — normally
forms during the low-grade metamorphism of iron-
stones, although the mineral has been reported from
unmetamorphosed deposits in Libya.

Siderite — (Fe,Mg,Ca,Mn)CO3 —is a very important
mineral in ironstones. It is the only iron-bearing min-
eral in many claystone and blackband ironstones.
Substitution of magnesium, calcium, or manganese
for iron in the structure of siderite has been hypothe-
sized to be related to the environment of formation.
Substitution appears to have been greatest in marine
sediments and in those ironstones formed during the
later diagenetic stages of non-marine sediments.

Berthierine - (Fe*",Fe’",Al,Mg,Mn),(Si,Al),Os
(OH); — is a 0.7nm repeat serpentine. Reported
variations in the chemical composition may reflect
the analytical difficulties of dealing with very fine-
grained samples. The formation of berthierine in
ironstones is the subject of some debate and will be
considered later. Chamosite — (Fe2™,Al)(SizAl)Oy,
(OH)g —is a 1.4 nm repeat chlorite with a very similar
chemical composition to berthierine. Experimental
work has shown that berthierine may be transformed
into chamosite at a temperature of about 150°C and a
depth of about 3 km. The phyllosilicate glauconite —
(K,Na)(AlLFe*" Mg),(ALSi)4019(OH), — is generally
thought to be restricted to marine environments and
occurs in some ironstones.

Other carbonate minerals, such as calcite, arago-
nite, dolomite, and ankerite — Ca(Mg,Fe)(CO3), —
may be particularly common in ironstones both as a
constituent of the cement and as discrete bioclasts.
Phosphate minerals, such as francolite (carbonate
fluorapatite) and vivianite — Fe3(POy), - 8H,O — can
be major components of ooidal ironstones. They can
be a detrimental contributory factor to the viability of
a deposit as an ore, particularly since, in most cases,
the mineral grains are very small and difficult to
separate.

Types of Ironstones

Extensive use of high-precision microscopy and ana-
lytical techniques has allowed detailed insights into
the composition and formation of ironstones. A
formal classification of ironstones has not yet been
universally accepted, but three distinctive categories
have been recognized (Figure 2).

Blackband Ironstones

Blackband ironstones are, typically, fossiliferous
sapropel-rich (usually with an organic content in

Figure 2 Typical photomicrographs of the three categories of
ironstone. (A) Blackband ironstone. Note the dark organic-rich
lamination in a mainly sideritic matrix. Plane-polarized light;
horizontal dimension is 1.3mm. (B) Claystone ironstone. Note
the lack of organic material in the mainly sideritic matrix.
Plane-polarized light; horizontal dimension is 1.3 mm. (C) Ooidal
ironstone. Ooids, showing selective replacement by siderite and
phosphatic minerals, are set in a berthierine-rich mudstone
matrix. Plane-polarized light; horizontal dimension is 5.2mm
(reproduced with kind permission of Kluwer Academic Publish-
ers from Young TP (1993) Sedimentary iron ores. In: Pattrick RAD
and Polya DA (eds.) Mineralization in the British Isles, pp. 446—489.
London: Chapman & Hall, plates 14b, 14a and 14e).

excess of 10%) finely laminated sideritic ironstones.
Although non-laminated types are known, more fre-
quently they are formed of alternating siderite- and
organic-rich laminae. They are found almost exclu-
sively above coal seams in a lacustrine parasequence
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with mudstone and seat earth deposits (Figure 3).
Palaeontological and mineralogical evidence indicates
that these ironstones were formed during freshwater
inundation. Unlike non-marine clayband ironstones,
there is an absence of early diagenetic pyrite, and the
occurrence of coal balls (calcite—pyrite concretions) is
an indication of marine incursion. The ironstones
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Figure 3 |dealized stratigraphical column for blackband iron-

stones showing relative water depths of sedimentation, not to
scale.

typically form thin (less than 10cm) sheets of less
than 10km? extent and often change laterally into
limestones with similar textural characteristics. Bog
iron ores, which occur as lenses of ferruginous con-
cretions within peat deposits, are thought to be the
modern analogues of blackband ironstones.

Claystone Ironstones

Claystone or clayband ironstones have been the basis
of the steel industry in many industrialized countries,
largely because of their association with coalfields.
Essentially, they are accumulations of iron carbonates
(usually siderite) that have replaced the non-marine
shales of coal-measure cyclothems (parasequences)
and occur as either thin sheets or, more commonly,
layers of concretions (Figure 4). Occasionally these
sheets may extend over several hundred square kilo-
metres. Normally, each concretion is unlaminated
and does not contain high amounts of organic mater-
ial, and the siderite grains are usually microscopic
or sub-microscopic in size (less than 10 um). Marine
claystone ironstones are predominately rich in an-
kerite with pyrite, and production of siderite is
suppressed. Irregularly shaped sphaerosiderites (ball
ironstones), which usually occur at the base of palaeo-
sols, are composed of siderite cement in the form of
distributed spherulites (0.5-1 mm in diameter).

Ooidal Ironstones

Ooidal ironstones are characterized by the presence
of ooids and/or pisoids and are very diverse, with a
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Idealized stratigraphical column for claystone ironstones showing relative water depths of sedimentation, not to scale.
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wide range of mineralogy, textures, and chemical
compositions. Because they possess oolites, shell
fragments, and mud matrices in various admixtures
similar to limestones (see Sedimentary Rocks: Lime-
stones), most researchers in the field use the petro-
graphic terminology advocated by Young to describe
and classify ooidal ironstones. Most ooidal iron-
stones are less than a metre in thickness and are
laterally persistent over approximately 100 km?. A
few deposits are in excess of 15m thick (e.g. the
Gara Dijebilet Ironstone in Algeria). Although an
idealized stratigraphical model for this type of iron-
stone consists of an upward shoaling sequence from
black shales at the base, through progressively coarser
deposits, to the ironstone at the top (Figure 5), in
practice there are many deviations from this standard.
Ironstones develop during periods of reduced sedi-
ment input (starvation), with abundant bioturbation,
and often exhibit signs of storm reworking to form
tempestites. The earliest-formed minerals are usually
iron oxides and silicates. Iron-rich carbonates may be
generated subsequently, often during early diagenesis.

Modern Examples of Ironstone
Development

Bog iron ores are found associated with peat deposits
in swampy conditions. Typically they contain hy-
drated ferric-oxide and manganese-oxide cements
but, below the water table, they may be cemented by
siderite. It has been suggested that microbial activity
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depth

Deep
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in tropical climates particularly promotes the direct
precipitation of siderite.

A possible present-day analogue of ancient ooidal
ironstones appears to be the verdine facies. In this
facies, iron-rich aluminous green clay minerals re-
place bioclasts and pellets. Ferruginous peloids, in
many cases altered faecal pellets, are known to be
forming today in sediments deposited in front of
equatorial deltas, such as those on the continental
shelves off Senegal, Guinea, Nigeria, Gabon, Sara-
wak, and east Kalimantan. Present-day examples of
ferruginous ooid accumulation are rare. In the inter-
ior of Africa, along the southernmost parts of Lake
Malawi, amorphous ferric-oxide ooids have been
found associated with geothermal springs, and, in
the brackish open water of southern Lake Chad,
goethitic brown ooids are being formed. In the shal-
low seas of northern Venezuela, berthierine-rich
green-brown muddy ooidal sediments with peloids
have been discovered.

Environment of Deposition and
Subsequent Alteration during
Lithification

Very few generalizations can be made about the sedi-
mentary environment of ironstones. Ironstones may
be deposited in shallow-marine, interdeltaic, non-
marine lacustrine, and alluvial environments and
may interfinger or replace sandy and shelly marine
deposits laterally. They are frequently associated with

Shale
Ooidal ironstone

Sandstone

Siltstone

Black shales

Ooidal ironstone

Idealized stratigraphical column for ooidal ironstones showing relative water depths of sedimentation, not to scale.
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phosphates, coals, evaporites or laterites, and most
have no direct relation to volcanism.

Blackband ironstones have many of the character-
istics of bog iron ores, which are developed in situ,
soon after deposition, by a reaction between organic
material and underground colloidal iron-rich solu-
tions under a thick vegetative cover. Progression of
the process could yield siderite by reduction. Alter-
native evidence has been put forward suggesting
that these deposits could form by direct sideritic pre-
cipitation from tropical swamp waters that are al-
ready rich in iron. Blackband ironstones are always
developed in close proximity to coal seams, so either
process could be feasible.

The diagenesis of the fine-grained claystone iron-
stones has been studied in great detail (Figure 6).
Most became enriched in iron during very early dia-
genesis along or near the sediment-water interface.
Based upon distinct chemical reactions involving the
oxidation of organic matter buried within the sedi-
ment, diagenetic zones have been established. Al-
though the zones can be considered as due to burial,
their development is especially dependent upon the
availability of oxidizing agents and organic matter,
the sedimentary environment, the nature and amount
of organic material, the composition of the inorganic
sediment, the hydrological regime of the sedimentary
pile, and the composition of the overlying water. The

Freshwater

reactions below the oxic zone may be complicated by
kinetic controls, which could explain the occasional
appearance of residual ferric iron in an anoxic
environment. Because some siderite concretions are
developed early and are associated with many non-
sequences, the sedimentation rate must have been
relatively low (less than 40 m Ma™!). Whilst claystone
ironstones are formed during diagenesis by the
growth of siderite in the pore spaces of argillaceous
materials, sphaerosiderites form by the direct precipi-
tation of siderite from pore fluids, and their size and
shape probably reflect a higher growth rate. They can
occur in a variety of environments, including the deep
sea, but are usually products of a waterlogged zone
below a leached soil profile.

The exact genesis of ooidal ironstones remains
controversial. Particularly, the origin of the ooids is
the subject of a long-lasting debate. The original con-
stituents of ooids and how they vary from deposit to
deposit are not known with any certainty. It is debat-
able whether the ooids grew from solutes, colloidal
particles in solutions, or gels. The ferrous ion in
bicarbonate form survives only in an anoxic or redu-
cing environment, so this would place a severe con-
straint on its presence in solution. Ferruginous ooids
are commonly built of alternating ferric oxide and
berthierine sheaths of submicroscopic thickness.
Whether the initial crystalline phase was berthierine
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Figure 6 Summary of reactions and zonation that may occur during the diagenesis of sediments in marine and non-marine
conditions (after Curtis and Coleman 1986, Spears 1989 and reproduced with kind permission of Kluwer Academic Publishers from
Young TP (1993) Sedimentary iron ores. In: Pattrick RAD and Polya DA (eds.) Mineralization in the British Isles, pp. 446—489. London:
Chapman & Hall, Figure 9.5 after Curtis and Coleman 1986 and Spears 1989).
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or a precursor ferric mineral (e.g. odinite) is uncertain.
Some feel that it was crystallized at the earliest stage,
probably from a gel; others have suggested that it
formed during the early stages of burial diagenesis.
Alternatively, it could be a product of the transform-
ation of either a mixture of kaolinite and hydrous
ferric oxide or a complex synthesis of silicic, ferric,
and aluminous substances. The processes involving
micro-organisms (such as bacteria) are not under-
stood, particularly in terms of how they promote the
growth of ooids. Reworking of ooidal sediments in
shallow-water environments often separates, concen-
trates, and highly sorts the ooids, forming lenses,
which probably accumulated in shallow depressions.
Often zonation of ironstones may be observed when
the body is less affected by redistribution.

The variable nature of the nuclei of ooids and the
trapping of marine microflora during growth indicate
that ooids are probably generated within the host
sediment. Ferruginous ooids could have grown on
the seafloor, at the water—sediment interface, by
either concentric growth due to precipitation of min-
eral matter, frequently around heterogeneous nuclei,
or mechanical accretion by rolling (like a snowball).
Alternatively, they could have grown inside the sedi-
ment at shallow depths below the water—-sediment
interface either as early diagenetic microconcretions
or by replacement or addition of iron to peloids.
Fluviatile examples do exist (e.g. the Late Oligocene
deposits of Aral Lake, Russia), in which ooids have
been developed on land and then moved, but this has
not been convincingly demonstrated to be of general
application.

The IGCP 277 came to the conclusion that ferru-
ginous deposition must have been due to the interplay
of a number of different processes and hence that
there is rarely a single genetic explanation. The sal-
inity of seawater, the carbon dioxide and oxygen
contents of the atmosphere, the action of organisms,
the sources and availability of iron compounds,
seasonal or long-lasting climatic conditions, specific
physicochemical conditions, the marine water depth,
diagenetic processes, and tectonism are all potential
factors. However, the dominant influences seem to be
the local hydrodynamic conditions and the topo-
graphical relief of the land and seafloor, which may
help to protect the ooidal deposits from excessive
dilution by clastics. Paradoxically, the rates of depos-
ition of the stratigraphical equivalents of many ooidal
ironstones do not always correspond to the periods
of lowest detrital input. Changes during burial are
numerous and complex and include the formation of
phosphatic minerals, iron oxides, siderite, pyrite,
and quartz. In most cases, these are followed by
alterations due to the effects of meteoric waters.

The Ferruginization Process

Although ironstones are generally considered to be
the products of ferruginization during diagenesis, the
physical sedimentary environment is thought to con-
trol the style of diagenesis in ironstones. Blackband
ironstones are geochemically and isotopically homo-
geneous, suggesting stability of conditions during
growth. They were probably formed close to the sedi-
ment surface, with precipitation of siderite, and not
during progressive burial (Figure 7). The high man-
ganese content of siderite, the relatively low calcium
and magnesium contents, and the high carbonate con-
tent support this. Studies of carbon isotopes show
that calcareous shells from limestones and ironstones
have similar 6'3Cppp values (from +4%o to —6%o),
indicating that the siderites replaced original calcite
or aragonite and precluding the domination of metha-
nogenesis. As has been previously noted, very early
siderite could be precipitated directly from swamp
waters, but could precipitation have occurred from
primitive freshwater too?

Claystone ironstones usually have lower manga-
nese and >C enrichment than blackband ironstones,
which can be related to slightly later ferruginization,
which takes place below the oxic zone in non-marine
waters by diagenetic distribution of iron within the
sediment (Figure 8). The relationships leading to the
precipitation of iron minerals are complex and are
susceptible to slight shifts in the concentrations and
availability of reactants especially S and organic C.
The thermodynamics of the reactions predict the
observation of manganese enrichment within the con-
cretion cores. The iron and manganese would have
been present in the silicate minerals of the sediment.
Sulphate reduction would be inhibited, as the sedi-
ments were isolated from potential sources of sul-
phate (e.g. seawater), and changes in organic matter
would be methanogenic, giving rise to bicarbonates
rich in 3C (8"3Cppp values in the order of +10%o).
Also precipitation would be enhanced by an increase
in alkalinity resulting from the combination of
changes in organic matter and the reduction of Fe* "
and Mn*". Any growth at deeper levels of burial
would be slow under decarboxylation conditions
with bicarbonate depleted in '*C. In marine claystone
ironstones, sulphate and iron reduction would pro-
ceed broadly simultaneously, leading to the produc-
tion of iron pyrites. Siderite is normally rare in
marine sediments because iron can become incorpor-
ated in carbonates only below the zone of sulphate
reduction.

Over the past two decades there have been signifi-
cant developments in research into the environmental
conditions under which ooidal ironstones are formed.
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Figure 7 Model of mineralization for blackband ironstones (reproduced with kind permission of Kluwer Academic Publishers from
Young TP (1993) Sedimentary iron ores. In: Pattrick RAD and Polya DA (eds.) Mineralization in the British Isles, pp. 446—489. London:

Chapman & Hall, Figure 9.9).
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Figure 8 Model of mineralization for claystone ironstones (d, diameter) (reproduced with kind permission of Kluwer Academic
Publishers from Young TP (1993) Sedimentary iron ores. In: Pattrick RAD and Polya DA (eds.) Mineralization in the Biritish Isles,

pp. 446-489. London: Chapman & Hall, Figure 9.7).

Sea-level change may be the most significant genetic
control since it can generate very low accumula-
tion rates within basins with low overall sedimenta-
tion rates (Figure 9). Widespread sediment starvation

could be produced by relative sea-level rise in shallow
epeiric seas with a topographically low hinterland.
There is a dispute as to whether these conditions
appertain to the end of regression or to the beginning
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Figure 9 Model of mineralization for ooidal ironstones; (A), earliest phase; (B) and (C), middle phases; (D), latest phase (reproduced
with kind permission of Kluwer Academic Publishers from Young TP (1993) Sedimentary iron ores. In: Pattrick RAD and Polya DA (eds.)
Mineralization in the British Isles, pp. 446-489. London: Chapman & Hall, Figure 9.13).

of transgression. Similarly, the origin of early sideritic
units can be related to a decrease in the role of
sulphate reduction, a low sedimentation rate (less
than 40mMa '), and oxygenated and carbon-poor
sediments (values of 8'3Cppp for various cements
vary from —3 to —22%o).

The source and influx of iron is a subject of much
controversy. In 1856, Sorby proposed that extensive
ferruginization occurred during later diagenesis, but
this idea is no longer accepted, since most ferrugin-
ous ooids were formed within the depositional
environment. There are three proposals for the origin
of iron enrichment:

1. iron-rich exhalative fluids, supplying the sedi-
ment—-water interface (some examples do seem
to be related to the episodic reactivation of
faults involving exhalative hydrothermal or seep
sources);

2. mechanical accretion of lateritic terrestrial weather-

ing products (e.g. kaolinite and iron oxides) or lat-
eritic soils to form ooids in a marine environment,
with subsequent transformation to berthierine
(this does not seem to be generally applicable
since unaltered primary ooids with mixed iron
oxide-kaolinite composition have not been found
in marine ooidal ironstones); and
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3. leaching from underlying sediments, especially
organic-rich shales, during very early marine alter-
ation of detrital material (the diagenetic redistri-
bution of iron within sediments is difficult to
demonstrate in ancient ooidal ironstones since
the process would probably require considerable
time).

The role of clay minerals in effecting ferruginiza-
tion is unknown, particularly in respect of the trans-
formation of non-iron-bearing phyllosilicates into
iron-bearing ones and the role of iron-rich green
trioctohedral clay minerals of warm seas as possible
precursors of later ooidal minerals.

Stratigraphical Record (Temporal
Occurrences) and Tectonic Settings

It has puzzled geologists that some geological periods
have significant numbers of ironstones, whilst other
periods are devoid of them. Ironstones are almost
completely restricted to the Phanerozoic. Blackband
and claystone ironstones are particularly prevalent in
the Carboniferous, when the depositional basins oc-
cupied near-tropical locations. Ooidal ironstones are
particularly common in the Ordovician, Devonian,
Jurassic, and Cretaceous periods. Most ironstones
were formed in warm climates, although some were
deposited in cooler climates (e.g. the Late Ordovician
and Late Permian ironstones). Palaeolatitude data
has shown that the Ordovician and Devonian iron-
stones formed in a zone of the Gondwanan shelf
seas ranging from 45°N to 65°S of the palaeoequator.
In the Jurassic and Cretaceous, ironstones formed
between 70°N and 10°S. For this reason climate
cannot be the major contributory factor in their
formation.

Ironstones are largely confined to three types of
cratonic setting.

1. Many developed in anorogenic basins dominated
by prolonged stability and sometimes with com-
plex extensional faulting that involved the forma-
tion of marine basins and swells in areas of
subdued relief.

2. Some developed along the margins of cratons
during initial convergence or divergence of plates.

3. Other ironstones accumulated on the inner sides of
mobile belts at times of diminished deformation.

Glossary

Condensed deposit A relatively thin but uninterrupted
sedimentary sequence representing a significant
period of time during which the deposits have

accumulated very slowly. It is generally correlated
with a thicker time-equivalent succession elsewhere.

Ferruginization A synonym of ferrification and
the preferred term by IGCP 277 to describe the
processes of iron-enrichment of various Earth
materials.

Hardground A zone at the seafloor a few centimetres
thick, where the sediment is lithified to form a
hardened surface, which is often encrusted and
bored.

IGCP The International
Programme.

Neoformation A synonym of neogenesis, the forma-
tion of new minerals.

Ooid A synonym of oolith and the preferred term to
describe a spherical or ellipsoidal accretionary
sand-sized (diameter of 0.25-2mm) particle in a
sedimentary rock (mainly limestones and iron-
stones). Ooids usually consist of successive concen-
tric layers (often carbonates) around a central
nucleus.

Pellet A small, usually ellipsoidal, aggregate of accre-
tionary material (mainly micrite) that has, in most
cases, formed from the faeces of molluscs and
worms.

Peloid An allochem composed of micrite, irrespec-
tive of size or origin, without internal structure.
Includes both pellets and intraclasts.

Pisoid A synonym of pisolith and the preferred term
to describe small round or ellipsoidal particles
(diameter of 2-10mm) in a sedimentary rock
(mainly limestones and ironstones). Pisoids are
larger than ooids and usually consist of concentric
layers around a central nucleus.

Stillstand A period of time when an area of land is
stable relative to mean sea-level (or some other
global measure), leading to a relatively unvarying
base level of erosion.

Verdine facies Green marine clay characterized by
the authigenesis (neoformation i situ) of iron-rich
aluminous clay minerals, especially 0.7 nm repeat
odinite, but not berthierine or glauconite.

Geological Correlation
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Introduction

Limestones are one of the most important of all
the sedimentary rocks introduced in (see Sedimentary
Rocks: Mineralogy and Classification). Limestones
are composed largely of calcium carbonate (CaCO3)
in the mineral form calcite, but there are several other
important carbonate minerals with which limestones
are associated. This article opens by discussing im-
portant differences between limestones and sand-
stones, and continues by outlining the mineralogy,
classification, and rock names of limestones. This is
followed by a brief account of limestone depositional
environments, and, logically, by their postdeposi-
tional diagenesis. The article concludes with a descrip-
tion of the economic importance of limestones, which
is considerable, and a selected reading list.

Differences between Limestones
and Sandstones
Limestones and sandstones are the two most import-

ant groups of sedimentary rocks. However, lime-
stones pose a completely different set of problems to
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those of sandstones, the solutions of which require
the application of different concepts and techniques.

First, limestones, unlike sandstones, are intrabas-
inal in origin. That is to say they form in the envir-
onment in which they are deposited. The source
material of sandstones, by contrast, has been
weathered, eroded, transported, and may finally be
deposited hundreds of kilometres from its point of
origin. Sandstones (or siliciclastic rocks) therefore
often contain many different minerals. Limestones,
by contrast, have a much simpler mineralogy, gener-
ally consisting of only calcite and two or three others
(which will be mentioned shortly). Siliciclastic sand
grains may hold clues to their source, but tell little of
their depositional environment. Limestone grains, by
contrast, although largely monomineralic, occur in a
wide range of sizes and shapes, reflecting their mul-
tiple origins. These grains form in specific environ-
ments from which they are seldom transported.
Limestone grains thus give important clues about
their environment of deposition.

When studying sandstones, vertical profiles of
grain size and analysis of sedimentary structures are
the keys to environmental diagnosis. With limestones,
however, it is the analysis of grain type and texture
that aids environmental diagnosis.

The second large difference between sandstones
and limestones lies in their chemistry. Sandstones are
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composed largely of quartz (SiO;) sand, whilst lime-
stones are composed largely of the mineral calcite
(CaCO3). In the subsurface environment, silica is
chemically relatively inert, whereas calcite is much
more reactive. This means that diagenesis in sand-
stones is relatively less important. Primary intergra-
nular porosity may be preserved as it was when the
sand was first deposited. In limestones, however, pri-
mary intergranular porosity is often quickly infilled
by cement, even before the sediment has been buried.
In the subsurface though, limestones are more vul-
nerable to the effects of acid solutions which can
selectively leach out the rock and generate secondary
pores. These may just be where individual fossil shells
have leached out (Biomouldic porosity). These pores
may enlarge to cross-cut the fabric of the rock (vuggy
porosity), or even form caves, described by geologists
as cavernous porosity (cavernous pores are defined
as those that are large enough to contain a crouched
geologist, or for the drill string to drop by 1m or
more). Fenestral porosity is a less common but sig-
nificant type of pore system found in intertidal
lagoonal muds. It forms from the buckling of laminae
or the trapping of gas bubbles in carbonate mud when
exposed to hot sunshine. It is characterized by thin,
horizontally elongated pores, thus giving good hori-
zontal and poor vertical permeability. The replace-
ment of limestone by dolomite (dolomitization) may
create intercrystalline porosity.

Through the creation of pore systems of diverse
shapes and sizes, diagenesis may completely destroy
the original depositional fabric of the sediment, a
feature unknown in sandstones whose diagenetic
overprint has little impact on the primary features.

These differences between limestones and sand-
stones will become clearer as this article unfolds.

Limestone Mineralogy, Grains, and
Rock Names

Limestone Mineralogy

Limestones are principally composed of calcium
carbonate in the form of calcite (CaCO3). They

may also contain several other carbonate minerals,
listed in Table 1, and several non-carbonate impur-
ities. There are two varieties of calcium carbonate
(CaCOs3): ‘aragonite’, which has an orthorhombic
crystal system, and ‘calcite’, which has a hexagonal
crystal system. Aragonite is an important component
of carbonate mud and of many shells. It is, however,
relatively unstable in the subsurface, and soon goes
into solution, often generating mouldic porosity,
either at the surface or during shallow burial. It is
very rarely preserved in old and/or deeply buried
limestones. Calcite also occurs in many shells and
other carbonate grains. It is more stable than arago-
nite. ‘Dolomite’ (CaMg(COj3),) is the third and most
important mineral associated with limestones (de-
scribed in detail in (see Sedimentary Rocks: Dolo-
mites)). It rarely forms on the Earth’s surface, but
commonly does in the subsurface. With increasing
abundance of dolomite, limestones grade, via dolo-
mitic limestones, into limey dolomites, and finally
dolomite rock. Geopedants restrict the name dolo-
mite to the mineral, and dolostone to the rock. Not
everyone is so particular. ‘Magnesite’, ‘ankerite’, and
‘siderite’ are rare constituents of limestones.

Limestone Grains and Matrix

Just like sandstones, limestones consist of framework
grains, matrix (syndepositional), cement (postdeposi-
tional), and, sometimes, pores. There are many types
of carbonate grain. They are briefly described here,
and are illustrated in Figure 1. Probably the most
common grain type in limestones is shell debris.
Indeed, many limestones are made up of nothing but
fossils, whole or fragmented. These are termed bio-
clastic or biogenic limestones. Because of their origin,
palaeoecology is an important tool in the diagnosis of
the depositional environment. Not only whole fossils
but even fragmented bioclasts may be identifiable,
and hence of diagnostic value. Some limestones are
composed of rounded grains termed ooids, or ooliths,
and the rock oolite (named from ‘oos’, the Greek for
egg, the rock having the appearance of the roe of a
fish). Internally, ooids show a concentric growth ring
structure around a nucleus of a quartz grain or shell

Table 1 Summary of the minerals commonly associated with limestones

Mineral Formula Crystal system Occurrence

Aragonite CaCOg3 Orthorhombic Some shells and mud, unstable during burial

Calcite CaCOg3 Hexagonal Some shells and mud, relatively stable during burial

Magnesite MgCO; Hexagonal Rare surface mineral

Dolomite CaMg(COg3), Hexagonal Rarely at the surface, more common as a subsurface replacement
Ankerite Ca(MgFe)(CO3), Hexagonal A rare cement

Siderite FeCO3 Hexagonal As ooliths and cement
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Boundstone—original components bound together in life (reefs)
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lllustrations of carbonate grain types, rock types, and names set within the Dunham classification of limestones.

Boundstone: Colonial ‘Halysites’ from Wenlock (Silurian) reef, Welsh Marches. Mudstone: Chalk (Upper Cretaceous), Beer, Devon.
Wackestone: Rounded pellets and angular intraclasts in a micrite matrix, Marada Formation (Miocene), Jebel Zelten, Libya. Pack-
stone: Foraminifera in a modest micrite matrix (Oligocene), west of Marada Oasis, Libya. Grainstone: Ooids with quartz and shell
fragment nuclei. Blue is preserved primary intergranular porosity. Portland Limestone (Upper Jurassic), Dorset. Crystalline carbon-
ate: Dolomite with minor intercrystalline porosity (blue), Zechstein (Upper Permian), UK North Sea. Once upon a time, this was
probably a bryozoan reef. All illustrations from Selley RC (2000) Applied Sedimentology, 2nd edn. San Diego: Academic Press.

fragment. Ooids form in shallow, high-energy marine
environments with elevated temperatures and salin-
ity, where carbonate precipitates episodically around
an agitated nucleus. Larger sized concentric car-
bonate grains are known as pisoliths and oncolites;
these are algally coated clasts. Some limestones are
composed of structureless, bullet-shaped, sand-sized

grains of lime mud and comminuted shell fragments.
These grains are faecal pellets, the excreta of diverse
burrowing aquatic creatures. Bizarre as it may seem,
whole rock formations are composed of such mater-
ial. Faecal pellets are the characteristic grain type of
inner shelves, sheltered bays, and lagoons. Intraclasts
are irregular, generally platy-shaped, carbonate grains
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of various lengths and size. They are formed by the
penecontemporaneous erosion of lithified carbonate
sediment. Intraclasts are typically found in continen-
tal shelf and slope environments.

Between the framework grains briefly described
above, there may be a finer grained syndepositional
matrix. In sandstones, this is generally composed of
clay minerals. In limestones, the matrix is more usu-
ally composed of lime mud, termed micrite. Micrite is
sometimes aragonitic, sometimes calcitic. Micrite has
several origins. It forms when calcareous algae de-
compose to liberate skeletal aragonite needles into
the water. Waves and tidal currents, together with
shell-munching predators, also play a part in disag-
gregating structured shells into comminuted lime
mud. There is some evidence in modern warm shal-
low seas for the direct precipitation of aragonite
mud in seawater. Limestone is commonly cemented
by calcite, referred to as ‘spar’ or ‘sparite’ in this
context. Several other carbonate and evaporite
minerals precipitate out in limestone pore spaces as
postdepositional cement.

Limestone Classification and Nomenclature

There are several different classifications of carbon-
ate rocks. The one most widely used was proposed by
Dunham in 1962 (Figure 1) and is briefly described
below. ‘Boundstone’ is the term applied to limestone
formed from organic skeletal material that grew
bound together at the Earth’s surface: in other
words, reef rock. ‘Mudstone’ is composed of micrite
with less than 10% grains; ‘wackestone’ is composed
of micrite with over 10% grains. Both mudstone and
wackestone are mud supported. That is to say the
grains appear to ‘float’ within the micrite. In contrast,
‘packstone’ is grain supported, and the space be-
tween the grains is partly or completely filled with
micrite matrix. ‘Grainstone’ is grain supported with
negligible micrite matrix. The sequence mudstone—
wackestone—packstone-grainstone reflects increasing
depositional turbulence and energy, and is therefore
useful in palaeoenvironmental reconstruction. Dun-
ham’s rock names can be qualified by grain type. For
example, faecal wackestone, bioclastic packstone,
ooidal grainstone, and so forth. The last rock
name in Dunham’s classification is ‘crystalline car-
bonate’, which would normally include dolomite
and marble.

Limestone Depositional Environments

All carbonate sediment is precipitated by organic
processes, either directly, as animals and plants se-
crete lime skeletons, or indirectly, as biochemical
changes in water cause carbonate to precipitate as

individual crystals. Except in a few deep marine en-
vironments, all ecosystems are based on plants, and
all plants require sunlight to photosynthesize and
grow. Plants provide the food for higher life forms
to develop. Thus carbonate precipitation, caused or
aided by plants, occurs in shallow water, and most of
it takes place on the seafloor. Carbonate skeletal de-
velopment decreases with increasing water depth, as
darkness inhibits photosynthesis. Over time, there-
fore, a carbonate shelf will develop on a gently
sloping seafloor (Figure 2). If sea-level remains con-
stant, this shelf will gradually build out or prograde
into deeper water. In certain situations, this gently
sloping ramp may have an abrupt break in slope.
This may occur in one of two ways. A fault may
downthrow the seabed into deeper water. Rapid
deepening may also occur if sea-level drops, erodes a
sea cliff, and rises again, whereupon the rim will be
oversteepened by rapid carbonate growth on the crest
of the drowned sea cliff. These processes give rise to
two types of carbonate setting: the gently sloping
accretionary ramp, and the rimmed carbonate plat-
form (Figure 3). This figure also shows the grain types
and textures of the carbonate lithologies in these
settings, and elegantly illustrates how carbonate
rock type correlates with depositional environment.
Considered in more detail, the following range of
carbonate sediments may be found in sequence from
the deep basin across the shelf towards the land.
Basinal lime mud may form from the settling of or-
ganic detritus of plant and animal plankton that
drifted near the surface. In this manner, many lime
mudstones, including chalk, formed. These basinal
muds may be interbedded with shallow-water car-
bonate sediment that was transported downslope as
turbidity flows, submarine debris flows, and slides.
Such transported carbonates, referred to sometimes
as ‘re-deposited’ or ‘allodapic’ limestones, are par-
ticularly common on the steep flanks of rimmed
platforms and reefs. In warm, clear, shallow water,
organic reefs may form by the i situ growth of corals,

I Rate of ~— Nutrients used up

carbonate Declining sunlight on the seafloor ———————
sediment
formation

Ocean

Land

Lower limit of
photic zone

Figure 2 Diagram to show how carbonate sediment forms
optimally in a zone between deep water, where the seafloor is
too dark for photosynthesis to occur, and shallow water, where all
the nutrients from the open sea have been used up. If sea-level
remains constant, the carbonate factory will gradually accrete
seaward across the shelf into deeper water.
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Figure 3 Cross-sections to illustrate the correlation between depositional environments and carbonate rock types (grains and
textures) for a rimmed carbonate platform (top) and a carbonate ramp (bottom). Reproduced with permission from Spring D and
Hansen OP (1998) The influence of platform morphology and sea level on a carbonate sequence: the Harash Formation, Eastern Sirte
Basin, Libya. In: McGregor DS, Moody RTJ, and Clark-Lowes DD (eds.). Special Publication of the Geological Society of London 132,
pp. 335-353. London: Geological Society of London.

bryozoa, algae, and many other sedentary biota. In
turbulent conditions, shoals of oolitic and skeletal
grainstone may form, as seen in the modern carbon-
ate banks of the Bahamas, as described in more detail

in (see Sedimentary Environments: Carbonate Shore-
lines and Shelves). In sheltered lagoons behind the
high-energy environments of reefs and shoals,
burrowing marine animals may excrete faecal pellets
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to deposit thick formations of peloidal packstones and
wackestones. In arid climates, these sediments may, in
turn, pass into ‘sabkha’ (‘sabkha’ is Arabic for salt
marsh) where dolomite and evaporite minerals may
form. In humid climates, where terrigenous sediment
runs off from the land, the carbonate lagoons may
interfinger with siliciclastic sand and mud.

The depositional environments of carbonate shore-
lines and shelves in general, and reefs in particular,
are described in greater detail in (see Sedimentary
Environments: Carbonate Shorelines and Shelves;
Reefs (‘Build-Ups’)), respectively.

Limestone Diagenesis

As noted earlier, the minerals that form limestones are
far less stable in the subsurface than are those that
form sandstones. Recent carbonate sediment at the
Earth’s surface is composed of the two isomorphs of
calcium carbonate: aragonite and calcite. Recent lime
mud is largely aragonitic, but skeletal material is
composed of both varieties, which vary in importance
between different animal and plant groups.

The change of unconsolidated lime sediment into
limestone happens very quickly, and with negligible
burial. The ‘fossilized’ beer bottles and other anthro-
pogenic detritus found in modern ‘beach rock’ prove
this. These early cements are of both calcite and
aragonite. In skeletal sands, one of the first diagenetic
reactions is the dissolution of aragonite shells. This
generates biomoldic porosity.

During burial, aragonitic muds undergo a reorder-
ing of the crystal lattice to form calcite. This change is
concomitant with a volumetric increase of 8%, and a
corresponding loss of porosity. This is why most an-
cient lime mudstones, certainly those of pre-Mesozoic
age, are normally hard, tight, splintery rocks. By con-
trast, many Cretaceous and younger lime mudstones
are light, porous, and chalky. Chalk consists mainly
of the fossils of planktonic algae, termed the Cocco-
lithophoridae, together with their disaggregated skel-
etal plates, termed coccoliths, coccolith-rich faecal
pellets, calcispheres, and unicellular planktonic fora-
minifers. Coccoliths are not composed of unstable
aragonite, but of the stabler calcite. Thus, during
burial, these lime muds do not undergo expansive
diagenesis like aragonitic muds. They maintain their
chalky texture, being highly porous, but normally
impermeable unless fractured. Chalks are described
in greater detail in (see Sedimentary Rocks: Chalk).

Returning to the diagenesis of carbonate sands,
during shallow burial, early cementation may destroy
some porosity, but aragonite dissolution may enhance
it. With continued burial, calcite cement may infill
both biomolds and any remaining intergranular

porosity. There are, however, several other diagenetic
processes to which a cemented limestone may be
subjected.

Limestones may undergo recrystallization, during
which some or all of the primary fabric may be des-
troyed. Individual carbonate grains, generally bio-
clasts or ooids, may undergo pressure solution. This
is a process whereby dissolution occurs at grain con-
tacts due to overburden pressure. Concomitantly, the
dissolved mineral matter may be precipitated as
cement in adjacent pores. Additional evidence of dis-
solution is provided by stylolites. These are sutured
surfaces, generally subparallel to bedding, where ex-
tensive dissolution has left an insoluble residue of
clay, kerogen, and other matter along the suture.
Stylolites occur in both pure limestones and quartzose
sandstones.

Limestone diagenesis must not be thought of as a
‘one-way street’ that leads to the total loss of porosity
and permeability. Limestones may be flushed through
with acidic pore fluids, whose leaching properties
may generate secondary porosity and permeability.
The acidic fluids may come from adjacent compact-
ing clay beds, conveniently generating secondary por-
osity ahead of petroleum invasion. More usually,
however, secondary solution porosity is the result of
uplift and erosion, and the flushing of limestone by
acidic meteoric water (there is nothing new in acid
rain). Solution may form moldic and vuggy pores. It
may enlarge fractures and, in extreme cases, develop
karstic caverns with concomitant collapse breccias
(see Sedimentary Processes: Karst and Palaeokarst).
Many of the best carbonate petroleum reservoirs
occur where solution porosity has been developed
and preserved beneath unconformities. The best way
of preserving porosity in a limestone is for petroleum
invasion to occur and expel cementing connate fluids.
Renewed burial, without the benefit of petroleum
invasion, may, of course, result in total recementation
of the limestone as it makes its way to a completely
cemented and recrystallized rock, termed marble.

The last important diagenetic process to which
limestones are subjected is dolomitization, a process
of such complexity and importance that it merits an
article to itself (see Sedimentary Rocks: Dolomites).

Economic Importance of Limestones

Limestones are of great economic importance for
many reasons. First, limestones contain lime, an es-
sential ingredient for plant growth, and so limestone
quarries are ubiquitous adjacent to farmland with
lime-poor acid soil. Hard cemented limestones make
excellent building stone and aggregate. Porous and
permeable limestones, by contrast, serve as aquifers.
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Limestone is used in the manufacture of cement and
as a flux in the smelting of iron. Limestones are
the host of several metallic minerals, including the
eponymous Mississippi Valley telethermal Pb—Zn sul-
phide ores described in (see Mineral Deposits and
Their Genesis). About 45% of the known petroleum
reserves in the world occur in carbonate reservoirs
(limestones and dolomites). Six main settings are rec-
ognized that preserve large volumes of porous and
permeable limestone which have the potential to
serve as petroleum reservoirs. These are: oolite grain-
stone shoals; reefs (often dolomitized); fore-reef
talus; grainstone shoals sealed up-dip by evaporites;
subunconformity traps, with extensive secondary
porosity; and chalk, uplifted and fractured over salt
diapirs. Small wonder, then, that limestones, their
depositional environments, and diagenesis have been
so intensively studied by geologists.

See Also

Building Stone. Diagenesis, Overview. Mineral De-
posits and Their Genesis. Minerals: Carbonates. Sedi-
mentary Environments: Carbonate Shorelines and
Shelves; Reefs (‘Build-Ups’). Sedimentary Processes:
Karst and Palaeokarst. Sedimentary Rocks: Mineralogy
and Classification; Chalk; Dolomites.
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Introduction

Manganese nodules and encrustations (crusts) to-
gether with micronodules are ferromanganese oxide
deposits which contain variable amounts of other
elements (Table 1). They occur throughout the
oceans, although the economically interesting var-
ieties have a much more restricted distribution. Man-
ganese nodules are spherical to oblate in shape and
range in size from less than 1cm in diameter up to
10cm or more. Most accrete around a nucleus of
some sort, usually a volcanic fragment but sometimes
biological remains. Crusts are usually tabular.

The deposits were first described in detail in the
Challenger Reports. This work was co-authored by
J. Murray and A. Renard, who between them initiated
the first great ferromanganese oxide controversy.
Murray believed the deposits to have been formed by
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submarine volcanic processes whereas Renard be-
lieved that they had precipitated from continental run-
off products in seawater. This controversy remained
unresolved until it was realized that they could obtain
their metals from either or both sources. The evidence
for this included the finding of abundant nodules in
the Baltic Sea where there are no volcanic influences,
and the finding of rapidly grown ferromanganese
oxide crusts associated with submarine hydrothermal
activity of volcanic origin on the Mid-Atlantic Ridge.
Subsequently, a third source of metals to the de-
posits was discovered, diagenetic remobilization
from underlying sediments. Thus, marine ferroman-
ganese oxides can be represented on a triangular dia-
gram (Figure 1), the corners being occupied by
hydrothermal (volcanically derived), hydrogenous
(seawater derived), and diagenetic (sediment interstitial
water derived) constituents.

There appears to be a continuous compositional
transition between hydrogenous and diagenetic de-
posits, all of which are formed relatively slowly
at normal deep seafloor temperatures. By contrast,
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Table 1 Average abundances of elements in ferromanganese oxide deposits

Pacific Atlantic Indian Southern World Ocean Crustal Enrichment Shallow

Ocean Ocean Ocean Ocean average abundance factor marine Lakes
B 0.0277 — — — — 0.0010 27.7
Na 2.054 1.88 — — 1.9409 2.36 0.822 0.81 0.22
Mg 1.710 1.89 — — 1.8234 2.33 0.782 0.55 0.26
Al 3.060 3.27 2.49 — 2.82 8.23 0.342 1.80 1.16
Si 8.320 9.58 11.40 — 8.624 28.15 0.306 8.76 5.38
P 0.235 0.098 — — 0.2244 0.105 2.13 0.91 0.15
K 0.753 0.567 — — 0.6427 2.09 0.307 1.30 0.40
Ca 1.960 2.96 2.37 — 2.47 415 0.595 2.40 1.14
Sc 0.00097 — — — — 0.0022 0.441
Ti 0.674 0.421 0.662 0.640 0.647 0.570 1.14 0.212 0.338
\% 0.053 0.053 0.044 0.060 0.0558 0.0135 413 0.012 0.001
Cr 0.0013 0.007 0.0029 — 0.0035 0.01 0.35 0.002 0.006
Mn 19.78 15.78 15.10 11.69 16.02 0.095 168.6 11.88 12.61
Fe 11.96 20.78 14.74 15.78 15.55 5.63 2.76 21.67 21.59
Co 0.335 0.318 0.230 0.240 0.284 0.0025 113.6 0.008 0.013
Ni 0.634 0.328 0.464 0.450 0.480 0.0075 64.0 0.014 0.022
Cu 0.392 0.116 0.294 0.210 0.259 0.0055 47.01 0.002 0.003
Zn 0.068 0.084 0.069 0.060 0.078 0.007 11.15 0.011 0.051
Ga 0.001 — — — — 0.0015 0.666
Sr 0.085 0.093 0.086 0.080 0.0825 0.0375 2.20
Y 0.031 — — — — 0.0033 9.39 0.002 0.002
Zr 0.052 — — 0.070 0.0648 0.0165 3.92 0.004 0.045
Mo 0.044 0.049 0.029 0.040 0.0412 0.00015 274.66 0.004 0.003
Pd 0.6027° 0.5747° 0.3917%  — 0.5537° 0.665°° 0.832
Ag 0.0006 — — — — 0.000007 85.71
Cd 0.0007 0.0011 — — 0.00079 0.00002 39.50
Sn 0.00027 — — — — 0.00002 13.50
Te 0.0050 — — — — — —
Ba 0.276 0.498 0.182 0.100 0.2012 0.0425 4.73 0.287 0.910
La 0.016 — — — — 0.0030 5.33 0.027
Yb 0.0031 — — — — 0.0003 10.33
W 0.006 — — — — 0.00015 40.00
Ir 0.939°° 0.932°° — — 0.935°° 0.13277 70.83
Au 0.266° 0.302°° 0.81177 0.2487° 0.400° 0.62
Hg 0.827* 0.167* 0.157¢ — 0.50~* 0.807° 6.25
TI 0.017 0.0077 0.010 — 0.0129 0.000045 286.66
Pb 0.0846 0.127 0.093 — 0.090 0.00125 72.72 0.002 0.063
Bi 0.0006 0.0005 0.0014 — 0.0008 0.000017 47.05

Note: Superscript numbers denote powers of ten, e.g., °=x 1075,
(Reproduced with permission from Cronan (1980).)

although theoretically possible, no continuous com-
positional gradation has been reported between hy-
drogenous and hydrothermal deposits, although
mixtures of the two do occur. This may be partly
because: (i) the growth rates of hydrogenous and
hydrothermal deposits are very different with the
latter accumulating much more rapidly than the
former, leading to the incorporation of only limited
amounts of the more slowly accumulating hydrogen-
ous material in them; and (ii) the temperatures of
formation of the deposits are different, leading to
mineralogical differences between them which can
affect their chemical composition. Similarly, a con-
tinuous compositional gradation between hydrother-
mal and diagenetic ferromanganese oxide deposits

has not been found, although again this is theoretic-
ally possible. However, the depositional conditions
with which the respective deposits are associated
i.e., high temperature hydrothermal activity in mainly
sediment-free elevated volcanic areas on the one
hand, and low-temperature accumulation of organic
rich sediments in basin areas on the other, would
preclude much mixing between the two. Possibly
they may occur in sedimented active submarine
volcanic areas.

Internal Structure

The main feature of the internal structure of nodules
and crusts is concentric or tabular banding which is
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Figure 1 Triangular representation of marine ferromanganese
oxide deposits.

Figure 2 Concentric banding in a manganese nodule. (Repro-
duced by kind permission of CNEXO, France.)

developed to a greater or lesser extent in most of them
(Figure 2). The bands represent thin layers of varying
reflectivity in polished section, the more highly reflect-
ive layers being generally richer in manganese than
the more poorly reflective ones. They are thought to
possibly represent varying growth conditions.

On a microscopic scale, a great variety of structures
and textures are apparent, some of them indicative of
postdepositional alteration of nodule and crust inter-
iors. One of the most commonly observed and most
easily recognizable is that of collomorphic globular
segregations of ferromanganese oxides on a scale of
tenths of a millimetre or less, which often persist
throughout much of the nodule or crust interior.
Often the segregations become linked into polygons
or cusps elongated radially in the direction of growth
of the deposits. Several workers have also recognized
organic structures within manganese nodules. Fur-
thermore, cracks and fissures of various sorts are a
common feature of nodule and crust interiors. Frac-
turing of nodules is a process which can lead to their
breakup on the seafloor, in some cases as a result of
the activity of benthic organisms, or of bottom
currents. Fracturing is an important process in
limiting the overall size of nodules growing under
any particular set of conditions.

Growth Rates

It is possible to assess the rate of growth of nodules
and crusts either by dating their nuclei, which gives a
minimum rate of growth, or by measuring age differ-
ences between their different layers. Most radiomet-
ric dating techniques indicate a slow growth rate,
from a few to a few tens of millimeters per million
years. Existing radiometric and other techniques for
dating include uranium series disequilibrium methods
utilizing **°Th 23'Pa, the '"Be method, the K-Ar
method, fission track dating of nodule nuclei, and
hydration rind dating.

In spite of the overwhelming evidence for slow
growth, data have been accumulating from a number
of sources which indicate that the growth of nodules
may be variable with periods of rapid accumulation
being separated by periods of slower, or little or no
growth. In general, the most important factor influ-
encing growth rate is likely to be the rate at which
elements are supplied to the deposits, diagenetic
sources generally supplying elements at a faster rate
than hydrogenous sources (Figure 1). Furthermore,
the tops, bottoms, and sides of nodules do not neces-
sarily accumulate elements at the same rate, leading
to the formation of asymmetric nodules in certain
circumstances (Figure 3). Differences in the surface
morphology between the tops, bottoms, and sides
of nodules in situ may also be partly related to
growth rate differences. The tops receive slowly accu-
mulating elements hydrogenously supplied from sea-
water and are smooth, whereas the bottoms receive
more rapidly accumulating elements diagenetically
supplied from the interstitial waters of the sediments
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Figure 3 Morphological and compositional differences be-
tween the top and bottom of a Pacific nodule. (Reproduced with
permission from Cronan, 1980.)

and are rough (Figure 3). The ‘equatorial bulges’ at
the sediment-water interface on some nodules have a
greater abundance of organisms on them than else-
where on the nodule surface, suggesting that the
bulges may be due to rapid growth promoted by the
organisms.

It is evident, therefore, that growth cannot be
regarded as being continuous or regular. Nodules
and crusts may accrete material at different rates at
different times and on different surfaces. They may
also be completely buried for periods of time during
which it is possible that they may grow from intersti-
tial waters at rates different from those while on the
surface, or possibly not grow at all for some periods.
Some even undergo dissolution, as occurs in the Peru
Basin where some nodules get buried in suboxic to
reducing sediments.

Distribution of Manganese Nodules

The distribution and abundance of manganese
nodules is very variable on an oceanwide basis, and
can also be highly variable on a scale of a kilometre or
less. Nevertheless, there are certain regional regular-
ities in average nodule abundance that permit some
broad areas of the oceans to be categorized as con-
taining abundant nodules, and others containing
few nodules (Figure 4), although it should always
be borne in mind that within these regions local
variations in nodule abundance do occur.

The distribution of nodules on the seafloor is a
function of a variety of factors which include the
presence of nucleating agents and/or the nature and
age of the substrate, the proximity of sources of
elements, sedimentation rates, and the influence of
organisms. The presence of potential nuclei on the
seafloor is of prime importance in determining nodule
distribution. As most nodule nuclei are volcanic
in origin, patterns of volcanic activity and the

Figure 4 Distribution of manganese nodules in the oceans
(updated from Cronan, 1980 after various sources.) ..., Areas
of nodule coverage; %%% areas where nodules are locally
abundant.

subsequent dispersal of volcanic materials have an
important influence on where and in what amounts
nodules occur. Other materials can also be important
as nodule nuclei. Biogenic debris, such as sharks’
teeth, can be locally abundant in areas of slow sedi-
mentation and their distribution will in time influence
the abundance of nodules in such areas.

As most nuclei are subject to replacement with time,
old nodules have sometimes completely replaced their
nuclei and have fractured, thus providing abundant
nodule fragments to serve as fresh nuclei for ferro-
manganese oxide deposition. In this way, given suffi-
cient time, areas which initially contained only limited
nuclei may become covered with nodules.

One of the most important factors affecting nodule
abundance on the seafloor is the rate of accumulation
of their associated sediments, low sedimentation rates
favouring high nodule abundances. Areas of the sea-
floor where sedimentation is rapid are generally only
sparsely covered with nodules. For example, most
continental margin areas have sedimentation rates
that are too rapid for appreciable nodule develop-
ment, as do turbidite-floored deep-sea abyssal plains.
Low rates of sedimentation can result either from a
minimal sediment supply to the seafloor or currents
inhibiting its deposition. Large areas in the centres of
ocean basins receive minimal sediment input. Under
these conditions, substantial accumulation of nodules
at the sediment surface is favoured.

Worldwide Nodule Distribution Patterns

Pacific Ocean As shown in Figure 4, nodules are
abundant in the Pacific Ocean in a broad area, called
the Clarion—Clipperton Zone, between about 6°N
and 20° N, extending from approximately 120° W to
160° W. The limits of the area are largely determined
by sedimentation rates. Nodules are also locally
abundant further west in the Central Pacific Basin.
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Sediments in the northern part of the areas of abun-
dant nodules in the North Pacific are red clays with
accumulation rates of around 1mm per thousand
years, whereas in the south they are siliceous oozes
with accumulation rates of 3 mm per thousand years,
or more.

Nodule distribution appears to be more irregular in
the South Pacific than in the North Pacific, possibly as
a result of the greater topographic and sedimentolo-
gical diversity of the South Pacific. The nodules are
most abundant in basin environments, such as those
of the south-western Pacific Basin, Peru Basin, Tiki
Basin, Penrhyn Basin, and the Circum-Antarctic area.

Indian Ocean In the Indian Ocean the most exten-
sive areas of nodule coverage are to the south of the
equator. Few nodules have been recorded in the Ara-
bian Sea or the Bay of Bengal, most probably because
of the high rates of terrigenous sediment input in
these regions from the south Asian rivers. The equa-
torial zone is also largely devoid of nodules. High
nodule concentrations have been recorded in parts
of the Crozet Basin, in the Central Indian Ocean
Basin, and in the Wharton Basin.

Atlantic Ocean Nodule abundance in the Atlantic
Ocean appears to be more limited than in the Pacific
or Indian Oceans, probably as a result of its relatively
high sedimentation rates. Another feature which in-
hibits nodule abundance in the Atlantic is that much
of the seafloor is above the calcium carbonate com-
pensation depth (CCD). The areas of the Atlantic
where nodules do occur in appreciable amounts are
those where sedimentation is low. The deep water
basins on either side of the Mid-Atlantic Ridge
which are below the CCD and which accumulate
only limited sediment, contain nodules in reasonable
abundance, particularly in the western Atlantic. Simi-
larly, there is a widespread occurrence of nodules and
encrustations in the Drake Passage-Scotia Sea area,
probably due to the strong bottom currents under the
Circum-Antarctic Current inhibiting sediment depos-
ition in this region. Abundant nodule deposits on the
Blake Plateau can also be related to strong bottom
currents.

Buried nodules Most workers on the subject agree
that the preferential concentration of nodules at the
sediment surface is due to the activity of benthic
organisms which can slightly move the nodules.
Buried nodules have, however, been found in all the
oceans of the world. Their abundance is highly vari-
able, but it is possible that it may not be entirely
random. Buried nodules recovered in large diameter
cores are sometimes concentrated in distinct layers.

These layers may represent ancient erosion surfaces
or surfaces of non-deposition on which manganese
nodules were concentrated in the past. By contrast,
in the Peru Basin, large asymmetrical nodules get
buried when their bottoms get stuck in tenacious
sediment just below the surface layer.

Compositional Variability of
Manganese Nodules

Manganese nodules exhibit a continuous mixing
from diagenetic end-members which contain the min-
eral 10A manganite (todorokite) and are enriched in
Mn, Ni, and Cu, to hydrogenous end-members which
contain the mineral SMnQO, (vernadite) and are en-
riched in Fe and Co. The diagenetic deposits derive
their metals at least in part from the recycling through
the sediment interstitial waters of elements originally
contained in organic phases on their decay and dis-
solution in the sediments, whereas the hydrogenous
deposits receive their metals from normal seawater
or diagenetically unenriched interstitial waters. Po-
tentially ore-grade manganese nodules of resource
interest fall near the diagenetic end-member in com-
position. These are nodules that are variably enriched
in Ni and Cu, up to a maximum of about 3.0%
combined.

One of the most striking features shown by chem-
ical data on nodules are enrichments of many elem-
ents over and above their normal crustal abundances
(Table 1). Some elements such as Mn, Co, Mo, and T1
are concentrated about 100-fold or more: Ni, Ag, Ir,
and Pb are concentrated from about 50- to 100-fold;
B, Cu, Zn, Cd, Yb, W, and Bi from about 10- to
50-fold; and P, V, Fe, Sr, Y, Zr, Ba, La, and Hg up to
about 10-fold, above crustal abundances.

Regional Compositional Variability

Pacific Ocean In the Pacific, potentially ore-grade
nodules are generally confined to two zones running
roughly east-west in the tropical regions, which are
well separated in the eastern Pacific but which con-
verge at about 170°-180° W (Figure 5). They follow
the isolines of intermediate biological productivity,
strongly suggestive of a biological control on their
distribution. Within these zones, the nodules prefer-
entially occupy basin areas near or below the CCD.
Thus, they are found in the Peru Basin, Tiki Basin,
Penrhyn Basin, Nova Canton Trough area, Central
Pacific Basin, and Clarion—Clipperton Zone (Figure 5).
Nodules in all these areas have features in common
and are thought to have attained their distinctive
composition by similar processes.

The potentially ore-grade manganese nodule field
in the Peru Basin, centred at about 7°-8° S and 90° W
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Figure 5 Approximate limits of areas of nickel- and copper-rich nodules in the subequatorial Pacific referred to in the text

(productivity isolines in gCm™2y™").

(Figure 5), is situated under the southern flank of the
equatorial zone of high biological productivity on a
seafloor composed of pelagic brown mud with vari-
able amounts of siliceous and calcareous remains.
Nodules from near the CCD at around 4250 m are
characterized by diagenetic growth and are enriched
in Mn, Ni, and Cu, whereas those from shallower
depth are characterized mainly by hydrogenous
growth. The Mn/Fe ratio increases from south to
north as productivity increases, whereas the Ni and
Cu contents reach maximum values in the middle of
the area where Mn/Fe ratios are about 5.

In the Tiki Basin there is also an increase in the Mn/
Fe ratio of the nodules from south to north. All
Ni + Cu values are above the lower limit expected in
diagenetically supplied material.

The Penrhyn Basin nodules fall compositionally
within the lower and middle parts of the Mn/Fe
range for Pacific nodules as a whole. However,
nodules from the northern part of the Basin have
the highest Mn/Fe ratios and highest Mn, Ni, and
Cu concentrations, reflecting diagenetic supply of
metals to them, although Ni and Cu decrease slightly
near the equator. Superimposed on this trend are
variations in nodule composition with their distance
above or below the CCD. In the Mn-, Ni-, and
Cu-rich nodule area, maximum values of these metals
in nodules occur within about 200m above and
below the CCD. The latititudinal variation in Mn,
Ni, and Cu in Penrhyn Basin nodules may be due to

there being a hydrogenous source of these metals
throughout the Basin, superimposed on which is a
diagenetic source of them between about 2° and 6° S
at depths near the CCD, but less so in the very north
of the Basin (0-2°S) where siliceous sedimentation
prevails under highest productivity waters.

In the Nova Canton Trough area, manganese con-
centrations in the nodules are at a maximum between
the equator and 2.5° S, where the Mn/Fe ratio is also
highest. Manganese shows a tendency to decrease
towards the south. Nickel and copper show similar
trends to Mn, with maximum values of these elements
being centred just south of the equator at depths of
5300-5500 m, just below the CCD.

In the central part of the Central Pacific Basin,
between the Magellan Trough and the Nova Canton
Trough, diagenetic nodules are found associated with
siliceous ooze and clay sedimentation below the
CCD. Their Ni and Cu contents increase south-east-
wards, reaching a maximum at about 2.5°-3° N and
then decrease again towards the equator where prod-
uctivity is highest.

The Clarion—Clipperton Zone deposits rest largely
on slowly accumulated siliceous ooze and pelagic clay
below the CCD. The axis of highest average Mn/Fe
ratio and Mn, Ni, and Cu concentrations runs roughly
south-west—north-east, with values of these elements
decreasing both to the north and south as productivity
declines respectively to the north and increases to-
wards the equatorial maximum in the south.
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Indian Ocean In the Indian Ocean, Mn-, Ni-, and
Cu-rich nodules are present in the Central Indian
Ocean Basin between about 5° and 15°S. They are
largely diagenetic in origin and rest on siliceous sedi-
ments below the CCD under high productivity waters.
The deposits show north—-south compositional vari-
ability with the highest grades occurring in the north.

Atlantic Ocean In the Atlantic Ocean, diagenetic
Mn-, Ni-, and Cu-rich nodules occur most notably
in the Angola Basin and to a lesser extent in the Cape/
Agulhas Basin and the East Georgia Basin. These
three areas have in common elevated biological prod-
uctivity and elevated organic carbon contents in their
sediments which, coupled with their depth near or
below the CCD, would help to explain the compos-
ition of their nodules. However, Ni and Cu contents
are lower in them than in areas of diagenetic nodules
in the Pacific and Indian Oceans.

Distribution and Compositional
Variability of Ferromanganese
Oxide Crusts

Crusts generally accumulate on sediment free hard
rock substrates, and thus their regional distribution
is related to that of seamounts, plateaux, and other
sediment free areas. In a major study on crusts by
Hein et al. (2000) it is pointed out that the main
substrata on which crusts form include basalt, phos-
phorite, and limestone. However, other than serving
as nucleating surfaces for precipitation to occur, the
substrata do not contribute to the formation or the
composition of the crusts to any significant degree.
Ferromanganese oxide crusts (excluding hydrother-
mal ones) are generally less variable in composition
than manganese nodules. In a large-scale study on
crusts in the South Pacific, Verlaan et al. (in press)
have shown that over the depth range from which the
analysed crusts were sampled (650-5853 m), Co, Mn,
and Ni increase as depth decreases, while Fe and
Cu increase as depth increases. However, the relation-
ship between crust composition and depth may be
more complex than this, as analysis of crust compos-
ition versus depth in 500 m depth intervals, shows
that in certain intervals the correlations between indi-
vidual elements and depth differ from their overall
correlations with depth. These differences are mainly
found between three depth segments, above 1500 m
(shallow), 1500-3000 m (middle), and below 3000 m
(deep). Particularly noteable are the relationships (or
lack of them) between elements in crusts and depth
in the shallow segment in comparison with those in
the deeper segments. There is an absence of any
correlation with depth in the shallow segment for

Co and Cu, and there is an opposite correlation with
depth in the shallow segment for Mn compared with
that in the middle and deep segments. Also noteable is
the disappearance in the deep segment of any depth
correlation for Ni and Fe, and the weakening of the
correlation between Cu and depth.

Investigations on the regional variability in crust
composition in the South Pacific by Verlaan ez al. (in
press), show that Co increases overall towards the
equator. Manganese also increases from south to
north and is generally low south of the 12th parallel.
Nickel likewise increases northwards towards the
equator, while Fe increases to the south-west, away
from the equator. Copper shows little regional vari-
ation in crusts in the South Pacific. Regionally, Co,
Mn, and Ni maintain an opposite behaviour to that of
Fe throughout the South Pacific, over the full depth
range of the samples collected. Furthermore, the over-
all equator-ward increase in Co, Mn, and Ni remains
evident in each depth segment. The opposite trends in
Co, Mn, and Ni enrichment, on the one hand, and
Fe enrichment on the other, start from about the
10th parallel, which is the approximate latitude div-
iding the the high from the low biological productiv-
ity regions in the area studied, suggesting that the
latitudinal compositional variations in crusts are at
least partly productivity influenced. Longitudinally,
Co, Mn, and Ni show a tendency to increase to
the north-west and Fe towards the south-west, but
these variations are much less pronounced than the
latitudinal variations.

Economic Potential

Interest in manganese nodules commenced around
the mid-1960s and developed during the 1970s,
at the same time as the Third United Nations Law of
the Sea Conference. However, the outcome of that
Conference, in 1982, was widely regarded as un-
favourable for the mining industry. This, coupled
with a general downturn in metal prices, resulted in
a lessening of mining company interest in nodules.
About this time, however, several government-backed
consortia became interested in them and this work
expanded as evaluation of the deposits by mining
companies declined. Part 11 of the 1982 Law of the
Sea Convention, that part dealing with deep-sea
mining, was substantially amended in an agree-
ment on 28 July 1994, which ameliorated some
of the provisions relating to deep-sea mining. The
Convention entered into force in November 1994,
During the 1980s, interest in manganese nodules
and crusts in exclusive economic zones (EEZs) started
to increase. An important result of the Third Law
of the Sea Conference, was the acceptance of a
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200-nautical-mile EEZ in which the adjacent coastal
state could claim any mineral deposits as their own.
The nodules and crusts found in EEZs are similar to
those found in adjacent parts of the International
Seabed Area, and are of greatest economic potential
in the EEZs of the South Pacific.

At the beginning of the twenty-first century, the
outlook for deep sea mining remains rather unclear.
It is likely to commence some time in this century,
although it is not possible to give a precise estimate as
to when. The year 2015 has been suggested as the
earliest possible date for nodule mining outside of the
EEZs. It is possible, however, that EEZ mining for
nodules might commence earlier if conditions were
favourable. It would depend upon many factors; eco-
nomic, technological, and political.

Conclusions

Manganese nodules and crusts, although not being
mined today, are a considerable resource for the
future. They consist of ferromanganese oxides vari-
ably enriched in Ni, Cu, Co, and other metals. They
generally accumulate on or around a nucleus and
exhibit internal layering on both a macro- and micro-
scale. Growth rates are generally slow. The most
potentially economic varieties of the deposits occur
in the subequatorial Pacific.

See Also

Mineral Deposits and Their Genesis. Mining Geology:
Exploration. Sedimentary Processes: Deep Water Pro-
cesses and Deposits. Sedimentary Rocks: Deep Ocean
Pelagic Oozes.

Phosphates

W D Birch, Museum Victoria, Melbourne, VIC,
Australia

© 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Phosphorus is the tenth most abundant element on
Earth and plays a key role in geological and biological
processes. In the mineral kingdom, phosphates are
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amongst the most complex and diverse, with approxi-
mately 460 recognized species. Over the past five
years about twenty new phosphate minerals have
been recognized.

Phosphates are found in diverse geological environ-
ments and in many associations or assemblages. In
igneous and metamorphic rocks, members of the apa-
tite group, in particular fluorapatite, are the domin-
ant phosphates. Because the solubility of phosphorus
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is generally low in silicate minerals, fluorapatite
and other ubiquitous phosphates such as monazite
and xenotime usually occur as accessory minerals.
An exception to this general rule is the wide diver-
sity of late-crystallising phosphate minerals found in
some granite pegmatites (see Igneous Rocks: Granite).
Other important environments include sedimentary
rocks, in which phosphates reach their maximum
abundance in the form of phosphorite, and the oxi-
dised zones of sulphide-bearing ore deposits. About
ten phosphates, including four not found on Earth,
have been recorded from meteorites.

Studies of phosphate minerals are important for
scientific, environmental, agricultural, and health
reasons. For mineralogists and crystallographers, the
crystal chemistry of phosphate minerals embraces
novel and diverse structures. To mineral collectors,
the better crystallized and more colourful phosphates
provide an unlimited source of intriguing and attract-
ive specimens. The geochemistry of many phosphate
minerals is important, as they commonly include trace
amounts of uranium, thorium, and the rare earth
elements. Apatite, monazite, and xenotime are sig-
nificant for geochronology and thermochronology,
utilising the trace amounts of radioactive elements
uranium and thorium contained in their crystal struc-
ture. Phosphate enrichment of soils and discharge of
phosphorus-bearing waste are human processes that
have significant environmental impact requiring
monitoring and control. As well, calcium phosphates
are important constituents of human tissue.

There are thousands of references on phosphate
minerals, which means that this review cannot be
exhaustive. It deals mainly with the classification of
phosphate minerals (see Minerals: Definition and
Classification) and the major geological environments
in which they occur.

Classification of Phosphate Minerals

The structures of phosphate minerals are almost ex-
clusively built on the tetrahedral anionic unit (PO4)>~,
in which the P atom is central to the four O atoms.
P-O bond lengths may vary, leading to distortions in
the tetrahedra, but the average distance is 1.537 A.
From bond valence considerations, (PO4) groups link
easily with a range of non-tetrahedrally coordinated
cations, such as AI>", Fe3*, Mg?*, Fe*", Mn?", Ca*",
Sr**, Na™, and K*. Many phosphates are also hy-
drated and/or hydroxyl-bearing. Even though the
anionic radius of P** (0.25 A) is smaller than that of
As®t (0.42A) and V°* (0.44 A), a number of near-
ideal solid solutions series are observed between phos-
phates and arsenates and to a more limited extent
between phosphates and vanadates.

The crystal structures of most phosphate minerals
have been well characterized, thereby facilitating clas-
sification. The simplest schemes divide the phosphates
into classes based on whether they are anhydrous or
hydrated, contain hydroxyl and/or halogen, or con-
tain another anion such as (SO4)?~, (CO;5)*,
(CrO4)*", (AsO4)’", and (VO4)’". The well-known
Dana system adopts such an approach, as do James
Ferraiolo and Hugo Strunz. Alexander Povarennykh
combined this approach within divisions based on
crystal chemical features. Perhaps because of the
great diversity and complexity shown by phosphate
structures, overall classification schemes based on
crystal chemistry alone have been attempted by
only a few researchers, notably Paul Moore, Frank
Hawthorne, and Ivan Kostov. These schemes are gen-
erally based on the recognition that the POy tetra-
hedra can polymerize in a number of ways, leading
to a broad three-fold subdivision:

i. Polymerization of TOy, tetrahedra, where T may

be P, Be, Zn, B, Al, and Si

ii. Polymerization of POy, tetrahedra and MOg octa-
hedra. This grouping covers a very large number
of species and, within it phosphates can be further
subdivided on the basis of whether polyhedra are
unconnected, in finite clusters, or in infinite
chains, sheets, or frameworks

iii. Polymerization of POy tetrahedra and polyhedra
that contain large cations coordinated by more
than 6 oxygen atoms.

In many of these structures, OH and H,O may pro-
vide one or more of the oxygen atoms in the POy,
and MOg groups (for simplicity, this is not always
indicated in the terminology used in the following
review).

Structures with Polymerized TO4 Tetrahedra

There are about 30 minerals in this category that have
structures based mainly on polymerization of two or
three POy tetrahedra, or of PO4 groups with BeOy,
ZnQy, and AlOy, tetrahedra. The structures can be
based on finite clusters, such as in the rare isostruc-
tural zirconium-bearing species gainesite, Na,Zr,
[Be(POy)4], mecrillisite, NaCsZr;[Be(POy4)4], and sel-
wynite, NaKZr,[Be(PO4)4], or on infinite chains,
sheets, and frameworks of tetrahedra. Examples of
minerals with structures based on chains of PO4-
BeO, linkages included moraesite, Be,(PO4)(OH)
and roscherite, CaMn;[Be,(PO4)3(OH)s], while
spencerite, Zny(POy4),(OH), involves chains of alter-
nating ZnO,(OH)(H,0) and PO, tetrahedra. Both
PO4~Zn0O,4 and PO4BeO, linkages are present in
the sheet-like structures, which include hopeite,
Zn3(PO4)2 . 4H20, SChOlZitC, Caan(PO4)2 . ZHzo,
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Figure 1 Hydroxylherderite crystals (largest crystal 18 mm
long) on muscovite from the Xanda mine, Minas Gerais, Brazil.
Museum Victoria specimen M43389, photography by J Broomfield.
Reproduced with permission from Museum Victoria.

the isostructural herderite, CaBe(PO,)F, (Figure 1)
and hydroxylherderite, CaBe(PO4)OH. In the infinite
framework structures, all except berlinite, AIPOy,
which is isostructural with quartz, are based on
PO4—BeOy linkages, including beryllonite, NaBePO,
and pahasapaite, LigCagBey4(PO4)24 - 38H,0, which
has a complex, zeolite-like framework structure.

Structures with Linked TO, Tetrahedra and
MOg Groups

About 180 minerals are known to be represented in this
structural grouping, with most being infinite frame-
works. Only five minerals are known that have struc-
tures based on isolated or finite clusters of tetrahedra
and octahedra, linked together by hydrogen bond-
ing. They include struvite, NH;Mg(POy,) - 6H,0, ana-
paite, Ca,Fe®"(PO,), - 4H,0, and morinite, NaCa,Al,
(PO4),»(EOH)s - 2H, 0. There are twenty-two minerals
with structures based on infinite chains of tetrahedra
and octahedra. These can be subdivided further into
five topologically distinct types, depending on how the
TO4 and MOg groups are linked. A group of minerals
that includes collinsite, Ca,(Mg,Fe)(POy), - 2H,0, and
fairfieldite, Ca,(Mn,Fe)(POy),-2H,0, consists of
chains of alternating (M**O4{H,0},) octahedra and

Figure 2 Wavellite sprays (up to 30 mm across) from Montgom-
ery County, Arkansas, USA. Museum Victoria specimen M27840,
photograph by J Broomfield. Reproduced with permission from
Museum Victoria.

pairs of (PO,) tetrahedra, with the chains linked by
7-coordinated Ca atoms and by hydrogen bonding. In
childrenite, (Fe,Mn)Al(PO4)(OH)-H,O, and mem-
bers of the jahnsite group, CaMn(Fe,Mn,Mg),Fe,
(PO4)4(OH), - 8H,0, chains are based on corner-
sharing octahedra with bridging (PO4) groups, while
in bearthite, Ca,Al(PO4),(OH), adjacent octahedra
share an edge to build chains linked by (PO4)4 groups
and Ca cations.

Nearly 50 minerals are known to have structures
consisting of infinite sheets of (POy4) tetrahedra and
(MOg) octahedra. These structures can also be
grouped, depending on how the octahedra and tetra-
hedra are linked. However, due to their complexity, it
is not feasible to describe or summarise them here.
Some of the more important phosphates with sheet-
like structures include members of the crandallite
group, based on [Al3(PO4)(PO3{OH})(OH)s], and
vivianite, Fe3"(POy,), - 8H,0O. About 110 phosphate
minerals are known to have framework structures, by
far the largest group. Important minerals in this
category include wavellite, Al3(PO4),(OH,F);-5SH,O
(Figure 2), variscite, AIPO4- 2H,0, pseudomalachite,
libethenite, Cu,(PO4)(OH) Cus(PO4),(OH)4, mem-
bers of the turquoise [CuAlg(PO4)4(OH)g-4H,0]
group, the iron phosphates dufrenite, Fe* Fe3 " (PO4);
(OH)s-2H,0, and rockbridgeite, (Fe?",Mn)Fej"
(PO4); (OH)s.

Structures with TO, Groups and Large Cations

In the phosphate minerals within this broad grouping,
the main cations, which may be either monovalent,
divalent, or trivalent, are coordinated to varying
numbers of oxygen atoms to form polyhedra, which
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are then linked in various ways, commonly through
(POy4) tetrahedra, to form chains. Chains are then
linked to form sheets, which stack in various crystallo-
graphic directions. It is not possible here to describe or
summarize individual structures, but some important
minerals represented include xenotime, (Y,Yb)(POy),
and members of the monazite (REE,Ce,Ca, Th)(POy)
group, as well as a suite of hydroxyl-bearing and hy-
drated ammonium, sodium, and potassium-bearing
species typically found in cave environments. How-
ever, the apatite group is the most significant in
this structural category and is briefly outlined below.
There is also an important and widespread suite of
phosphate minerals whose structures are dominated
by the uranyl (U°"0,)*" group (Figures 3 and 4).

Figure 3 Crystals of meta-autunite, Ca(UO,)(PO,),-6H,0 (up
to 7mm wide) from Autun, Burgundy, France. Museum Victoria
specimen M27680, photograph by F Coffa. Reproduced with
permission from Museum Victoria.

Figure 4 Crystals of saleeite, Mg(UO,)(POy,), - 8H,0 (up to 4 mm
across) from the Ranger mine, Northern Territory, Australia.
Museum Victoria specimen M45060, photograph by F Coffa.
Reproduced with permission from Museum Victoria.

These include about thirty species in two main groups
related to torbernite, Cu(UO,)(POy4),-10H,0, and
phosphuranylite, KC3(H30)3(U02)7(PO4)404(U02)
(POy4), - 8H, 0, respectively.

The Apatite structural group The apatite group
contains ten species, including pyromorphite,
Pbs(PO4);Cl, and belovite, Sr3Na(Ce,La)(PO4);(OH).
However, fluorapatite, Cas(PO4)3F, chlorapatite,
Cas(POy4)3Cl, and hydroxylapatite, Cas(PO4)3;0OH,
are the most widespread and influential in geological
and biological processes. The essential atomic arrange-
ment for these three species consists of (PO4) tetrahedra
and two Ca polyhedra (Figure 5). Cal is coordinated to
nine oxygen atoms, and Ca, bonds to six oxygen atoms
and one anion (F, Cl, or OH) situated in channels
running parallel to the c-axis. The Cal polyhedron
shows little response to the effect of different channel
anions, whereas in the Ca, polyhedron there are signifi-
cant shifts in the positions of the channel anions, arising
from their markedly different sizes. The structure per-
mits a very wide range of substitutions in all cation and
anion sites in natural and synthetic apatites. For
example, the monovalent ions in the c-axis channel
sites can be replaced by divalent anions such as
(CO5)*™ (eg., in carbonite—fluorapatite) and O*~. Va-
cancies may also occur in the c-axis channels. A large
number of divalent cations (for example Pb>*, Ba**,
Mn?*, and Sr?*) can substitute for Ca. The (PO,)
group is commonly replaced by other tetrahedral
anion groups, such as (AsO4)>~, (SO4)*~, (SiO4)*",
and (VO4)®~. Apatites may also take up rare earth
elements but the mechanisms are complex and beyond
the scope of this discussion.

Figure 5 Apatite crystal structural diagram, viewed down the ¢
axes and with the unit cell outlined in black. The PO, tetrahedra
are yellow, the smaller Ca site is drawn as red polyhedra, the
second Ca is shown as blue balls and the (F, Cl, OH) ion is green.
Diagram prepared by A Pring.
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Geological Environments for
Phosphate Mineral Occurrences

Phosphate minerals are found in a wide range of igne-
ous, metamorphic, and sedimentary rocks. In general
however, only three minerals—apatite per se, mona-
zite, and xenotime—are ubiquitous in typical igneous
and metamorphic rocks. With a few exceptions, how-
ever, such as granitic pegmatites, alkaline intrusive
rocks and some calc-silicate skarns and marbles
(Figure 6), these minerals occur as primary accessory
phases only. Their abundance is a general indication
of the phosphorus content of the rock, as phosphorus
has low solubility in most silicate minerals. Extreme
phosphorus enrichment in magmas in represented
by carbonatites, in which apatite is the most wide-
spread economic mineral, notably in two deposits,
Phalaborwa in South Africa and Khibiny on the Kola
Peninsula in Russia.

In sedimentary rocks, phosphate minerals are repre-
sented throughout the geological time-scale to the pre-
sent day, and occur in a wide range of host rocks. Many
are hosted by metasediments, in which mobilization

Figure 6 Fluorapatite crystal (2cm long) in marble from
Wilberforce, Ontario, Canada. Museum Victoria specimen
M39659, photograph by F Coffa. Reproduced with permission
from Museum Victoria.

and recrystallization of original primary phosphate
have yielded diverse assemblages of species.

Granite Pegmatites

Apatite varieties dominate the phosphate suites found
in many granite pegmatites and may crystallize at dif-
ferent stages. For example, primary apatite may occur
intergrown with feldspar, quartz, and tourmaline, or
it may crystallize later as a druse or miarolitic-cavity
mineral during the hydrothermal stage (Figure 7).
At lower temperatures, crusts of carbonate-bearing
apatite may form.

Paul Moore has constructed a ‘paragenetic tree’ of
pegmatite phosphates. Primary phosphates are found
as giant crystals or lenticular masses which crystallized
near the core of the pegmatite, usually embedded in
massive quartz. As well as apatite, the triphylite—
lithiophilite, triplite—zwieselite, and amblygonite—
montebrasite series are significant at the primary
stage, with the last series in places constituting an ore
of lithium. Metasomatic alteration during the final
stages of pegmatite formation may result in these
primary phases being partially replaced by such species
as alluadite, triploidite~wolfeite, and purpurite—
heterosite, which may be nodular and fine-grained.
Typical reactions during alteration involve Na, K, and

Figure 7 Fluorapatite crystal (12mm across) showing colour
zonation, in granite from Lake Boga, Victoria, Australia. Museum
Victoria specimen M29944, photograph by F Coffa. Reproduced
with permission from Museum Victoria.
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Ca displacing Li, and the addition of OH. The largest
diversity of phosphate species in granite pegmatites
arises from the oxidation of these primary phases.
This may take place under ‘hydrothermal’ conditions,
at temperatures less than 250°C during the cooling
history, or much later during atmospheric weathering.
The great diversity of these secondary species reflects
the mixed valence states of Fe and Mn; the differ-
ent configurations in which oxygen atoms from
H,O molecules and OH and PO2~ groups may cluster
around these metal cations in octahedral coordination;
and the different ways the octahedra can combine
(polymerise) to form clusters in solution. Such clusters
may be represented in the crystal structures of sec-
ondary phosphates. Amongst these are barbosalite,
rockbridgeite, beraunite, phosphosiderite, strengite,
leucophosphite, bermanite, strunzite, laueite, cacoxe-
nite, cyrilovite, eosphorite—childrenite, and ludlamite
(Figure 8), which are derived from Fe- and Mn-bearing
primary phosphates. Species such as hurlbutite, herder-
ite, brazilianite, morinite, crandallite, and whitlockite
are derived from primary phosphates with low Fe and

Figure 8 Ludlamite crystal group (12 mm across) from the San
Antonio mine, Chihuahua, Mexico. Museum Victoria specimen
M37681, photograph by J Broomfield. Reproduced with permis-
sion from Museum Victoria.

Mn and/or high Li contents. Many of these secondary
species crystallise as small crystals in open cavities,
resulting from removal of much of the PO3~ and most
of the alkalis.

The best known and most prolific localities for pho-
sphate minerals include the famous pegmatites of the
Black Hills, South Dakota; the Palermo mine, New
Hampshire; Hagendorf Sud, Bavaria; Tsaobismund,
Namibia; Buranga, Rwanda; Viitaniemi, Finland;
Sapucaia, Brazil, and occurrences in southern
California and Maine in the USA.

Sediment-Hosted Phosphate Deposits

Sedimentary phosphates—phosphorites—are the most
important of the world’s sources of phosphate rock (see
Sedimentary Rocks: Mineralogy and Classification).
They occur on every continent and range in age from
Precambrian to Holocene, with nearly all having a
marine origin. Modern phosphorites are mineralogically
monotonous, consisting of grains of cryptocrystalline or
amorphous carbonate-fluorapatite (variously referred
to as collophane or francolite), occurring as beds ranging
in thickness from a few centimetres up to tens of metres.
Other forms of phosphorite include nodules and concre-
tions. Phosphorites are commonly observed in shallow
seas, along the edges of continental shelves, and on
ocean plateaus. The phosphorus is believed to be derived
from faecal matter, bone material, and decaying marine
organisms that accumulate locally or are carried into
shallow coastal regions by upwelling deep ocean cur-
rents. These nutrients encourage a diverse biota to flour-
ish, ultimately producing organic-rich sediments.
During early diagenesis, collophane precipitation occurs
within the upper layers of these sediments from pore
waters rich in phosphorus leached from the organic
remains; precipitation is enhanced where phosphatic
nuclei are already present. A changing depositional en-
vironment with periods of reduced deposition and
reworking of sediments in shallow seas favours phos-
phogenesis. This model is generally applicable to old
phosphorites that remain recognizable, such as those of
the Cambrian—Ordovician Georgina Basin, in Queens-
land, Australia. However, settings and methods of de-
position (including transport of phosphate grains) vary
widely and are subject to debate. Study of the age and
global distribution of phosphorites has led to the identi-
fication of major phosphogenic episodes as far back as
the Proterozoic.

Older phosphorites are more likely to have under-
gone diagenesis, deformation, and metamorphism, to
the extent that the original nature of the deposits may
become obscured. Phosphorus may be mobilized in
solution and distributed into surrounding rocks,
where diverse suites of well-crystallized secondary
phosphates may form. Perhaps the most notable such
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occurrence is in the Cretaceous Rapid Creek Forma-
tion in the Canadian Yukon. Here, a marine sequence
of ironstone and shale containing unusual Fe- and
Mn-bearing phosphates instead of collophane has
been deformed and uplifted. This resulted in sets of
fractures in which a wealth of well-crystallized phos-
phate minerals have formed. Four major assem-
blages characterized by the predominance of specific
elements and related to a specific host rock have been
identified, with at least five new phosphate species
recognized (baricite, garyansellite, gormanite, kula-
nite, and penikisite). As well, remarkable crystals of
arrojadite, augelite, and lazulite, amongst others,
occur in this fracture-filling paragenesis.

In south-eastern Australia, a variety of settings for
sedimentary phosphate deposits has been recognized,
with several producing a range of unusual, in some
cases new species. Some deposits have been exploited
for phosphate, but all are low grade. The oldest de-
posits are in South Australia, where there are two main
phosphatic horizons, one Late Precambrian, the other
Early Cambrian, associated with limestones. There has
been local leaching and intermittent concentration of
phosphate by replacement. The Moculta deposit has
been affected by regional metamorphism, which has
recrystallised and brecciated the phosphatic rock.
A range of secondary phosphate minerals, such as
wavellite, beraunite, cyrilovite, leucophosphite, varis-
cite, crandallite, and aldermanite (for which Moculta is
the type locality) has been recorded in veinlets and
small cavities and probably formed during near-surface
weathering. An intense and prolonged weathering
origin can probably be ascribed to a suite of phosphate
minerals found in metamorphosed Early Proterozoic
iron-rich sediments at Iron Monarch, in the Middle-
back Ranges. Over thirty phosphate species, including
bermanite, collinsite, cyrilovite, fairfieldite, kidwellite,
montgomeryite, turquoise, and wavellite, have been
identified. A number of vanadates also occur in the
assemblage. In central Victoria, small, low-grade phos-
phate deposits within Ordovician black slate—chert
host rocks exhibit a number of mineralization styles,
such as phosphorite bands, intraformational breccias,
and vein networks. Secondary minerals resulting
from weathering of the primary phosphorites include
wavellite, turquoise, variscite, cacoxenite, and fluellite.

Amongst the world’s largest phosphate deposits
are those of Morocco, where Late Cretaceous marine
sediments occur on the plains fronting the Atlas
Mountains (see Africa: North African Phanerozoic).
These are nodular and sandy deposits riddled with fish
teeth and fit well into the upwelling nutrient-rich cur-
rent model outlined above. Other significant world
producers of sedimentary phosphate are the USA,
Brazil, and China.

Guano Deposits

Phosphate deposits derived from bird and bat guano
represent only a small proportion of the total world
reserves of phosphate rock. Insular deposits are
common in warm-arid or semi-arid regions with
large bird populations either at the present day or in
the recent past. The most important deposits, now
essentially worked out are on larger islands over 50
metres above sea-level, such as Nauru and Christmas
Island, and are thought to be older than about one
million years old. In these deposits, solutions derived
from overlying bird droppings have percolated into
the bedrock, where minerals such as apatite, whitlock-
ite, crandallite, and millisite have crystallized. This
phosphatized bedrock forms much of the resource.

Cave phosphate deposits derived from bat drop-
pings are of more interest for the unusual minerals
they may contain than for their economic value.
Such deposits are mostly in limestone caves, with a
minority in lava-tube caves. The chemical reactions
involved in forming phosphate minerals are complex,
but usually begin with leaching of very soluble nitro-
gen from the guano. This leaves phosphorus to com-
bine with whatever cations are available from the
surrounding rocks. The resulting sequence of minerals
may be well stratified within the guano. Typical cave
phosphates include brushite, carbonate-hydroxylapa-
tite carbonate-fluorapatite, taranakite, and variscite,
generally occurring as powdery nodules within the
guano or as coatings on bedrock or cave walls. Dis-
tinct crystals of phosphate minerals, such as newber-
yite and struvite are rare, with a notable occurrence in
lava caves at Skipton, Victoria.

Phosphates in Oxidized Metal Sulphide Deposits

Large numbers of phosphate minerals occur in the
oxidized zones of base metal orebodies. Solubility phe-
nomena play the most important role in determining
which phosphates crystallize in these low-temperature
environments, where generally acidic groundwaters
dominate. Phosphates of Pb®>" are generally the least
soluble, so these minerals, particularly pyromorphite
(Figure 9), are prominent in oxidized zones above
galena-bearing ores. As primary ores commonly con-
tain a mix of lead, copper, and zinc sulphides, as well as
arsenopyrite, a diverse suite of secondary phosphates
and arsenates can form in oxidized zones. Whether
phosphates will be prominent over arsenates depends
on the availability of phosphorus, usually as apatite, in
either the primary ore or the host rocks — it can vary
widely. These differences are illustrated by the two
most mineralogically diverse oxidized zones known.
At Tsumeb, Namibia, arsenates generally dominate
the secondary assemblage, whereas at Broken Hill,
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Figure 9 Pyromorphite crystals (up to 5mm

long) from
Yang Shao mine, Guangxi Province, China. Museum Victoria
specimen M48184, photograph by J Broomfield. Reproduced
with permission from Museum Victoria.

in New South Wales, Australia, both phosphates
and arsenates occur. The phosphate assemblage
libethenite—pseudomalachite is particularly wide-
spread above copper-bearing sulphides in arid regions.
Notable occurrences of zinc phosphates, including
parahopeite, hopeite, tarbuttite, and scholzite, occur
at Broken Hill, Zambia, and at Reaphook Hill, in
South Australia. The great chemical diversity shown
by secondary phosphates is reflected in their often-
spectacular colours and crystal habits, making them
much prized by mineral collectors.

Geochronological and
Thermochronological Applications of
Phosphate Minerals

Apatite, monazite, and xenotime commonly contain
between a few tens and hundreds of ppm U and Th in
their crystal structures. As a result, several different
isotopic dating techniques can be applied to them.
While the underlying principles, assumptions, and
counting methods for each technique are complex
and beyond the scope of this review, a brief summary
of each is useful. Fission track dating (see Analytical
Methods: Fission Track Analysis) uses damage tracks
in apatite arising from the spontaneous fission of ***U,
which occurs at a known rate. Measuring the number
of tracks that have accumulated since a crystal
formed, along with estimating the amount of uranium
it contains, means that a geological age can be calcu-
lated. Because fission tracks in apatite are ‘healed’ or
annealed at temperatures over about 120°C, only
rocks which have not undergone subsequent heating
events can be dated this way. However, the annealing
properties of apatite fission tracks have led to a
growing number of opportunities to model significant

thermal processes in the upper parts of the Earth’s
crust. These include reconstructing the thermal
histories of sedimentary basins (see Sedimentary En-
vironments: Depositional Systems and Facies) and
evaluating their potential for oil and gas resources,
and estimating the timing and magnitude of erosional
and tectonic denudation of mountain ranges (see Plate
Tectonics).

The U-Th-Pb and (U-Th)/He dating methods ap-
plied to apatite, monazite, and xenotime have as
their basis the decay series of the long-lived isotopes
of uranium, 2**U and ?*°U, and of thorium, 2*?Th.
These decay at a known rate through a series of
short-lived radionuclides ultimately to Pb iso-
topes. Determination of the ratios of *°°Pb/***U and
207pb/>35U enables a concordia plot to be drawn,
which provides an age for the crystals being analysed.
However, there are many complicating factors in-
volved in interpreting these plots and in measurement
of the data. As well, different methods of determining
isotopic compositions are available and need to be
selected, depending on which mineral is involved,
the precision required, and other factors. The assump-
tion behind the (U-Th)/He method is that all three
phosphates appear to retain He, which is produced
during the alpha decay of '*’Sm. By measuring U, Th,
and He contents, an apparent He age can be calculated
on the assumption that the initial He content of the
mineral was zero. Both the U-Th-Pb and (U-Th)/He
methods are still being developed and refined but offer
great scope for accurate dating of Earth processes.

Phosphate Biomineralization

The main inorganic constituent of bones and teeth
in vertebrate animals, including human beings, is an
apatite-like mineral similar to carbonate-fluorapatite.
Small amounts of other elements such as sodium, po-
tassium, magnesium, and zinc are present in the struc-
ture. The precipitation of apatite takes place after
secretion of certain proteins by specialized cells. Other
phosphate minerals such as whitlockite, struvite, and
brushite, as well as a number of amorphous calcium
and/or magnesium-bearing phosphates, have been
found in pathological tissue calcifications, such as
dental and urinary calculi. Formation of these and
other biophosphates is sensitive to conditions such as
temperature and pH, so that transformation by dissol-
ution and recrystallization, especially of apatites, may
take place. A range of synthetic apatites, in the form of
cements and porous ceramics, is now being developed
and trialled in order to repair defects and damaged
tissue and to correct deformities. These have the cap-
acity to considerably improve both the quality and span
of human life.
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Environmental Significance
of Phosphate

Phosphorus is essential for all forms of life. Consider-
able cycling of phosphorus takes place within the bio-
sphere and interchange occurs between ecosystems.
While the overwhelming amount of phosphorus flux-
ing takes place between marine organisms and ocean
water, human activities play a significant role at the
ecosystem scale. The widespread use of phosphate-
based fertilisers and insecticides, the disposal of sewer-
age sludge and industrial waste, including some derived
from nuclear reactors, are examples of larger-scale pro-
cesses that can have serious environmental impacts.
Perhaps the best known involves the overload of phos-
phorus in streams and lakes, leading to an explosion of
plant life, especially algae, which upon decay uses up
most of the dissolved oxygen. This process, known as
eutrophication, results in fish kills (see Fossil Verte-
brates: Fish) and degradation of water quality. On a
more restricted scale, there is some evidence for the
formation of lead phosphates such as plumbogum-
mite—crandallite and pyromorphite—apatite in soils
verging on roads and highways used by vehicles burn-
ing leaded gasoline. Increasing awareness of all these
problems has meant that control programmes are in
place in many regions. Phasing out of lead-based fuels
and phosphate-based detergents, together with pos-
sible use of crystalline phosphates and phosphate
glasses for nuclear waste immobilization, are also
helping to improve environmental outcomes.
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Introduction and Terminology

Sedimentary rocks in which coarse particles are dom-
inant are termed ‘rudites’. They consist of broken frag-
ments, clasts, of pre-existing rocks, and have formed in
a wide range of conditions, such as in scree, in land-
slides, as tills, on alluvial fans and in many sites along
river courses, on beaches, in offshore reef-fringing
areas and in deep-water environments. Characteristic
inter-relationships between the rudites, and other en-
vironmentally significant features of these rocks and
their associated sediments provide clues to their
modes of origin. The clasts themselves provide add-
itional evidence from their shapes and composition.
The particle shapes evolve during transport, and tex-
tural sorting by size, shape or form may characterize
certain depositional conditions. The composition of the
particles often indicates the nature of the source from
which they were derived. The rudaceous deposits,
therefore, provide a stimulating variety of geological
challenges at all levels.

The term conglomerate is applied to rudaceous
rocks composed of rounded pebbles, and breccia to
those composed of angular clasts. A distinction is
made between rudaceous rocks where the clasts are in
contact with one another, and those in which the clasts
‘float’ in a finer matrix of sand and clay. These are
termed ‘clast-supported’ and ‘matrix-supported’ con-
glomerates respectively. Intraformational rudaceous
rocks are composed of clasts of penecontempora-
neously cemented sediment; limestone ‘beach rock’,
for example, or intraformational shale pellet conglom-
erates. Most rudaceous rocks, however, are composed
of ‘extraformational’ clasts derived from outside the
formation in which they occur. A further distinction
is made between rudaceous rocks composed of many
or one rock type. These are termed ‘polymictic’ and
‘ologomictic’ conglomerates respectively.

Rudaceous Rock Textures and Fabrics

The size of the particles is of primary importance.
Pebbles are defined as particles between 4 mm and
64mm in diameter and cobbles up to 256 mm.
Coarser materials are boulders or blocks. No natural
deposits of clastic materials consist of clasts with a
single size of particles and a range of diameters are

always present. This is partly a function of the mater-
ial supplied and partly due to variations in the dy-
namics of the transporting medium and in the
conditions during deposition. As large quantities of
sediment (often tens of kg) need to be analyzed to
obtain statistically meaningful information on coarse
grain size populations, such information is relatively
rare. In many cases the coarseness quoted is related to
the diameter of the largest clast observed, or the
average of the largest clasts.

When clasts are released from their source rocks
their shapes are defined initially by the distribution of
weaknesses in the parental rocks. Fractures such as
bedding planes, joints, or cleavages exert a major
influence in both the size and shape of the materials
produced. Likewise the composition of the bedrock
determines the ease with which the large fragments
become broken and rounded in transport. Soft,
poorly cemented sandstones and limestones break
apart more readily and form better rounded clasts
than schists, quartzites or granites.

Three aspects of particle shape need to be con-
sidered characterizing pebbly materials, namely round-
ness, sphericity, and form. The three measures may
appear related but they address totally different
aspects of the clasts. In a numerical sense the round-
ness is the relationship between the radius of curva-
ture of the sharpest edge and the length of the longest
or intermediate axes or a combination of the two. It is
conventionally expressed:

average radius of corners and edges

Roundness = - - - N -
radius of maximum inscribed circle

For speed of processing, most workers assess
roundness with the aid of visual comparator charts,
as shown in Figure 1.

The sphericity of a clast is the ratio of the diameter,
D, of a sphere having the same volume as the clast to
that of a circumscribing sphere (i.e., the longest axis,
A). It may also be defined as a triaxial ellipsoid based
on the product of the lengths of the three diameters of
the particle to the volume of the circumscribed
sphere, i.e., BC/A%, where B and C are the inter-
mediate and short axes respectively. Sphericity is
also expressed as:

surface area of the particle

Sohericity —
phericity surface area of a sphere of equal volume

Since particles settle through any transporting
medium with their maximum projection area
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perpendicular to the direction of settling a more dy-
namically related measure may be obtained by com-
paring that value with the projection area of the
maximum circumscribing sphere as (C*AB) 1/3.
The reciprocal of this value is of importance, relating
to the ease of transport.

Clast form notation (Figure 2) is based on two ratios
(2/3) of the particle axes, B/A and C/B to define four
form fields: spheres (equant), discs, blades and rods.
Using the same three axial lengths it is possible to
create a triangular, ten-field form diagram (Figure 3).
Although various other combinations of axial ratios
have been suggested none has achieved the lasting
impact of the above methods of characterizing pebble
form. In any attempt to relate the particle form to
particular environments of deposition it is necessary
to measure a significant number of pebbles (over 200),
so that a definitive spread of values may be obtained.

Plotting the values of A against A/B enabled Moss
(1962) to identify three particle populations, which
he termed framework, interstitial and contact, in a
range of gravel deposits. The framework consists of
a pebble population graded in size from small and
equant particles to relatively large and elongated
clasts over a small size range. The interstitial popula-
tion is subsidiary to and always associated with the
framework. Its coarsest pebbles are the same size as,

but more elongated than the finest framework mater-
ial. The contact population, which may be very minor
in proportion or may dominate the deposit, is nor-
mally coarser than the coarsest part of the framework
and characteristically is more equant in form. The
contact population is of materials that are unable to
fit into the stable gravel bed and commonly move
more rapidly along the river than the bulk of the
bed material. The value of 1.5 for A/B provides a
separation of blades and rods from the discs and
spheres, but as indicated above, in natural systems
the rods and spheres generally behave similarly. In
order to provide a dynamically meaningful plot,
while retaining the use of ratios of the A and B axes,
the use of D, the volumetrically determined nominal
diameter of the clasts, again enables the four particle
forms to be recognized (Figure 4).

Since each of the three properties roundness, spher-
icity, and form are at least partly defined from the
particle diameter they are not entirely independent.
Along a sediment transport path, such as a river,
the mean clast diameter decreases with distance trav-
eled, an exponential relationship, in which the most
rapid changes occur near the source and progressively
lesser changes in more distal locations (Figure 5).

Both sphericity and roundness increase as the par-
ticles decrease in size, and again the changes are most
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Figure 2 Variation of form of quartz pebbles along the River Earn, Scotland, using the Zingg (1935) plot (after Al-Jabbari, Al-Ansari

and McManus (1982) Journal of Water Resources 1, 81-110).

rapid near the source. The main controls of roundness
are a) distance traveled; b) composition of the pebble;
c) clast size; d) initial clast form; e) nature of the bed
material, and f) the dynamics of the transporting
medium. Whilst these controls are readily isolated
in the laboratory they are not so readily assessed in
the field, where most gravel-transporting streams
receive detritus derived from tributary catchments
that includes pebbles having different transport his-
tories that are added along the length of the stream.
Furthermore, erosion of stream bank terraces or tills
may lead to the addition of clasts at any point along
the stream.

Clasts in Natural Environments

When the coarse particles are released from the ex-
posed rock surfaces to form scree move down slopes
debris flows or landslides, or enter streams to be
carried into lakes or the sea, where they may form
beaches, gravity is the prime motive force. Gravity is
all-important in the initial stage, whether the clasts
are released from the rock face by frost wedging or by
a combination of physical and chemical weathering
processes. Within scree, debris flow or landslide
particle motion is enhanced by the lubricating
and hydraulic effects of water, or ice, working in
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combination with gravitational downhill pull, al-
though frictional forces generated by neighbouring
materials impede free movement.

Measurement of clasts from screes of different rock
types in Scotland revealed that very few of the original
clasts fall into the form field for rods or spheres.
Virtually all were either discs or blades when released
into the environment. Both the composition and struc-
ture of the materials, as well as physical weathering
by frost action, are believed to exert major controls
on form.

Kinkell
L RN
/TN ,
Forteviot
North Sea

Scotland, using the Sneed and Folk (1958) plot. (After Al-Jabbari,

Clasts in Streams

When a mixed population of particles occurs on a
stream bed the finest, silt-sized particles are carried
away in suspension, and the sands saltate downstream,
bouncing along with the flow. The pebbles normally
remain on the bed, often with their upper parts
extending through the boundary layer of the flow.
Once flow strength exceeds some critical value the
smaller pebbles begin to slide or roll along the bed,
and as flow strength increases so increasing quantities
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Figure 4 Variation of pebbles form from scree, and the upper and lower reaches of the Shee Water, Scotland, using the A, B and
D diameters (after Dhiab IH 1979, unpublished M.Sc. Thesis, University of Dundee).

migrate until, in extreme floods, most of the bed is in
motion. As the power of the flow decreases so particles
become deposited and the bed aggrades, as material
accumulates. During floods the entire bed down to
bedrock may become removed from a reach of the
river, to be replaced by new material as the peak of
flooding passes. There are records of over 8 m of bed
removal and replacement during individual storms in
the western USA. The various interrelationships be-
tween water flow, sediment size, sediment load, and
stream slope are summarized in Figure 6.

Under normal conditions the ‘vibration’ of the tur-
bulent flow induces minor movement within the bed,
leading to the upward migration of the coarser par-
ticles, while finer materials move downwards into the
deposit. In this way the stream bed develops a residual
lag of coarse pebbles, and there is a progressive down-
ward fining of the gravels. Frequent inter-pebble con-
tacts induce progressive rounding of edges through
abrasion in the bed and surfaces exposed on the
streambed become scoured through collisions with
the saltating sand grains.

Within the stream bed the clasts may become ar-
ranged such that an internal texture, related to both
size and form of the particles is developed. The tex-
ture results from burial of blades or discs whose
intermediate axes slope upstream (up current). This
is termed imbrication. During motion the more equant
particles roll along the bed once they have been dis-
turbed, whereas the flatter clasts are more likely to
slide across the other pebbles, turning over as they
encounter immobile clasts. The ability of the clast to
find a place into which it can fit in the bed often
determines the distance that it travels during any

single displacement from the bed. The more nearly
spherical the particle the greater the difficulty it ex-
periences and the further it is likely to move once
displaced from its resting place.

Attrition of the sliding and turning particles in-
creases the probability of their splitting to form
smaller more equant or rod-shaped pebbles. There is
commonly a size gradation along the length of a
gravel bar within a braided stream reach, with the
coarsest clasts at the upstream end and progressively
smaller ones downstream. As breaking of the pebbles
occurs along the river so there is a downstream in-
crease in the proportion of spherical clasts within the

bed load.

Clasts on Beaches

Once the pebbles reach the sea, either from a river, or
cliff collapse, they become subject to the motion of
waves, which carry them along the coast by longshore
drift, and deposit them on beaches. Beaches formed
entirely of gravel occur on dynamic coasts. The pres-
ence of sand is an indication of quieter conditions.
The latter used the 10-fold form diagram to differ-
entiate between beach and river gravels with some
success.

The gravel beaches of South Wales develop a four-
fold structure, recognized on the basis of pebble size,
form and the texture of the deposit. Between an upper
zone of coarse discs and a lower zone principally
of spheres lies a zone with imbricate discs, which
passes down slope into a infill zone comprising par-
ticles of many shapes, and often incorporating sand
(Figure 7).
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As clasts are brought to a beach they are carried by
waves that wash over the surface many times during
transport of the particles. The mobile clasts interact
with the underlying gravels. If they are larger than the
pore spaces between the settled clasts the pebbles
bridge the gap and continue to migrate along or up
and down the beach. If the clasts are too small they
enter the open spaces, but wash through to continue
migrating. A clast of similar size will fully occupy the
space provided. In this way clasts of similar size and
form characteristics gather together usually on the
lower parts of beaches and provide ‘selection pave-
ments’, effectively providing a gauntlet through which
clasts must pass if they are to move up or down the
beach face. Noting the internal structure of many bea-
ches in western Scotland, Bluck examined gravel
beaches forming and migrating through time, drawing
attention to the prevalence of imbricate structural
zones in almost all beaches examined (Figure 8).

Particle tracing techniques using dyes, paint or cre-
ating artificial electronically tagged pebbles have en-
abled the motion of individual pebbles to be tracked
sometimes for periods exceeding ten tides. Disturb-
ance of the sediment often penetrates to 10-20cm
below the beach surface under moderate sea condi-
tions. Large clasts migrate along the beach face more
rapidly than do their smaller counterparts, and under
identical conditions (on the same days) clasts of iron-
stone migrate more slowly than similar clasts of sand-
stone, and they in turn are more sluggish than
matched coal fragments. The density of the particles
provides the control in this case. On many British
beaches rates have been measured of longshore move-
ment of 5-8 cm diameter clasts of flint, chert, sand-
stone and ironstone of up to 10m per tide under
moderate wave conditions. This suggests that many
of the features illustrated by Bluck may be essentially
short lived, although regularly regenerated in the
same locations.

Where steep rocky cliffs lie behind the coast, direct
cliff fall contributes boulders and cobbles to the beach.
The large clasts become rounded through attrition but
remain on the beach.

Ancient or “fossilized’ cliffed coasts are rarely pre-
served, but at Enard Bay, north-west Scotland, a
Precambrian coastline has been exhumed showing
cliffs cut into Lewisian Gneiss, and cut into Lewisian
gneisses with Torridon Group marginal fanglomerate
and beach deposits banked against it (Figure 9).

Isostatic uplift following deglaciation has allowed
many former coasts to rise above current sea level,
and the raised beach features preserved around
many northern European and north American coasts
display most of the internal textures explored by

Bluck.
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Lakeshore gravel beaches are common, but the low
power in the waves generated on small lakes ensures
that the beaches rarely achieve a fully mature condi-
tion. The large clasts are commonly essentially static,
show limited size and shape sorting, and are often
poorly rounded. Rods and spheres are generally
more common in the coarser particles than in the
smaller clasts.

In shallow tropical or subtropical seas carbonate
sediment dominates. These include in situ reef rock,
and carbonate sands and muds. All of these may
become quickly cemented, and subsequently eroded
during heavy storms generating large amounts of
rudaceous detritus. An apron of limestone breccia
may extend into deep waters at the foot of reefs and
other abrupt carbonate shelf margins. Such reef apron
breccias have been recognized in the Permian Capitan
Reef of Texas and New Mexico, around many Car-
boniferous structures in Britain and Belgium, and
round Cretaceous reefs in the French Juras.

Clasts on Alluvial Fans

Adjacent to newly emergent mountains, or uplifting
fault blocks rapid changes of stream bed gradient
ensure that deposition of sediment occurs adjacent
to the source, creating alluvial fans of coarse detritus.

Interrelationships between factors controlling a stable channel bed in a river (after Lane 1955).

These sediments are particularly well preserved in
arid or semi-arid areas providing important sites in
which rudaceous materials accumulate. In the geo-
logical past, before evolution of extensive land-living
plants in the Devonian, fans were widely developed
and thick accumulations of pebbly sandstones mark
the margins of areas of active uplift.

The evolving alluvial fans, or the coalescent adja-
cent fans forming a bajada, produce wedges of sedi-
ment, commonly but against a fault. Repeated uplift
generates successions of wedges of coarse materials
stacked above each other, with thicker beds of coarse
sediments near the source, grading to thinner beds of
finer materials in more distal areas. The uppermost
parts of the fans are characterized by the presence of
debris- and mud-flow deposits, each of which contain
large clasts, but the latter also contain much fine
sediment. In essence the water drains from the
moving sediment-enriched flow to induce deposition.
The fan head is dominated by ribbons of the mass
flow deposits, through which the streams erode as
they flow towards the lower, outer parts of the fan,
where slopes decrease from 5° to less than 1° and the
waters become divided into many distributaries. The
sediments of the outer part of the fan are dominated
by sheets of sand or gravel from the often ephemeral,
braided streams. Characteristically, the fan sediments
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are coarse, and dominated by gravels in the upper
reaches, becoming more fine grained in the lower
areas.

Sheet-like conglomerates with pebbles of similar
sizes result from the formation of temporary selection
pavements during sheet flows of flood discharge.
Other deposits fill shallow channels scoured into
pre-existing sediments. Sometimes their steeply in-
clined imbricate clasts serving to identify channel
margins, while more gently inclined clast axes occur
in the central parts of the channels. The maximum
clast size decreases exponentially down fan, as does
the thickness of the individual conglomeratic beds.

The alluvial fan-bajada systems may extend for
25-30km from the fan head on to alluvial plains,
for tens of kilometres along active mountain fronts,
and, where long-lived geologically the deposits may

reach several kilometres in thickness. Such dimen-
sions are recorded from modern systems in Nevada,
ancient fans in Texas, and from Neogene deposits
of Italy and Switzerland, related to the rising
Apennines and Alps respectively. In Britain large an-
cient fans have been identified from the Applecross
Formation of the Torridonian (Late Precambrian) of
northwest Scotland, with smaller fans in the Devon-
ian successions of the Midland Valley and Orcadian
basins of Scotland, and of Permian age in south-west
England.

Clasts in Braided Rivers

The outermost parts of some fans are dominated by
braided streams, whose normally shallow channels
of low sinuosity, become subdivided by mid-channel
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Figure 9 Exhumed cliffline and beach sediments of Early Torridonian age, Enard Bay, north-west Scotland.

bars. The braided rivers beyond the fans typically
develop in areas with greatly varying water discharge
histories. The wadi-floor streams of desert and semi-
desert areas, for example, receive little water for many
months before floods sweep through the area carrying
sediment-charged waters capable of transporting ma-
terial up to the size of large boulders. Thus more
people drown in deserts than die of thirst. As the
waters subside the sediments are rapidly deposited to
give a layer of coarse, matrix-supported gravel.

Another important site for the formation of
braided systems is in the periglacial sandurs and
plains associated with glacial retreat, such as those
of Iceland. The rivers carry little water during the
winter months, but in summer may carry large quan-
tities of glacial melt water, accompanied by the trans-
port of high sediment loads, which become deposited
as the bed gradient and flow velocities fall. These
streams drain areas in which sediments of all size
are available and movement is minimally restricted
by vegetation. In rift valleys rudaceous marginal
fault-bounded fanglomerates may pass out into
braided river sands and gravels on the floor the
central parts of basin (Figure 10).

The deposits of braided rivers, explored by Miall
and Bluck, typically show successions of fillings of
stacked channels, some of the major stream, and
others of second or third-order channels (Figure 11).
Typically upward fining sheets of sand and gravel
result from the migration of mid-channel and over-
bank bars that are the principal sites of deposition.
Miall showed that in the upper reaches of some
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Figure 10 Suggested distribution of Upper Old Red Sandstone
alluvial fans in central Scotland (after Trewin NH and Thirlwall MF
(2003) Old Red Sandstone. In: Trewin NH (Ed.) The Geology of
Scotland, 4th edn, pp. 213-251. London: The Geological Society
of London).

braided systems debris flows occur within the more
normal upward fining cycles of the flood deposits.
He identified three pebble-rich assemblage types,
dominated by channel gravels with intervening debris
flows, by superposed channel bars or by channel
floor gravels passing upwards into current bedded
sands. Pebbles also occurred less frequently in other
sand-rich braid deposits. In the British geological
column the braided systems have been recognized
from the Precambrian Torridonian, in both the
upper and lower Old Red Sandstone (Figure 12) of
the Devonian and in the New Red Sandstones of the
Permo-Trias.
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Figure 12 Coarse Lower Old Red Sandstone conglomerates at Stonehaven, Scotland. The larger clasts are over 1m in diameter.

Clasts in Tills

Rudaceous sediment is found in glacial tills (see Sedi-
mentary Processes: Glaciers). Tills may be composed
of any mix of coarse and fine materials. Whereas in
the mountains large boulders are common in clast-
supported tills, in more distal areas the more readily
transported fine materials dominate. Two forms of till
are recognized. Lodgment tills are in direct contact with
the underlying rocks, and have usually been deposited
beneath the moving glacier, and been partly compressed
by the weight of overlying ice. Particles in this deposit

may be striated. The overlying ablation till is structurally
weaker, having been deposited from down-melting ice.
Imbrication, indicating the direction of ice flow, may
form in clast-supported or matrix-supported tills.
Often in areas away from the mountain sources the
large Pleistocene ice sheets became enriched with locally
derived materials in addition to those derived from
upper catchment areas. Tills containing glacial erratic
clasts have been recorded from the Precambrian and
Permo-Carboniferous and Cretaceous glaciations in
many parts of the world.
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Deep Water Rudaceous Deposits

Rudaceous deposits, both terrigenous and carbonate,
occur in deep-water environments, ranging from turbi-
dites to mega-boulder complexes. Gravels in turbidites
are restricted to the basal part of the graded bed, and
increase in size and abundance towards the source.
Isolated clasts occur in debris and grain flows. At the
other extreme is the “Wild-Flysch’ of Alpine geologists,
termed ‘olostostroma’ by Italians. These are irregularly
shaped formations that contain clasts the size of sky-
scrapers and jumbo-jets. Such deposits usually occur at
the foot of submarine fault scarps, and are associated
with tectonic disturbances of violent intensity.

Conclusions

The clasts of rudaceous sediments hold important
information about not only the rock types of the
hinterland from which they were derived, but also
about its geological history. As a terrain is unroofed
it will shed progressively older and more lithified
clasts into the depositional system. With continuous
or discontinuous uplift erosion unmantles progres-
sively older or more changed, often more highly meta-
morphosed materials, which are transported and
deposited in the resultant conglomerates and brec-
cias. Structurally or compositionally weak rocks do
not preserve as well as stronger materials and allow-
ance must be made in attempting to reconstruct
unroofing histories. Furthermore, it is generally the
more chemically stable silica-rich rocks that contrib-
ute to rudaceous deposits. Thus, of all of the sedi-
ments it is sandstones and cherts that are preserved at
the expense of shales and limestones, of metamorphic
rocks quartzites are preserved at the expense of slate
and schist. Of all of the igneous rocks, pebbles of
rhyolite are more usually preserved than those
of basalt or gabbro.

Now that our understanding of the processes
leading to the formation of rudaceous deposits is
fairly advanced, much present research is moving
into the field of exploring the geological characteris-
tics of ancient catchments, even to the level of distin-
guishing separate phases of advance of thrust sheets
into an area during orogeny.

The rudaceous rocks have much to offer the sedi-
mentologist and the geological historian. The ability
to recognize particular depositional environments in
the ancient record and to recreate the conditions
at the land surface during mountain-building enables
the geologist to postulate the locations of potential
metalliferous and hydrocarbon economic resources.
Gold and uranium occur in Precambrian rudaceous
rocks in Canada, the USA, Brazil and South Africa,

wherein those of the Witwatersrand basin are prob-
ably the best known. Rudaceous rocks host placer ores
in many parts of the world. Because they are com-
posed of clasts, which of their very nature are tough,
and therefore of low porosity, Rudaceous rocks are
seldom good petroleum reservoirs. But it is as aggre-
gates for road building and construction that uncon-
solidated rudaceous sediments are economically most
important.

See Also

Sedimentary Environments: Alluvial Fans, Alluvial
Sediments and Settings; Lake Processes and Deposits;
Shoreline and Shoreface Deposits. Sedimentary Pro-
cesses: Depositional Sedimentary Structures; Fluvial
Geomorphology; Glaciers; Landslides. Weathering.
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Introduction

Sand comprises particles of rock and mineral with
a mean grain size between 0.0625 and 2mm and
deposited by sedimentary processes on the Earth’s
surface (see Sedimentary Rocks: Mineralogy and
Classification).

The composition of sand is highly variable, depend-
ing on the source of the sediment and the extent to
which weathering and erosion during transport have
removed unstable minerals (see Weathering). As a
general rule, sands derived, first cycle, from igneous
and metamorphic terrains tend to contain more min-
eral phases that are unstable under surface and shal-
low burial conditions than do sands that have been
involved in many cycles of erosion, transport, and
deposition.

Following deposition, sand may become buried.
It may also be lithified (indurated) into sandstone.
The process whereby sand becomes sandstone is
known as diagenesis (see Diagenesis, Overview). It
includes three distinct components: one mechanical
(compaction) and two chemical (cementation and
dissolution).

When sands are deposited, they are commonly
highly porous and highly permeable. Any given
volume of newly deposited sand will contain between
40% and 50% pore space (Figure 1). The permeabil-
ity of loose sand is enormous, measured in tens to
hundreds of darcy. Sandstones are less porous and less
permeable, there being a continuous range from the
values for sand shown above to sandstones that are
non-porous and impermeable.

Grain Size and Sorting

Sand having grain sizes between 0.0625 and 2 mm
is further divided into a series of subcategories, from
very fine sand at the lower end of the size range to very
coarse sand at the upper end of the range. Smaller
grains (silt and clay grade) and larger grains (granules
to boulders) are defined in Sedimentary Rocks: Min-
eralogy and Classification. Grain size is governed by
the grain or crystal size in the provenance area and
the degree of abrasion suffered by the sediment en
route from the source area to deposition. Sorting is a
measure of the range of grain sizes in a given sand
sample. Well-sorted sand has a narrower range of
grain sizes than poorly sorted sand. Sorting within
sand is controlled by both provenance and sedimentary
process. Surface processes which constantly rework
sediment, such as in shallow marine settings (wave
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Figure 1 Well-sorted, medium-grained, aeolian, uncemented
sandstone from the Cleeton Field, UK southern North Sea, show-
ing well-developed pores and pore throats; scanning electron
photomicrograph. From Gluyas JG and Swarbrick RE (2003)
Petroleum Geoscience. Oxford: Blackwell Science.
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and tidal action), are likely to produce better sorted
sand than, for example, gravity-driven processes such
as debris flow. However, if the sediment provenance
area comprises well-sorted sand, so too will the de-
position area, irrespective of the specific sedimentary
process responsible for deposition.

The grain size and sorting of sand control its initial
permeability and the sorting of sand controls its
initial porosity. Moreover, as compaction and diagen-
esis proceed, the ‘memory’ of the depositional char-
acteristics can be retained, such that the sands that
were the most permeable at deposition become the
most permeable sandstones after compaction and
cementation.

Compaction

Loose sand compacts easily. During initial burial,
much of the compaction is taken up by the rearrange-
ment of grains. Simple burial combined with seismic
shock will turn loose sand into consolidated sand.
The amount of porosity lost will depend largely on
how well sorted the sand is. In poorly sorted sand,
more porosity will be lost than in well-sorted sand —
small grains fill in between larger ones. As burial
continues, rough edges tend to be knocked off grains,
so aiding greater compaction. At deeper levels (about
1-4 km), the sand begins to behave like a linearly
deformable solid. Deeper still, plastic deformation is
probably more common. The boundaries between the
occurrence of these processes will vary from sand to
sand and basin to basin and, in some instances, may
be gradational.

The net outcome of all the above processes is that
sands compact when stressed, but decompact very
little when the stress is released. This means that, for
compacted but uncemented sandstone at the Earth’s
surface, it is possible to calculate the maximum stress
suffered in any previous burial phase. Such a stress
calculation can be used to provide an estimate of the
maximum burial depth.

In the geological literature, there are a large number
of so-called compaction curves for sandstones. Alas,
most of these curves are porosity/depth plots, rather
than porosity/stress plots. As such, the great swathes
of data on these plots include, but do not differen-
tiate, the effects of fluid overpressure and sandstone
cementation. However, experimental data are avail-
able on the way in which sands compact and, for
clean quartzose or arkosic sandstones, these data
have been used to formulate a compaction equation

—-1073¢
?=0.5 exp <m)

where z is in metres.

In this equation, porosity is expressed as a fraction
(i.e., <1) and the equation is calibrated to a normal
hydrostatic pressure gradient. If the system is over-
pressured, the pressure borne by the grains is less than
in a hydrostatic system and an effective depth must
be calculated. As a simple rule of thumb for typical
burial depths of 2-4km, 1 MPa of overpressure is
equivalent to about 80 m less burial. The equation
is well tested, predicting porosity to within 3% at
95% confidence limits.

Sands that contain easily squashed grains, such as
glauconite or mica, and those rich in matrix clay lose
porosity much more readily at a given applied stress.
Empirical curves linking porosity to applied stress have
also been constructed for sands with various quantities
of easily deformed grains.

Detrital Mineralogy

Quartz is the most common mineral found in sands
and sandstones (see Minerals: Quartz). Feldspar and
lithic (rock) fragments are also common in most sand-
stones and, as a consequence, these three components
are often used to classify sandstones. The QFL plot
sums the three components (quartz, feldspar, lithics)
to 100% on a triangular diagram (Figure 2). The
triangle is divided into fields: quartz arenite, sublithic
arenite, arkosic arenite, etc. There is no strict conven-
tion as to whether polycrystalline quartz is included
with (monocrystalline) quartz or with lithic frag-
ments, although it is common to label the diagram
so as to show where the polycrystalline quartz has
been included. The feldspar component includes both
alkali and plagioclase, whilst the lithic component
can include sedimentary, igneous, and metamorphic

100% Quartzose

Quartz sandstone
Subarkosic Sublithic
sandstone sandstone

25

Lithic
sandstone

Arkosic
sandstone

100% 50 100%
Feldspar Rock fragments
(and chert)

Figure 2 Sandstone classification using the QFL (quartz, feld-
spar, lithic fragments) system.
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Table 1 Summarized mineralogy of the Upper Jurassic Brae
Formation (Miller Field) and Middle Jurassic Etive Formation
(Columbia Field), UK North Sea

Brae Etive

formation formation
Quartz + polycrystalline quartz 86.3 74.1
Total feldspar 2.0 3.3
Mica 1.0 1.9
Other detrital minerals 1.6 1.1
Matrix clay 0.9 1.2
Organic matter 11 0.4
Calcite cement 0.2 1.8
Siderite cement 0.0 0.0
Quartz cement 5.3 3.9
Pyrite cement 0.2 0.4
Kaolinite cement 0.1 6.1
lllite cement 1.3 5.8
Number of samples 56 18

rock fragments. Although the QFL diagram is widely
used, it may not be adequate for some sandstones, in
which case alternative classifications and descriptions
may be employed, e.g., micaceous sandstone, glauco-
nitic sandstone, shelly sandstone, and tuffaceous
sandstone. Most sandstones contain between about
10 and 20 distinct mineralogical and rock compon-
ents (Table 1).

Diagenetic Mineralogy

Minerals that precipitate during diagenesis are com-
monly referred to as cements. A wide variety of
cements have been identified in sandstones. Some
are common, others are rare. The most common
cements, in decreasing order of abundance, are quartz
(Figure 3), carbonates, zeolites, clays, and evaporite
minerals (Figure 4). Less common cements include
barite, celestite, opal, amorphous silica, albite, haem-
atite, pyrite and other sulphides, apatite, and many
more. A systematic study of more than 100 case
histories of diagenesis from a range of sandstones
worldwide has revealed several recurring patterns,
in addition to demonstrating the relative abundance
of the five mineral groups (quartz to evaporites) listed
above (Figure 5). There appear to be five common
styles of diagenesis that can be seen in sandstones
of different ages from across the globe. The mineral
associations that form these styles are as follows.

® Quartz-dominated diagenesis with lesser quan-
tities of clay minerals and carbonate minerals that
precipitated after the quartz.

® Clay mineral-dominated diagenesis with lesser
quantities of carbonate minerals and quartz or zeo-
lite that precipitated after the quartz.

Figure 3 Quartz-cemented quartzose sandstone, Miller Field,
North Sea. (A) Backscattered scanning electron microscopy
(BSEM) photomicrograph. Minerals with highest mean atomic
number appear white and those with lowest mean atomic number
appear black. Pore space is filled with a low mean atomic num-
ber resin, so appearing black. (B) Scanning electron microscopy
(SEM) cathodoluminescence (CL) image of the same field of view
as in (A). There are a few impurities and lattice defects in the
syntaxial quartz cement and fracture fills, and so these areas
appear darker than the detrital grains. (C) Combined BSEM and
CL images with false colour added. Green, quartz grains; red,
quartz cement; blue, pore space. The areas of pale blue are
resin-impregnated kaolinite plates and partially dissolved feld-
spar grains. From Gluyas JG, Garland CR, Oxtoby NH, and Hogg
AJC (2000) Quartz cement; the Miller’s tale. In: Worden RH
and Morad S (eds.) Special Publication of the International Association
of Sedimentologists 29, pp. 199-218. Oxford: International Associ-
ation of Sedimentologists.
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Figure 4 Common mineral cements in sandstones. (A) Spherical calcite concretion in core, Upper Jurassic, Ula Formation, North
Sea; scale, 15cm. (B) Rhombs of dolomite cement (with ferroan dolomite rims), Lower Permian Rotliegend Sandstone, North Sea;
backscattered scanning electron microscopy (BSEM) photomicrograph. (C) Pseudohexagonal plates of kaolinite, Upper Jurassic,
Magnus Member, North Sea; scanning electron microscopy (SEM) photomicrograph. (D) Grain coating chlorite cement, Cretaceous,
Tuscaloosa Sandstone, Louisiana, USA; SEM photomicrograph. (E) Pore bridging illite cement, Triassic Skagerrak Formation, North
Sea; SEM photomicrograph. (C)—(E) Secondary electron microscope images. Photographs reproduced courtesy of BP.
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Figure 5 Styles of diagenesis summarized from a worldwide
survey. From Kupecz JA, Gluyas JG, and Bloch S (1997) Reservoir
Quality Prediction in Sandstones and Carbonates, American Association
of Petroleum Geologists’ Memoir 69. Tulsa: American Association of
Petroleum Geologists.

® Grain coating clay precipitated soon after depos-
ition and wholly or partially inhibiting subsequent
precipitation of quartz and carbonates.

® Carbonate cements precipitated soon after depos-
ition.

® Zeolites precipitated with clays, followed by
carbonates and opal or quartz.

The reasons why such associations are common are
investigated in the following sections.

Diagenetic Sequence

From the associations listed above, it is clear that
diagenesis has a chronology. Observations made
under the microscope (optical microscopy, scanning
electron microscopy (SEM), transmission electron mi-
croscopy (TEM), backscattered scanning electron
microscopy (BSEM), cathodoluminescence (CL),
Analytical Methods: Geochemical Analysis (Includ-
ing X-Ray)) allow mineral precipitation (and dissol-
ution) events to be arranged in a temporal sequence.
It is also possible to include the relative timing of
compaction within such sequences. An example of
the mineral precipitation sequence for the Middle
Jurassic Brent Sandstone from the North Sea is
shown in Figure 6. The sequence of diagenetic events
was deduced from observations made using thin
sections and SEM. Although such diagrams are useful
in conveying the sequence of events, they often acci-
dentally convey two other impressions, neither of
which is likely to be true. In the absence of quantita-
tive data on when and where cements precipitated, it
is common to display the high-abundance cements as
having taken the longest to precipitate. This is prob-
ably an error. It is also common for the sequence of
events to fill up all the available time from the depos-
ition of the sand to the present day. This is certainly
an error. A similar diagenetic sequence diagram is
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Time
Late diagenesis
Today

Early diagenesis
Middle jurassic

Sand deposition
Pyrite precipitation
Siderite precipitation
Compaction
Feldspar dissolution -
Quartz precipitation -
Kaolinite precipitation -
Calcite precipitation
Ferroan dolomite ppt.
lllite precipitation
Calcite dissolution

Oil emplacement

Figure 6 Diagenetic sequence deduced from thin section and
scanning electron microscopy (SEM) analysis, Brent Group,
North Sea. Adapted from Eglington G, Curtis CD, McKenzie DP,
and Murchison DG (1985) Geochemistry of buried sediments.
Philosophical Transactions of the Royal Society of London, Series A:
Mathematical and Physical Sciences 315.

shown in Figure 7, although here the duration of events
has been constrained using additional data from
geochemical, isotopic, and petrographical analyses.

There are many descriptive terms used to refine the
qualitative description of diagenesis. Thus, it is pos-
sible to read of ‘early carbonate’, ‘mesogenic quartz’,
‘burial cements’, ‘late ferroan dolomite’, and so on. It
is all too easy to be confused by the plethora of terms,
particularly when some are contractions of long, al-
though better, descriptive terms. For example, ‘early
carbonate’ is often used to describe calcite or dolo-
mite that precipitated soon after the deposition of a
sand, before significant compaction, and whilst the
sand was still in contact with surface or near-surface
formation water.

Mineral Dissolution

Dissolution of either grains or cements in a sandstone
leads to the development of secondary porosity. In the
1970s and 1980s, many publications suggested that
mineral dissolution was a key process whereby sig-
nificant porosity could be created at depth. Such por-
osity could then be occupied by petroleum. A range
of dissolution mechanisms were proposed to explain
this. More recently, new work has indicated that
none of these mechanisms is likely to be capable of

Time (Ma)
100 50
|
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Sand deposition
Feldspar precipitation
Calcite precipitation
Feldspar dissolution
Silica dissolution

Calcite dissolution

OO

Compaction

Quartz precipitation
Ferroan dolomite ppt.
llite precipitation

Stylolitization

Oil emplacement

JDDDI L DD

Minor
event

Major
event

Figure 7 Diagenetic sequence calibrated to absolute time
using geochemical and isotopic analysis in addition to con-
ventional petrographical observations, Ula Formation, North
Sea. From Kupecz JA, Gluyas JG, and Bloch S (1997) Reservoir
Quality Prediction in Sandstones and Carbonates, American Association
of Petroleum Geologists’ Memoir 69. Tulsa: American Association of
Petroleum Geologists.

generating significant secondary porosity in the deep
subsurface. That is to say, secondary porosity is rarely
so extensive as to significantly improve reservoir
quality.

Many minerals will dissolve during deposition and
subsequent diagenesis. The only requirement is that
the connate (formation) water that surrounds the
grains is undersaturated with respect to the mineral
in question. However, proof that a particular mineral
has dissolved during diagenesis is often more difficult
to come by. Grains that have partially dissolved are
positive proof that secondary porosity has been cre-
ated, as is mouldic porosity within otherwise tight
rock (Figure 8). However, so-called oversized pores
are commonly cited as evidence for the complete
dissolution of grains and, although such claims are
sensible, proof of secondary porosity creation is
lacking.

Advocates of secondary porosity often claimed the
wholesale dissolution of mineral cements (particularly
calcite) during deep burial, rendering once cemented,
low-porosity sandstones highly porous and perme-
able. Popular amongst the various processes invoked
for such widespread dissolution was appeal to
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Figure 8 (A) Skeletal feldspar grain (blue, porosity), Upper
Jurassic Fulmar Sandstone, North Sea; plane-polarized light
photomicrograph. (B) Sponge spiculite sandstone in which
many of the spicules have dissolved (blue pore space) and
microcrystalline quartz has precipitated in the original pore
space (stained brown by oil), Jurassic Alness Spiculite, North
Sea; plane-polarized light photomicrograph.

organic acids created during the initial phases of oil
source rock maturation. The hypothesis invoked such
acids racing ahead of the migrating oil, leaching car-
bonates as they went. Oil then followed in the newly
created porosity. In an anthropomorphic twist, this
became known as the ‘John the Baptist Hypothesis” —
porosity created ahead of the oil coming. Although
appealing and superficially elegant, there is scant evi-
dence to support such a hypothesis. Quite apart from
the difficulties of creating sufficient acid and getting it
to the reservoir where secondary porosity is required,
it remains difficult to find convincing evidence of
large-scale, large-volume mineral dissolution in the
deep subsurface. A partial exception to this rule
occurs in association with unconformities. There is
commonly ample evidence of porosity creation due to
reaction between rock and meteoric water beneath
unconformity surfaces. The improved porosity is
then commonly (partially) retained during reburial
of the sequence (Figure 9).

Diagenesis Quantified

The foregoing text describes diagenesis in terms of
minerals that can precipitate and others which dis-
solve. It also investigates the relative timing of diage-
netic events. However, in order to understand how
diagenetic processes operate, it is important to deter-
mine when and where minerals precipitate and dis-
solve and the quantities of matter involved in such
reactions.

Before about 1990, there were few published exam-
ples in which the absolute date of precipitation, tem-
perature of precipitation, and isotopic composition of
the host fluid were known. A wide range of analytical
techniques are now available which enable quantita-
tive or semi-quantitative data to be gathered on the
‘when’ and ‘where’ of diagenesis. The most com-
monly used techniques for obtaining quantitative
data are listed below. A description of the methods
is given in Analytical Methods: Geochemical Analysis
(Including X-Ray).

® Fluid inclusion analysis: homogenization tem-
perature data obtained from aqueous inclusions
within diagenetic minerals can be used to estimate
trapping temperatures and hence the precipitation
temperature of the minerals (Figure 10) (see Fluid
Inclusions).

® Radiogenic dating: potassium-argon, argon-argon,
and several other methods can be used to give ab-
solute precipitation dates for a few diagenetic min-
erals, such as illite (clay) and feldspar (Figure 11).

e Stable isotope analysis: 6'°C, §'%0, §**S, and 6D
(deuterium) are in common usage for helping to iden-
tify the source of elements, together with the tem-
perature and composition of formation water during
the precipitation of carbonates, sulphates, clay min-
erals, quartz, and sulphides (Figures 12 and 13).

The techniques outlined above allow some attempt
to be made at quantifying when, at what temperature
(and depth), and from what formation water a par-
ticular mineral precipitated. None of the methods
addresses directly how much material moved and
over what scale such movement took place during
diagenetic processes. There have been many papers
questioning whether sandstone diagenesis occurs
in open or closed systems. There is no consensus. It
is, however, important to try to answer the question
because it has a direct bearing on the prediction
of porosity (and permeability) ahead of drilling
petroleum exploration wells.

One method which has been used to address the
movement of matter during diagenesis is whole rock
geochemistry. The basic premise of the method is to
compare portions of the sandstone that have and have
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Figure 9 Secondary porosity creation beneath an unconformity during exposure and weathering, Upper Jurassic Magnus Member

Sandstone, North Sea. Reproduced courtesy of BP.

Figure 10 Fluid inclusion within mineral cement. On heating,
the fluid phases within the inclusion homogenize. For aqueous
inclusions, the homogenization temperature commonly equates
to the minimum trapping temperature. Freezing the same inclu-
sions yields a measure of the salinity of the trapped fluid. For
those inclusions containing petroleum, ultraviolet fluorescence
analysis can give a measure of the maturity of the oil. Moreover,
if abundant, oil can be extracted from the inclusions and
analysed. Reproduced courtesy of BP.

not undergone diagenesis. There are several possibil-
ities for sand which has been unaffected by deep
diagenesis. Part of the formation may never have
been significantly buried or, alternatively, part of the

180
] @ L
1704 2
© [¢]
g =
> 160- .
[+
he] =)
[«+]
& 150 © *
£ o
xl z
140

Alldata Ravenspurn Hyde Hoton  Cleeton  47/5a

North

Figure 11 Potassium-argon (K—-Ar) age distributions for illite
extracted from the Permian Rotliegend Sandstone within the
North Sea Gas Fields. The box plots show modes, 10th, 25th,
75th, and 90th percentiles. Modified from Emery D and Robinson
AG (1993) Inorganic Geochemistry: Applications to Petroleum Geology.
Oxford: Blackwell Science.

formation may have been preserved from the effects
of diagenesis. The Garn Formation from the Middle
Jurassic of the Norwegian Sea area provides a good
example, where little buried sandstone from the
Draugen Field at 1.6 km can be compared with deeply
buried sandstone in the Smerbukk Field at >4 km.
The deep samples are relatively enriched in silica and
depleted in potash compared with the shallow
samples when normalized to TiO, content which is
essentially immobile. The same results have been
obtained when comparing sand trapped within calcite
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Figure 13 Pore water evolution for the Permian Rotliegend
Sandstone of the Village Fields Area (North Sea) deduced from
analysis of stable isotope ratios, fluid inclusion homogenization
temperatures, and radiometric dating in and of mineral cements.

concretions, which precipitated soon after depos-
ition, with surrounding sandstones. It is tempting to
deduce from such studies that (some) sandstones
import silica and export potash during diagenesis.
Critics of such studies point to the data obtained
from formation water isotopic analysis, which have
been used to suggest that the water budget is severely
limited in the deep subsurface and there is insufficient
water to transport the observed cement volumes to
the site of precipitation. Others researchers invoke
local sources of silica from pressure dissolution
along stylolite seams, although this too is not a pana-
cea, as many sandstones are without such pressure
dissolution phenomena.

Diagenesis and Petroleum
Emplacement

A possible relationship between diagenesis and pet-
roleum emplacement has already been touched upon
in the section on ‘Mineral Dissolution’. Here, the
likelihood of significant porosity creation by organic
acids was questioned. Much more controversial is the
effect on diagenesis caused by oil emplacement. There
are two extreme viewpoints: oil emplacement halts
diagenesis by displacing the formation water, and
diagenesis continues unaffected by oil emplacement.
It is probable that the truth lies somewhere between
these two extremes.

Ample evidence exists of continued diagenesis in
the presence of (possibly) low oil saturations. Oil-
filled fluid inclusions occur in many mineral cements
(Figure 10). However, quantitative analysis of these
same inclusion distributions often indicates that the
presence of petroleum inhibits mineral precipitation.
Studies on several sandstones, including those from
the Upper Jurassic of the North Sea, have shown that
cementation and petroleum migration commonly
occur at the same time. In some papers, this has
been referred to by the acronym SMAC (synchronous
migration and cementation) and in others as the ‘Race
for Space’. Oilfields so affected have highly porous
sandstone at their crest and low-porosity sandstone at
the oil-water contact. The rate of porosity decline as
a function of depth is perhaps twice that of the re-
gional porosity gradient determined from water-
bearing sandstones. In the instance of the North Sea
sandstones mentioned above, the regional gradient is
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Figure 14 Porosity/depth relationships for fields within the Ula
Trend (Norwegian Central Graben). Intrafield porosity gradients
are about twice those observed for water-bearing sandstones
(regional gradient) in the same area. It is possible that oil em-
placement limited cementation within oil-bearing reservoir inter-
vals. From Kupecz JA, Gluyas JG, and Bloch S (1997) Reservoir
Quality Prediction in Sandstones and Carbonates, American Association
of Petroleum Geologists’ Memoir 69. Tulsa: American Association of
Petroleum Geologists.

8% porosity loss per extra kilometre of burial depth,
whilst that seen in the Ula and Gyda Fields is
16% km ™' (Figure 14). This same pattern of porosity
loss also occurs within individual coarsening-up se-
quences within the reservoir interval, particularly in
the direction of known mature oil source. Detailed
observations on the distribution of petroleum-filled
fluid inclusions indicate an exponential decline in
such inclusions from field crests to field flanks, with
the same sort of distribution occurring in the individ-
ual retrogradational cycles. The sympathetic patterns
of porosity and fluid inclusion distribution are most
easily explained by considering that diagenesis was
progressively retarded as the fields filled with oil. The
coarse, permeable tops of the retrogradational cycles
formed the natural migration pathways of oil into the
structures and these, too, had retarded diagenesis.

Impact of Diagenesis on Porosity
and Permeability

From a physical perspective, sands and sandstones
comprise two basic components: solid and void. In
the preceding sections, the intrinsic properties of the
solid component, its grain size and sorting, and its
mineralogy have been examined. The void space is
now examined. The void in a sand or sandstone is
porosity, an intricate network of pores connected by
pore throats (Figure 1). At the Earth’s surface, the void
space is commonly filled by a combination of water
and air (depending on the elevation of the sandstone
relative to the local water table). In the subsurface,
the void space can, in addition to water, contain pet-
roleum (oil and/or hydrocarbon gas) and possibly
non-petroleum gas (CO,, H,S, N, and He,).
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Figure 15 Measured relationship between porosity and per-
meability for the Fontainbleau Sandstone, and modelled relation-
ship for a monodisperse sphere pack with a grain size of 0.2 mm.
Reproduced from Cade CA, Evans IJ, and Bryant SL (1994)
Analysis of permeability controls: a new approach. Clay Minerals
29: 491-501.

Porosity is measured as a percentage (or fraction)
of the rock plus void. For sands, porosity commonly
lies in the range 35-50%. Well-sorted sands are more
porous than poorly sorted sands, and loosely packed
sands are more porous than tightly packed sands.

Sandstones commonly have a lower porosity than
sands. This is because compaction and mineral pre-
cipitation (diagenesis) reduce the pore space between
grains. In extreme instances, the porosity of sandstone
can be close to 0%.

The permeability is a measure of the rate at which
fluid can be transmitted through a porous medium.
It’s unit is the Darcy (D), such that a rock has a perme-
ability of 1 D if a potential gradient of latmx10">m
induces a flow rate of 10 °m?>s'10 *m 2 and a
liquid viscosity of 1cP. For loose sands, the unit
of permeability is the darcy, whereas, for sandstones,
a more convenient unit is the millidarcy. There is
no particular reason why porosity and permeability
should be related, other than that, for a rock to have
non-zero permeability, it must also have non-zero por-
osity. However, for individual sands and sandstones,
porosity and permeability are commonly positively
correlated (more porous sandstones tend to be more
permeable than less porous sandstones). Where it
does exist in granular porous media, the correlation
between porosity and permeability commonly reflects
the variation in one or possibly more of the compon-
ents. For example, the Fontainbleau Sandstone of
the Paris Basin is essentially monodisperse (perfectly
sorted) and uncompacted. However, the quantity of
cement varies between 0% and about 40%. For this
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sandstone, there is a non-linear correlation between
porosity and permeability on a semi-logarithmic plot
(Figure 15). The increasing rate of decline in permea-
bility at low porosity is due to progressive closure of
the pore throats between pores.

The relatively simple relationship between porosity
and permeability for the Fontainbleau Sandstone has
been used as the foundation for a comprehensive
predictive model for permeability based on a real
physical model of a porous medium. The model com-
bines data derived from the perfectly sorted porous
medium with empirical curves linking porosity and
permeability for less well-sorted sands (Figure 16).
Cements are then modelled as grain rimming or
pore filling, and solid (such as quartz or carbonate)
or microporous (clays).

Controls on Diagenetic Processes

In broad terms, near-surface diagenetic processes are
much better understood than those occurring at depth.
Geochemical and isotopic studies have revealed the
importance of bacterial reactions in modifying pore
water and inducing the precipitation of carbonates,
oxides of iron and manganese, and sulphides.

For the deep subsurface, we know less about what
triggers diagenesis, although we can, as shown above,
determine when and under what conditions diage-
netic reactions occurred. A recurrent observation is
that major diagenetic events commonly accompany
or follow immediately after significant geological
events. This is almost self-evident in the case of min-
eral dissolution beneath unconformities, but in other
situations it is a little more subtle. For example, most
of the clay and carbonate minerals in the Permian
Rotliegend Sandstone of the southern North Sea

precipitated towards the end of the Jurassic, a time
of major rifting in the area. At the same time, there
was a fundamental change in the connate water from
Zechstein (evaporated seawater) derived to meteoric,
yet saline, water. There was also a dramatic loss of
overpressure from the reservoir system (the reservoirs
are normally pressured today). It is tempting to con-
clude that the rifting led to failure of the salt seals
above the Rotliegend, and massive pore water revolu-
tion, so causing cementation. In contrast, the Middle
Jurassic Brent Sandstone over much of the northern
North Sea was cemented at around the Paleocene to
Eocene boundary. This, too, may have been associated
with the ingress of meteoric water as the rift shoulder
became elevated. Although it is possible that such
external factors were the cause of cementation in
these two sequences, it seems probable that the degree
and style of cementation was controlled by the condi-
tions within any particular sandstone (temperature,
pressure, mineralogical composition).

See Also

Analytical Methods: Fission Track Analysis; Geochem-
ical Analysis (Including X-Ray); Geochronological Tech-
niques. Diagenesis, Overview. Fluid Inclusions.
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Petroleum System. Sedimentary Rocks: Mineralogy and
Classification. Sedimentary Processes: Fluxes and
Budgets. Weathering.
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Introduction

Seismic methods study the subsurface by generating
seismic waves and observing the way that they pro-
pagate through the Earth. Various methods of field
acquisition and data processing are used, mainly with
the objective of producing cross-sections through
the subsurface that can be interpreted in geologic-
ally meaningful ways. The methods are particularly
widely used in the oil and gas industries.

The type of wave most often used for seismic inves-
tigation is a low-frequency sound wave. This is usu-
ally called a P wave; during its passage, individual
particles oscillate backwards and forwards in the
direction that the wave is travelling, so that the
wave consists of alternating compressions and rar-
efactions. The velocity at which the wave travels
depends on the rock through which it is passing, and
is related to the mineral constituents, the amount
and geometry of the porosity, and the type of fluid
contained in the pore space. Another type of wave
sometimes used is the shear (or S) wave, where the
particles vibrate at right angles to the direction in
which the wave travels. This type of wave cannot
travel through fluids. In rocks, its velocity is affected
by similar factors to those that influence P-wave
velocity, except that it is relatively insensitive to the
type of fluid in the pore space.

Seismic reflection is the method most commonly
used. The basic idea is shown in Figure 1. Seismic
P waves are generated by a source (such as a small
explosive charge) at the ground surface. They travel
down through the Earth, are reflected at boundaries
between rock layers, and travel back to the surface,
where they are detected by a receiver (similar to a
microphone, but sensitive to low frequencies down
to 5 Hz) and recorded. The time taken for the wave to
travel from source to receiver tells us the depth of the
reflecting boundary, and, by repeating the measure-
ment at a series of points, it is possible to map the
reflecting surface. The principle is similar to the way a

Source Receiver

Figure 1 Principle of seismic reflection: seismic waves are
generated by a surface source, are reflected at boundaries be-
tween rock layers, and are detected and recorded by a receiver at
the surface.
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Source Receiver

Figure2 Principle of seismic refraction: a seismic wave travels
between a surface source and a receiver along a subsurface
boundary across which there is an increase in seismic velocity.

ship’s echo sounder is used to measure the distance to
the seabed.

Other types of seismic wave can travel along
boundaries between layers where there is an increase
in wave velocity, and this is the basis of the seismic
refraction method (Figure 2). A distance much larger
than the depth of investigation separates the source
and receiver. The travel time of the seismic signal is
used to map the deep interface. This method is usually
able to detect only a few such surfaces, across each of
which there is a large velocity increase. It is used both
for large-scale crustal studies and for shallow engin-
eering investigations. The seismic reflection method is
able to detect much more detail, typically allowing
us to see many tens or even hundreds of reflecting
surfaces. For this reason, it has become the method of
choice for the subsurface investigation of sedimentary
basins, particularly for petroleum exploration.

Most seismic reflection work uses sources and re-
ceivers at or near the surface, and this is what I shall
proceed to discuss in detail. It is also possible to
acquire data using a surface source and receivers in
a borehole. The advantage of such a vertical seismic
profile (VSP) is that a particularly detailed image of
the subsurface is obtained, which can be closely tied
to the drilled succession.

Reflecting Interfaces

What determines how well an interface between
two layers will reflect seismic waves? There is a
characteristic of a material called its acoustic imped-
ance; this is the product of the seismic velocity and
the density of the material. The amplitude of the
reflected signal is proportional to the contrast in
acoustic impedance across the interface. The formula
shown in Figure 3 applies to P waves at an incident
angle of 0°, when the seismic wave travels perpen-
dicularly to the reflecting interface; at larger angles
of incidence the formula is more complicated and
involves a combination of S-wave and P-wave veloci-
ties. The acoustic impedance of a rock type depends
on many factors. In a sandstone, for example, it
will depend on porosity, cementation, and clay con-
tent; in a shale it will depend on the degree of

Amplitude A Amplitude AR
Density p,
Velocity v,
Density p,
Velocity v, R =(p,vo—pyv ) (pov,+pvy)

Figure 3 The amplitude of the reflection from an interface
depends on the contrasts in density and seismic velocity across it.

compaction. In practice, many interfaces between
different lithologies will have enough acoustic im-
pedance contrast to cause appreciable seismic reflec-
tion. The interface needs to be sharp rather than
gradational. This requirement is not onerous, how-
ever; the transition has to take place over a dis-
tance very much less than the seismic wavelength.
Since the seismic signal typically has a frequency
of 30 Hz and the seismic velocity in a sand or shale is
typically 3kms™!, a typical seismic wavelength is
about 100 m. A lithological transition over a vertical
distance of a few metres will therefore be seen as
sharp by the seismic wave. A further requirement is
that the reflecting interface should be laterally con-
tinuous over distances similar to the seismic wave-
length. In sedimentary basins, there are often many
interfaces that meet these criteria and are therefore a
suitable target for the seismic reflection method. It is
sometimes possible to use the method to investigate
the internal structures of metamorphic or igneous
rocks, but results are often poor owing to a lack of
suitable reflecting surfaces or to scattering of seismic
energy by internal complexity.

Data Acquisition and Processing

The simple geometry shown in Figure 1 is not usually
an adequate approach to acquiring seismic data. The
reflections are weak and easily swamped by noise.
Increasing the power of the source will help. Modern
seismic sources include airguns (which are used at sea
and work by releasing a bubble of compressed air into
the water) and vibrator trucks (which are used on
land and vibrate a metal pad held in contact with
the ground). Cost, practicality, and concern about
possible environmental damage place limits on the
energy that can be put into the ground. The solution
is to use an array of receivers to make the best use of
the available energy. Figure 4 shows how, in the
marine case, a long array of receivers is towed behind
a ship, which fires the source at regular intervals
along a line. After acquisition is complete, the
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Figure 4 Schematic geometry for acquiring marine seismic
reflection data.
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Figure 5 Acquisition geometry of traces sharing a common
reflection point.

recorded data from different shots can be reordered
to bring together traces corresponding to a single
reflection point in the subsurface (Figure 5). Of
course, the travel time increases as the source-
receiver separation becomes larger (Figure 6), but
this can be corrected so as to line up all the signal
peaks at the same travel time. They can then be added
together (stacked) to create a signal with a much
higher amplitude. The correction required to align
all the traces contains information about the average
velocity of the seismic waves, which is useful in later
processing.

However, the medium above a target reflector is
usually strongly layered. This means that signals can
bounce back and forth between these shallow layers,
and may perhaps arrive at the receiver at much the
same time as a genuine reflection from a deeper layer
(Figure 7). There are several ways to remove these
‘multiples’. Many of these methods depend on the
difference in average velocity along the travel path
between the primary and the multiples, caused by the
general increase of velocity with depth due to com-
paction. The multiples have spent more time at shal-
low depths, so their average velocity is lower than
that of the deeper-penetrating primaries. Correction
for variable source-receiver distances will thus line up
the primaries but not the multiples, which will be

Source-receiver separation

Travel time

Figure 6 Schematic plot of traces acquired with the geometry
shown in Figure 5.

Primary Multiples

)

TV TR

Figure 7 Travel paths for primaries and multiples.

attenuated in the stacked result. Various algorithms
exploit this velocity difference to improve the dis-
crimination against multiples further. The same pro-
cess of multiple bounces, on a smaller layer-thickness
scale, acts to blur the crisp initial seismic signal on its
passage through the Earth. This combines with the
effect of the absorption of seismic energy (which is
more pronounced over a given distance for the higher
frequencies) to reduce the content of high-frequency
energy in deep reflections. Commonly, reflections
from a depth of 3000 m will have peak energy at a
frequency of 25-30 Hz. As we shall see, this reduces
the resolution that can be achieved.
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Seismic data are often acquired along a straight
line, with the objective of producing a cross-section
showing the subsurface reflectors along the line (2D
seismic). At first sight, this just requires each stacked
trace to be plotted in the correct place along the line;
the wiggles corresponding to each reflector will then
line up to produce a cross-section through the Earth,
though the vertical axis will be travel time rather than
depth. There is, however, a complication, which is
illustrated in Figure 8. This shows the travel paths
of the seismic signals for various source and receiver
positions along a line over a schematic buried syn-
cline. Since the data have been corrected for variable
source—receiver distances and stacked, we can assume
that they are equivalent to the data that would have
been recorded with zero source-receiver separation at
each point along the line. In that case, the seismic
travel paths must hit the reflector at right angles, so
that the reflected path is the same as the incoming
path. We see from Figure 8A that at some surface
locations it is possible to receive reflections from
both sides and from the bottom of the syncline, so
that the stacked section will present a ‘bow-tie’ ap-
pearance (Figure 8B). For other reflector geometries,
the distortion would be less dramatic, but would still

Figure 8 A (B) travel-time section can be more complicated
than (A) the real depth section. In (B) time is plotted vertically
below the surface point concerned.

be present; it arises wherever the travel paths are not
vertical, but we ignore this and plot the reflection
traces vertically below the relevant surface point. To
correct for the distortion, the reflector segment seen
on each trace needs to be moved laterally by the
correct amount. This process is known as migration.
It requires knowledge of the seismic velocities in the
subsurface, which have already been obtained for
use in the variable source-receiver distances correc-
tion prior to stacking. The effect of migration in
transforming the image into a recognizable picture
of subsurface structure can be dramatic.

3D Seismic

Migration of seismic data along a 2D line does not
perfectly position the reflectors in the right place,
however. The problem is that, if the line is not exactly
along the dip direction, reflection points may be lat-
erally offset from the line (Figure 9). Standard pro-
cessing has no way of detecting that this is so, and the
final migrated section will be plotted vertically below
the surface line. To minimize this effect, 2D lines are
acquired along the dip direction where possible; how-
ever, the dip direction may change with stratigraphic
level. A big improvement in subsurface imaging can
be gained by the use of 3D seismic. Suppose we ac-
quire a large number of parallel 2D lines, at close
spacing (perhaps 50m). Then information about
the structure off to the side of each line is available
from other lines in the dataset (except for the lines at
the edge of the survey). We can reposition (migrate)
the data in 3D, so that, when we plot a vertical
section along one of the 2D lines, it contains only
information about reflectors that are vertically
below it.

Figure 9 Reflection points for a seismic line may not be verti-
cally below it.
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Such 3D surveys are routinely being undertaken,
primarily for petroleum exploration, which can sup-
port the high cost of acquisition. The output from the
processing of such a survey will be a cube of data,
made up of traces plotted vertically below points on a
square grid. At a typical trace spacing of 25 m x 25 m,
a surface area of 200 km? would contain 320000
traces. There are two further benefits from such a
survey, besides the 3D imaging.
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Figure 10 A 3D data cube can be viewed as slices in any
direction.

1. The density of the data makes it easy to follow
features from line to line across the cube. For
example, the development of a fault can be studied
across the cube as its throw grows and diminishes,
or the detailed geometry of a sedimentary channel
can be mapped.

2. Given sufficient computational power, it is easy
to construct slices through the data cube in any
direction (Figure 10). Vertical sections can be
chosen in any direction; for example, sections
perpendicular and parallel to a given fault may
be helpful in understanding its geometry. The
plan view (time slice) can be particularly help-
ful in understanding depositional systems. It is
also possible to view a depositional body in 3D
(Figure 11).

These displays extracted from the cube contain a
great deal of information. There are, however, two
limitations that need to be borne constantly in mind.
One is the limited vertical and horizontal resolution.
The vertical traces consist of seismic ‘wiggles’; each
reflecting interface is marked by a signal that repre-
sents the source signal, modified by its passage
through the Earth and modified further by data
processing. Figure 12 shows a typical response for a
thin layer, representing perhaps a sand encased in
shale. As the layer thins, there comes a point where
the reflections from the top and base of the layer start
to coalesce. Beyond this point, the layer is thinner
than the separation of the apparent top and base
wiggles would suggest. The amplitude response is a
maximum when the bed thickness is one-quarter of

(€)

Figure 11

Displays created from a 3D data cube: (A) vertical section, (B) map view and (C) 3D perspective view.
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Figure 12 Modelled traces showing the seismic response of a sand of varying thickness.

the seismic wavelength: if a typical wavelength is
about 100 m, the amplitude maximum is at a thick-
ness of 25 m. This will be the approximate limit of
vertical resolution. Various processes can be applied
to the trace data to try to sharpen up the wiggles, but
at depths of a few thousand metres it is hard to
achieve a better resolution than about 12 m. Horizon-
tal resolution is also limited. The resolution achiev-
able depends on the accuracy with which seismic
velocities are known: errors in the velocities degrade
the focusing of the migrated seismic image. In prac-
tice, the resolution might be 50-100 m at a depth of a
few thousand metres.

The second limitation is that the vertical axis of the
traces represents travel time, not distance. If we know
the seismic velocities, we can of course convert the
travel times into depths. However, if there is no well
control the velocities may be fairly uncertain. The
resulting errors may not be important for mapping
on a basin scale, but are often critical in the detailed
work of oil and gas prospecting. Even when no
detailed depth conversion is intended, it is essential
to have a rough idea of the depth scale corresponding
to the travel-time scale whenever a seismic section is
being interpreted. This is because displays with con-
siderable vertical exaggeration are often used: true-
scale seismic sections are usually much wider than
they are high, leading to display problems on the
typical workstation computer screen with an aspect
ratio near to one. If unrecognized, this distortion will
hinder the understanding of depositional and tectonic
features.

Interpretation

Seismic reflection allows us to see and map layering
within the subsurface. We usually need to put some
stratigraphic label on the mapped interfaces. Some-
times, distinctive interfaces such as a major angular
unconformity are easy to recognize (Figure 13). If

Figure 13 Seismic section showing a prominent angular un-
conformity.

some boreholes have been drilled and wireline logs
have been run in them to record seismic velocity and
density, we can calculate the acoustic impedance of
each layer and hence the expected seismic response.
We also know the travel time from the surface to the
reflecting interfaces, either from direct observation
(e.g., in a VSP) or by integration of the sonic log.
The interfaces that give rise to the largest reflection
amplitudes can thus be related to the sequence drilled
by the well. If there are several boreholes, reflectors
can be tracked from one to another to establish a
consistent identification scheme. Usually, seismic re-
flectors are time-lines, at least on the broad scale. The
overall depositional setting can be inferred from in-
terpretation of seismic sequences. Relative sea-level
fall and rise can be inferred from variation in the
pattern of onlap, and this provides information
about the overall depositional environment.
Structure mapping is often quite easy provided de-
formation is not extreme. Reflecting interfaces can be
followed through a cube of 3D seismic, or around a
grid of intersecting 2D lines, and a map constructed.
Seismic reflection works best for interfaces with dips
of up to 30° or so. Fault planes are therefore seldom
imaged directly; they are recognized from the dis-
placement of sedimentary layering across them
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(Figure 14). Steeply dipping bedding, for example in
an overthrust zone or against the flank of a salt or
mud diapir, will often not be imaged.

Depositional environments can often be recognized
and mapped from the external geometry of a feature
(the shape of its envelope) and from the geometry and
character of the reflections within it. For example,
within a fluvial system it may be possible to recognize
channels by mapping reflection amplitude on a slice
through a 3D cube, parallel to the regional dip; the
channel fill often has a different acoustic impedance
from the rest of the unit. By making a series of such
slices, it is possible to follow the evolution of the
channel system through time. If seismic resolution
permits, it may be possible to see internal depositional
geometry, such as the downlap geometry of a laterally
accreting point bar. Discrimination between sand and
shale infill may be possible: sands often have a
mounded appearance due to differential compaction.

In carbonate systems, it is often possible to recog-
nize reefs from seismic reflections. A reflection is
usually obtained from the top of a reef, though it
may be discontinuous if the topography is complex.
The interior is usually quite transparent. Often the
reef has separated different depositional environ-
ments, so there is a sharp change in the reflection
character of the contemporaneous package from one
side to the other.

Salt and shale diapirs are often inferred from the
deformation of the layered sediments around them.
The salt or shale itself is usually acoustically homoge-
neous and therefore appears as a transparent body on
seismic sections. Imaging sedimentary layering below
the overhanging top of a mushroom-shaped salt
diapir is difficult, because of the complicated paths
that seismic waves follow, owing to the much higher
seismic velocities in the salt.

Figure 14 Seismic section showing faults, imaged as discon-
tinuities in reflectors. One fault is shown interpreted; some others
are indicated by arrows.

Seismic Reflection in the Oil and
Gas Industry

The primary use of seismic reflection in the oil and
gas industry is for mapping structure. In exploration
Petroleum Geology: Exploration, this is mainly a
matter of looking for the closed anticlinal features
that form potential hydrocarbon traps. These may
be either pure (four-way) dip closures or combination
fault-dip closures. If a possible trap is fault bounded,
it will be necessary to look into the juxtaposition of
beds across the fault, to see whether the reservoir is
always juxtaposed against a seal (e.g., a shale), or
whether it is in places in contact with another reser-
voir (e.g., a sand). In the latter case, it may still be
possible for the trap to work if the fault plane itself
provides a seal, but this is inherently more risky. 3D
seismic, with its high trace density, is well suited to
making a juxtaposition analysis along the whole
length of a fault. When a hydrocarbon discovery has
been made, seismic reflection can be used to define
the internal geometry of the reservoir. Small faults or
thin (but laterally extensive) shales may be significant
barriers to hydrocarbon flow when the reservoir is
put on production, so it is important to plan develop-
ment wells with this in mind.

Sometimes, it is possible to see directly from the
seismic reflections whether hydrocarbons are present
in a particular reservoir. When oil or gas replaces
brine in the pore space of a reservoir, the acoustic
impedance of the material is reduced. This can be a
large effect (Figure 15), particularly for gas in high-
porosity reservoirs. If the brine sand has an imped-
ance that is less than that of the overlying shale, then
the impedance of an oil or gas sand will be much less.
The consequence is that the reflection amplitude
from the top of the reservoir will be higher where
the hydrocarbon is present. Such a ‘bright spot’ is
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Figure 15 Effect of oil or gas on the acoustic impedance of a
high-porosity sandstone.
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Figure 16 Examples of bright-spot and flat-spot direct hydro-
carbon indicators.

a direct hydrocarbon indicator (DHI). Of course, the
brightening might be due to a lateral change in lith-
ology, perhaps an increase in the porosity of the res-
ervoir sand. If the brightening is a DHI, then the
amplitude increase will follow a particular depth con-
tour, at the hydrocarbon—water contact. Another type
of DHI is the “flat spot’, which is a reflection from a
fluid (e.g., oil-water) contact. This should be flat and
consistent with the amplitude change at the top of the
reservoir (Figure 16).

When these effects of fluid fill were first recog-
nized, they were used to reduce the risk of exploration
prospects. More recently, it has become possible to
use this principle to follow the way that fluids are
moving through an oil or gas reservoir as the hydro-
carbons are being produced. This is done by acquiring
a survey before production starts, and then repeating
the survey after some production has taken place. The
difference between the two surveys (after careful
matching to remove the effects of any differences in
acquisition) will be due to fluid movement, for
example an oil-water contact rising because some of
the oil has been produced. This is useful information
if the reservoir has internal barriers to fluid move-
ment, for example due to faulting. In such a case, oil
may be produced from some fault blocks and not
others; the seismic differences would be confined to
the blocks where production is occurring. Such seis-
mic surveys are almost always shot as 3D surveys,
because the high trace density is important in identi-
fying small DHI effects, and the repeat survey is
often called 4D seismic (elapsed time being the fourth
dimension).

Huge amounts of 3D seismic reflection data are
acquired by the oil and gas industry. In the year

2000, some 300000km? were shot offshore, and
30000 km? onshore. This is targeted on hydrocarbon
resources, of course, and therefore confined to sedi-
mentary basins with proven or potential hydrocar-
bon generation and migration. Within such basins,
seismic reflection has revealed a great deal about
subsurface geology.

See Also

Economic Geology. Engineering Geology: Seismol-
ogy. Petroleum Geology: The Petroleum System; Ex-
ploration; Production; Reserves. Sedimentary
Processes: Depositional Sedimentary Structures; Post-
Depositional Sedimentary Structures.
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Introduction: What is Sequence
Stratigraphy?

Sequence stratigraphy is one of the major unifying
concepts of the geosciences to arise in the twentieth
century. Rooted in the cross-fertilization of regional
facies mapping and geophysics, sequence stratigraphy
provides an invaluable approach to practical prob-
lems in applied geology and fundamental scientific
questions in Earth history. It incorporates a variety
of disciplines of stratigraphic geology (i.e. lithofacies
analysis, biostratigraphy, and chronostratigraphy)
and is intrinsically related to a number of other areas
of Earth history, notably sea-level change, tectonics,
and palaeoclimate.

Sequence stratigraphy is defined as the study of
rock relationships within a chronostratigraphic
framework of repetitive genetically related strata
bounded by surfaces of erosion or deposition or their
correlative conformities. The fundamental starting
point for sequence stratigraphy is the sedimentary
facies, which is a lithostratigraphic body character-
ized by distinct lithological or fossil characteristics,
generally reflecting a certain origin. A group of sedi-
mentary facies genetically linked by common pro-
cesses and environments comprises a depositional
system. These depositional systems can be grouped
together within a framework of unconformity-bound
relatively conformable stratigraphic packages called
sequences.

Early publications on sequence stratigraphy empha-
sized the relationships between global sea-level change,
or eustasy, and large-scale stratigraphic patterns. This
work provoked serious debate about the importance of
global sea-level change as a genetic control on stratig-
raphy. Recent work integrating sequence-stratigraphic
analysis with isotope data is providing new insights
into the relationships between ice-sheets, climate, and
sea-level, and is helping to clarify the role of eustasy in
the evolution of stratigraphic successions.

However, sequence stratigraphy is more than a
record of global sea-level: it is a practical strati-
graphic tool. Sequences are a product of the interplay
of eustasy, tectonics, and sediment supply. As a result,
they can be recognized and correlated regionally, re-
gardless of whether global sea-level change was the
dominant control. With an understanding of these

controls, the sequence concept provides a framework
for understanding the evolution of depositional
systems through time, making it a powerful predictive
tool for stratigraphic analysis.

Development of the Concept

Sequence stratigraphy has seen major growth and
development since the 1970s. However, the roots
of the field extend back to the 1940s, when LL Sloss
coined the term ‘stratigraphic sequence’ in his re-
gional facies mapping of the Palaeozoic of North
America. Sloss defined stratigraphic sequences as
“rock stratigraphic units of higher rank than group,
megagroup, or supergroup, traceable over major
areas of a continent and bounded by unconformities
of interregional scope”. He recognized six sequences
and gave them Native American names derived
from localities where they are well developed: Sauk,
Tippecanoe, Kaskaskia, Absaroka, Zuni, and Tejas.
In the 1960s and 1970s, the concept of the strati-
graphic sequence was applied to the geophysical data
collected by oil companies that were using new seis-
mic-imaging tools to obtain a picture of basin and
stratigraphic architecture. Under the leadership of
former Sloss student Peter Vail, researchers at Exxon
and its predecessors recognized stratigraphic patterns
on seismic lines that they believed corresponded to
the same types of sequences and unconformities
mapped by Sloss. In addition, they identified ‘onlap
unconformities’ within marine successions in basins
on different continents and inferred global sea-level
control and a worldwide extent for ‘onlap cycles’.
These seismic-derived sequence-stratigraphic con-
cepts were brought into the public domain with
the 1977 publication of seminal papers by Vail and
collaborators in AAPG Memoir 26. The ‘depositional
sequence’ was defined as a stratigraphic unit com-
posed of a relatively conformable succession of gen-
etically related strata bounded at its top and base
by unconformities or their correlative conformities.
Conceptually, depositional sequences resemble Sloss
cratonic sequences, but represent much shorter time
intervals. The AAPG memoir also provided the first
published documentation of the Exxon group’s view
of the relationship between inter-regional unconfor-
mities and global cycles of sea-level, including docu-
mentation of coastal onlap curves established from
seismic stratigraphic records on different continental
margins. Other papers detailed methods for deter-
mining sea-level change from coastal onlap and for
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interpreting sequence stratigraphy and facies from
seismic-reflection patterns. The second major treatise
on the subject, SEPM Special Publication 42, was
published in 1988. This volume elevated the signifi-
cance of sequence stratigraphy as a means of under-
standing Earth history and as a practical tool in
petroleum geology. Included articles further defined
the key elements of sequence stratigraphy, docu-
mented the ages of sequences, examined theoretical
aspects, and discussed both outcrop and subsurface
examples.

Although these two volumes helped to bring se-
quence stratigraphy into the mainstream of geological
thought, there was notable criticism of the concepts
and cycle charts. One of the more contentious issues
was the hypothesis that eustasy is the primary control
on the timing and patterns of deposition of sequences.
Critics argued that the accuracy and precision of
chronostratigraphic control are inadequate to dem-
onstrate synchronicity of sequences from around the
world and thereby establish the uniqueness of eustatic
control.

The late 1980s and 1990s saw the evolution of se-
quence stratigraphy into a tool for investigating increas-
ingly detailed stratigraphic problems. Studies examined
factors controlling sedimentation in specific basins
or time intervals and dealt with increasingly finer-
scale stratigraphic problems in a variety of depositional
environments beyond the marine continental margins.
This approach can be used for finer-scale reservoir- and
aquifer-scale stratigraphy problems integrating well
log, core, and outcrop-based datasets.

Parasequences: The Building Blocks
of Sequences

The parasequence is the fundamental building block
of a sequence. A parasequence is a relatively conform-
able succession of genetically related strata bounded
by marine flooding surfaces. It is normally a progra-
dational or aggradational package that reflects a
shoaling-upwards trend. The succession of facies
within a parasequence generally follows Walther’s
Law, which states that a normal vertical facies succes-
sion mirrors the lateral distribution of facies in a
sedimentary environment.

The parasequence boundary is the key to correl-
ation in a sequence-stratigraphic framework. It is an
approximately planar marine flooding surface com-
monly characterized by non-deposition or minor ero-
sion. It may be marked by significant burrowing by
organisms and may have an associated lag deposit
of coarse material such as shells, gravel, authigenic
minerals, or rip-up clasts formed by erosion and
winnowing in the course of the flooding event.

In shallow-marine successions, parasequences
typically coarsen upwards with an increase in sand
content and a general increase in the thicknesses
of the sand beds. Sedimentary facies trace a regular
succession of shallower-water sedimentary environ-
ments. For example, in a river-dominated deltaic en-
vironment, facies could reflect shoaling from prodelta
to delta front to stream-mouth bar (Figure 1A); for
a wave-dominated shoreline, a parallel succession
from offshore to lower-shoreface to upper-shoreface
environments might be expected (Figure 1B).

In some cases, fining-upwards parasequences can
be recognized. For example, in marginal-marine set-
tings, the base of the parasequence may be marked by
the abrupt appearance of marine sand above mar-
ginal-marine muds, above which the percentage
of sand decreases and the sand beds become thinner.
The facies trace a succession of shallower-water en-
vironments, in this example shoaling from subtidal to
intertidal to supratidal non-marine facies (Figure 1C).

Parasequence-Stacking Patterns

Just as a normal succession of genetically related beds
make up a parasequence, so a normal succession of
parasequences can be grouped into a unit called a
parasequence set. The pattern of changes between
successive parasequences in a parasequence set
is termed the parasequence-stacking pattern. The
concept of accommodation is fundamental to under-
standing parasequence-stacking patterns. Accommo-
dation is the space available for potential sediment to
accumulate and is a function of eustasy and subsid-
ence (Figure 2). Sediment influx controls the rate
at which this space is filled. The interplay between
accommodation and sedimentation rates controls
whether the shoreline advances or retreats and the
resulting vertical facies changes.

Three types of parasequence-stacking pattern are
progradational, retrogradational, and aggradational.
A progradational parasequence set is recognized
where parasequence stacking reflects overall shoaling
and basinwards advance of a depositional system.
Progradation occurs when the rate of deposition
exceeds the rate of accommodation: the lack of verti-
cal space for sediment accumulation forces sedimen-
tation basinwards (Figure 3A). A retrogradational
parasequence set reflects the opposite case, in which
parasequences are stacked in a pattern that re-
flects overall deepening and a landwards retreat
of the depositional system. Retrogradation reflects
a sedimentation rate that is lower than the rate of
accommodation: the inability of sedimentation to
fill the available vertical space shifts sedimentation
landwards (Figure 3B). An aggradational stacking
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Figure 1 Characteristics of parasequences in various coastal environments: (A) deltaic parasequence on river-dominated shore-

line; (B) offshore to shoreface parasequence on wave-dominated shoreline; and (C) subtidal to intertidal parasequence on muddy tide-
dominated shoreline. PSB, parasequence boundary; SMB, stream-mouth bar; DF, delta front; PD, prodelta; USF, upper shoreface; LSF,
lower shoreface; OS, offshore; SRT, supratidal; INT, intertidal; SBT, subtidal. (Adapted from Van Wagoner JC, Mitchum RM, Campion
KM, and Rahmanian VD (1990) Siliciclastic sequence stratigraphy in well logs, cores, and outcrops. American Association of Petroleum

Geologists Methods in Exploration Series 7: 1-55.)

Accommodation

Figure 2 Accommodation as a function of eustasy (sea-level
changes) and subsidence (tectonics). Horizontal grey surfaces
represent positions of sea-level. Dashed arrow indicates the
additional accommodation at the higher sea-level.

pattern is recognized where the facies reflect steady
accumulation of sediments without significant shifts
basinwards or landwards. Aggradation occurs where
the sedimentation rate and accommodation rate are
approximately in balance (Figure 3C).
Parasequences are useful tools for chronostrati-
graphic correlation. Correlations based on sequence
stratigraphy may differ significantly from lithostrati-
graphic correlations. Conventional lithostratigraphic
correlations typically emphasize the linkage of simi-
lar lithologies, with the underlying philosophy of
tracing mappable rock stratigraphic units; in the
lithostratigraphic-correlation example in Figure 4A,
the sand intervals in each well are correlated. In
contrast, correlation of parasequences places the
sedimentary section in a chronostratigraphic refer-
ence frame. Parasequence boundaries are correlated
as local time-lines and provide a basis for con-
necting genetically linked strata. In the example of
chronostratigraphic correlation shown in Figure 4B,
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Figure 3 Parasequence-stacking patterns for (A) prograda-
tional, (B) retrogradational, and (C) aggradational parasequence
sets. Stacking patterns are indicated by the movement of facies
in successive parasequences (numbered) in each diagram. Rd,
rate of deposition; Ra, rate of accommodation. (Adapted from
Van Wagoner JC, Posamentier HW, Mitchum RM Jr, et al. (1988)
An overview of the fundamentals of sequence stratigraphy and
key definitions. In: Wilgus CK, Hasting BS, Kendall CStCC, et al.
(eds.) Sea-Level Changes: An Integrated Approach, pp. 39-45.
Special Publication 42. Tulsa: Society of Economic Paleontolo-
gists and Mineralogists.)

. Coastal plain

the resulting stratigraphic interpretation provides an
improved understanding of stratigraphic geometry by
demonstrating the connection of the thinner shallow-
marine sands to thicker sand beds in a landwards
direction.

Recognition of Sequences and
Systems Tracts

A sequence is a succession of genetically related rela-
tively conformable strata bounded by unconformities
or their correlative conformities. Based on parase-
quence-stacking patterns and facies trends, a number
of distinct sequence components called systems tracts
can be defined. A systems tract is a linkage of contem-
poraneous depositional systems, with a depositional
system defined as a three-dimensional assemblage of
lithofacies. The five systems tracts most commonly
recognized are lowstand fan, lowstand wedge, shelf-
margin wedge, transgressive, and highstand (Table 1
and Figure 5). These systems tracts are separated by
significant stratigraphic surfaces, the most important
being the sequence boundary, transgressive surface,
and maximum flooding surface.

I:] Shoreline complex

(B)

I 10m

Figure 4 Comparison of (A) lithostratigraphic and (B) chronostratigraphic correlation styles for a prograding parasequence set. The
correlation datum for the lithostratigraphic section is the top of the sandstone; the datum for the chronostratigraphic section is the
uppermost parasequence boundary. PSB, parasequence boundary. (Adapted from Van Wagoner JC, Mitchum RM, Campion KM, and
Rahmanian VD (1990) Siliciclastic sequence stratigraphy in well logs, cores, and outcrops. American Association of Petroleum Geologists

Methods in Exploration Series 7: 1-55.)
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Table 1 Characteristics of systems tracts

Systems tract Stacking pattern Bounding surfaces Stratal terminations Location of best development
Highstand Aggradational to Base: maximum-flooding Downlap basinwards, Landwards of the offlap break
progradational surface toplap or truncation
Top: sequence boundary at top landwards
Transgressive  Retrogradational Base: transgressive surface Downlap basinwards, Landwards of the offlap break
Top: maximum-flooding onlap landwards
surface
Shelf-margin Weakly Base: sequence boundary Onlap landwards, Near the offlap break
wedge progradational Top: transgressive surface downlap
basinwards
Lowstand Progradational to Base: sequence boundary or  Onlap landwards, Basinwards of offlap break where
wedge aggradational downlap surface at top of downlap one exists; or in incised valleys
underlying lowstand fan basinwards and basinward end of ramp
Top: transgressive surface
Lowstand fan Aggradational Base: sequence boundary Onlap landwards, or Deep-water basinwards of offlap
Top: flooding surface at top bidirectional break
of fan downlap

Landwards

Relative sea-level
[=)
7 w
w

Basinwards

(A)

(B)

<l
-

Distance

Figure 5 (A) Stratigraphic cross-section and (B) chronostratigraphic section through a conceptual clastic sequence. Systems tracts,
in white boxes: Fi, lowstand basin-floor fan; Fii, lowstand slope fan; L, lowstand wedge; T, transgressive; H, highstand; S, shelf-margin
wedge. Surfaces, in white circles: 1, type 1 sequence boundary; t, transgressive surface; m, maximum flooding surface; 2, type 2
sequence boundary. Other features: iv, incised valley. Stippled pattern represents sandy shoreline complex. Relative sea-level
curve indicates period of deposition for each systems tract. (Adapted from Christie-Blick N and Driscoll NW (1995) Sequence
stratigraphy. Annual Review of Earth and Planetary Sciences 23: 451-478.)
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Descriptive Terminology

Most of the descriptive terms for larger-scale features
are derived from seismic stratigraphy (Figure 6). One
of the more common geometries for a sequence is a
wedge-shaped slug of sediments, with a thin zone of
gently dipping strata on the landwards end, a thicker
zone of more steeply seawards-dipping strata in the
middle, and another thin zone of gently dipping strata
on the basinwards end. The term topset is applied
to the relatively flat zone of sediments on the prox-
imal part of the basin margin. More steeply inclined
strata called clinoforms characterize the thicker zone,
and the reflection pattern is termed offlap. The rela-
tively flat thinner zone basinwards of the clinoforms
is referred to as the bottomset.

A fundamental principle of sequence stratigraphy is
that seismic reflections are produced by contrasts in
sonic velocity at chronostratigraphically significant
stratal surfaces and unconformities; therefore, they
are considered to approximate time-lines in the sedi-
mentary record. Identifying terminations of these re-
flections is fundamental to the definition of systems
tracts and key surfaces (Figure 6). Some reflection
types terminate against an underlying surface.
Onlap is defined by the termination of a reflection
against a more steeply inclined underlying reflection,
most commonly in a landwards direction. Downlap is
interpreted where an inclined reflection terminates
against a less inclined underlying reflection, for
example the basinwards termination of prograding
clinoforms. Other reflection types terminate against
an overlying surface. Toplap is a subtle low-angle
termination where a seismic reflection terminates
against an overlying reflection without significant
erosional truncation. Toplap may reflect the disap-
pearance of an interval in a landwards direction due

Landwards Basinwards

Topset

Truncation

Toplap

Offlap break

L2 4

Downlap

Clinoform Bottomset

Figure 6 Seismic terminology used in sequence-stratigraphic
analysis. Truncation, toplap, offlap, onlap, and downlap are seis-
mic terminations; topset, clinoform, and bottomset are zones of
basin margin succession. (Adapted from Mitchum et al. (1977)
Copyright © 1977 by The American Association of Petroleum
Geologists; used by permission of AAPG whose permission is
required for further use.)

to sediment bypass or thinning of the bed to below
seismic resolution. In contrast, erosional truncation is
more abrupt, where a reflection exhibits an angular
truncation against a younger surface. This generally
signifies an erosional contact.

An important point of reference for the description
of sequences is called the offlap break. Offlap is a term
sometimes used to describe clinoforms. The offlap
break is the main break in slope in the depositional
profile and is located at the boundary between the
topset and the clinoform. In many sequence-stratig-
raphy publications, this is referred to as the shelf
edge; however, this has created some confusion with
the actual topographical break at the edge of a con-
tinental shelf, and so the term offlap break is a clearer
term for this feature.

Surfaces

Sequence boundary The sequence boundary is the
defining surface in sequence stratigraphy. A typical
sequence boundary is an areally extensive unconform-
ity above which there is a basinwards shift in facies,
a downwards shift in coastal onlap, and onlap of
underlying strata (Figure 5).

The facies shift at a sequence boundary commonly
does not follow the order predicted by Walther’s Law
and may have a gap of an environment or two. In
such cases, the sequence boundary reflects a signifi-
cant basinwards shift produced by a rapid decrease in
accommodation. It is commonly expressed as an
unconformity produced by subaerial erosion that
occurs across extensive areas both landwards and
basinwards of the offlap break. Such a surface is
termed a type 1 sequence boundary (Figure 7A).

In other cases, the characteristics of a sequence
boundary are not as distinct, and the area affected
by exposure and subaerial erosion is minimal. Al-
though such sequence boundaries generally exhibit
some onlap of underlying strata, a downwards shift
in coastal onlap, and a change in facies-stacking pat-
terns, the resulting unconformity usually has limited
areal extent and the basinwards shift in facies is
minor. This is termed a type 2 sequence boundary
(Figure 7B). The modest reduction in accommodation
permits accumulation of subsequent lowstand sedi-
ments landwards of the offlap break, in contrast to
the shift of sedimentation off the shelf that occurs at
the more significant type 1 sequence boundaries. In
early sequence-stratigraphical publications, global
sequence charts labelled individual sequence bound-
aries as either type 1 or type 2 and considered this
to be a function of the rate of global sea-level fall;
however, it is now understood that a given sequence
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Figure 7 Physical expressions of (A) type 1 and (B) type 2
sequence boundaries. The type 1 boundary exhibits an abrupt
downward shift in facies; the type 2 boundary exhibits more a
gradual downward shift. (Adapted from Posamentier HW and Vail
PR (1988) Eustatic controls on clastic deposition II: — sequence and
systems tract models. In: Wilgus CK, Hastings BS, Kendall CStCC,
et al. (eds.) Sea-Level Changes: An Integrated Approach, pp. 125-154.
Special Publication 42. Tulsa: Society of Economic Paleontologists
and Mineralogists.)

boundary may be of either type depending on local
accommodation and sedimentation rates.

The subaerially produced unconformity that occurs
at a sequence boundary passes at some basinwards
point into a genetically related conformable strati-
graphic contact. Some workers contend that a se-
quence boundary should be recognized only where
an unconformity exists. However, many workers cor-
relate this as the same chronostratigraphic surface,
potentially allowing a sequence to be recognized
over an entire basin.

Transgressive surface The transgressive surface is
the first marine flooding surface of significant areal
extent landwards of the offlap break (Figure 5). In a
complete sequence, it marks a change from prograda-
tional or aggradational parasequence stacking at the
bottom of the sequence to retrogradation in the
middle of the sequence. It may be somewhat di-
achronous, with the onset of transgression appearing
earlier in more basinward areas and reaching more
landward areas later.

Maximum-flooding surface The maximum-flooding
surface reflects the maximum landward extent of
transgression and is marked by a stacking-pattern

change from retrogradational in the middle part of a
complete sequence to progradational in the upper part
(Figure 5). On seismic profiles, it is commonly marked
by the downlap of younger horizons onto it and, as
such, is sometimes termed the downlap surface. The
maximum-flooding surface may have an associated
condensed section characterized by strongly bur-
rowed intervals or hardgrounds, in some cases with
an associated marine hiatus, as well as enrichment of
authigenic minerals such as glauconite or phosphate,
a high organic content, and a peak in the abundance
of deeper-marine fossils. The condensed section re-
flects slow sedimentation rates in basinward areas
when the peak of the transgression focuses sedimen-
tation in the heads of estuaries and in other landward
areas. The elevated concentration of fossils in con-
densed sections commonly makes them important
intervals for the occurrence of age-significant fossils
such as ammonites, planktonic foraminifera, and
calcareous nannofossils.

Systems Tracts

Lowstand systems tracts Three systems tracts can
be deposited during a lowstand of relative sea-level:
lowstand fan, lowstand wedge, and shelf-margin
wedge (Figure 5). These lowstand systems tracts over-
lie the sequence boundary and express a basinwards
shift in facies produced during periods of relative sea-
level fall. The lowstand fan systems tract is the most
basinward of the lowstand systems tracts and forms
by the accumulation of clastic deposits in a deep-
basin setting. During times of relative sea-level fall,
large areas of the basin margin are exposed and sub-
jected to erosion. Sedimentation mostly bypasses the
basin margin and is fed directly to the basin through
incised valleys and submarine canyons. As a result,
lowstand fans are commonly detached from the de-
positional system that built the preceding highstand
complex upslope. They may onlap the underlying
sequence boundary in the landwards direction; the
relief built during fan formation may also produce
bidirectional downlap in other directions (Table 1).
Aggradational to slightly retrogradational stacking
patterns are the most common. The top of the fan
may be marked by a shift in deposition to the overly-
ing lowstand wedge systems tract, which produces a
downlap surface between the units. In some deep-
water systems, the lowstand fan can be divided into
two parts: a basin-floor fan, which occurs on the
basin floor and may be detached from the depos-
itional system that built the preceding highstand
complex, and a slope fan, which develops along the
middle or lower part of the slope.



166 SEQUENCE STRATIGRAPHY

The lowstand wedge systems tract is composed of a
prograding wedge basinwards of the offlap break and
a thinner unit of incised-valley fill in the landwards
direction (Figure 5). The base of the unit is marked by
onlap onto the sequence boundary along the landward
end of the wedge and in areas of lowstand incised-
valley fill (Table 1). In a basinwards direction, it com-
monly exhibits downlap onto the underlying sequence
boundary or the lowstand fan systems tract. The top
of the unit is defined by the transgressive surface. The
facies-stacking pattern is progradational to aggrada-
tional. Because lowstand wedge deposition is gener-
ally focused basinwards of the offlap break formed by
the preceding sequence, landward areas may be sub-
aerially exposed and subject to fluvial incision, espe-
cially during sea-level fall. However, during later parts
of the lowstand, the rebound of relative sea-level may
result in some sediment accumulation in the incised
valleys.

The shelf-margin wedge systems tract represents
an accumulation of lowstand deposits near the off-
lap break of the preceding sequence. Like other low-
stand systems tracts, it is produced when a fall in
relative sea-level causes a basinwards shift in facies,
but the reduction in accommodation is not rapid
enough to force sedimentation into the basin. The
base of this systems tract is defined by a type II
sequence boundary, onto which it onlaps in a land-
wards direction and downlaps in a basinwards direc-
tion (Table 1). The top is marked by the transgressive
surface. Facies-stacking patterns are typically weakly
progradational.

Recent works have proposed several unique
systems tracts for deposits produced during periods
of sea-level fall. One of the more commonly cited,
the forced regressive wedge systems tract, describes
a complex of downstepping shorelines and subaerial
erosion overlying a sequence boundary. Successive
shorelines partly cannibalize sand through erosion
of previous shorelines, producing stranded shoreline
sand bodies. Another type, the falling-stage systems
tract, is similar but differs in part in the placement of
the sequence boundary at the top of the unit. How-
ever, these systems tracts are not yet consistently used
by sequence stratigraphers.

Transgressive systems tract The transgressive
systems tract traces a landward shift in depositional
environments that reflects a rise in relative sea-level
(Figure 5). The base of this unit is the transgressive
surface, and the top is defined by the maximum-
flooding surface (Table 1). Because sediment input is
overwhelmed by accommodation, a retrogradational
facies-stacking pattern is produced. The deposits
of transgressive systems tracts are best developed

landwards of the underlying offlap break; they onlap
the merged sequence boundary—transgressive surface
in a landwards direction and downlap onto the trans-
gressive surface in a basinwards direction. They may
comprise a thin sheet of deposits that reflect the land-
wards migration of drowned shoreface complexes; in
cases where they directly overlie a sequence boundary
with significant erosive relief, they may comprise
more laterally variable incised-valley fill.

Highstand systems tract The highstand systems tract
traces the basinwards march of deposition over the
transgressive systems tract as the rate of sediment
input overtakes a slowing rate of relative sea-level rise
(Figure 5). It is bounded by the maximum-flooding
surface below and the sequence boundary above
(Table 1) and is commonly characterized by a prograd-
ing topset—clinoform system, the toes of which down-
lap onto the maximum-flooding surface. The top of
the highstand systems tract may be marked by toplap
or truncation under the overlying sequence boundary.
The facies-stacking patterns change upward from
aggradational to progradational, reflecting decreasing
accommodation; as a result,accumulation patterns are
increasingly driven basinwards rather than vertically,
producing a regressive succession (Figure 5).

Variations by Depositional System

The descriptions of sequence-stratigraphic elements
in this article have been principally focused on shal-
low-marine clastic successions. However, sequence
concepts are applicable to a variety of other depos-
itional systems. Carbonate systems are very respon-
sive to changes in relative sea-level, but differ from
clastic systems in that they generate most of their own
sediment from biological sources in the photic zone.
When sea-level rises, carbonate systems build up-
wards to fill the available space, commonly creating
thick transgressive systems tracts (see Sedimentary
Environments: Carbonate Shorelines and Shelves);
in some cases, very rapid transgression may drown
the carbonate system, resulting in a thinner transgres-
sive interval. During highstands, carbonate sedimen-
tation typically continues to be vigorous, but the
waning increase in accommodation causes sediment
accumulation to prograde basinwards, a phenom-
enon termed ‘highstand shedding’. When sea-level
subsequently falls, little carbonate sediment is pro-
duced and little is physically eroded; in wet climates,
meteoric diagenesis may produce karst and/or cemen-
tation, whereas, in arid climates, evaporites may form
in the basin.

Sequence concepts can also be applied to non-
marine depositional systems. In alluvial environ-
ments, the base level (the surface to which erosion
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and deposition respond), subsidence (or uplift), sedi-
ment supply, and climate all affect the stratigraphic
evolution of the system. Sequence interpretation is
complicated by the abundance of erosion surfaces,
which may be difficult to differentiate from a sequence
boundary. Falling base level typically results in sedi-
ment bypass and erosion. Lowstand deposits may be
characterized by high-gradient stream deposits with
sand-rich amalgamated alluvial facies. Where low
base level in the early lowstand is accompanied by a
low water table, heavily weathered palaeosols may be
formed in interfluvial areas; the rise in the water table
that accompanies base-level rise in the late lowstand
may be conducive to widespread peat formation.
Transgressive deposits may reflect decreasing fluvial
gradients, which can be expressed as more isolated
fining-upwards fluvial sands and crevasse splays
upward, with a shift from aggradational to retrogra-
dational facies successions. If accompanied by a rising
water table, peat-forming conditions would wane as
mires are flooded, and poorly drained gleyed palaeo-
sols would typify interfluvial areas. Highstand de-
posits may be thick and trace a shift back to
aggradational and even progradational facies succes-
sions. Fluvial sands are mostly isolated, but amalgam-
ation is increasingly common upwards. Slowing of
the water-table rise can provide good conditions for
peat formation, but the beginning of base-level (and
probably water-table) fall at the end of the highstand
would make conditions less favourable.

Sequence stratigraphy of lacustrine deposits has
some parallels with marine sequence stratigraphy
but is generally independent of changes in sea-level.
Instead, tectonically driven accommodation and cli-
mate-driven variations in lake level and sediment
supply can combine in many different ways to control
lacustrine sequence expression (see Sedimentary En-
vironments: Lake Processes and Deposits). Reduced
precipitation reduces both lake level and sediment
supply, creating lowstand deposits that are character-
ized by evaporites in the basin centre surrounded by
an exposure surface with little erosion. However,
where sediment influx is significant, the lowstand
systems tract may be composed of erosive fluvial
systems feeding deep-lacustrine turbidite successions.
Where lake-level is raised by increased precipitation,
increased sediment input may produce a transgressive
systems tract of back-stepping lacustrine deltas; where
relative lake-level is raised owing to basin subsidence,
it may instead be characterized by low clastic input
and a thin interval of fine-grained deposits. Highstand
deposits may be composed of deltas and associated
deep-lacustrine turbidites if high precipitation creates
a large influx of clastic sediments; when precipitat-
ion is lower, low sediment influx may produce

aggradational carbonate packages in shoreline areas
and thin fine-grained successions in the lake basin.

Palaeontological Expression of Sequences

Palaeontology is essential to sequence-stratigraphic
analysis, and sequence stratigraphy is a useful frame
of reference for understanding the fossil record.
Fossils provide information on two essential elements
of sequence stratigraphy: environment and age.
Understanding facies change is also an essential
element of sequence-stratigraphic analysis. Biofacies
provide palaeoenvironmental constraints that, like
lithofacies, trace the facies changes that define se-
quence-stratigraphic surfaces and systems tracts.
Transgression and regression can be readily demon-
strated by palaeontological data, providing important
information when lithofacies criteria are not defini-
tive. Although coarse clastics reveal palaeoenviron-
mental information through sedimentary structures
that reflect unique hydrodynamic regimes, environ-
mental differences may be more difficult to discern in
mudstones. Biofacies analysis can be especially useful
in such fine-grained facies, providing critical criteria
for differentiating mudstones from different water
depths or different depositional systems (e.g. marine
versus freshwater).

In addition, some sequence elements have unique
biofacies signals. The maximum-flooding surface is
one of the most distinctive. Because the maximum-
flooding surface commonly has an associated con-
densed section on basin margins, it typically exhibits
an especially high concentration of fossils due to slow
sedimentation rates. The fauna and flora typically
reflect the culmination of transgression and may indi-
cate the maximum water depth. The condensed
section is also commonly marked by a peak in diver-
sity of common marine microfossils (such as forami-
nifera), the highest abundance of oceanic planktonic
microfossils, and the greatest foraminiferal plank-
tonic-benthic ratios. In some cases, a peak of low-
oxygen benthic microfossils occurs in the condensed
section. Maximum-flooding surfaces can be ideal lo-
cations for age control because of the abundance of
fossils, particularly of more age-diagnostic oceanic
types, such as planktonic foraminifera and ammon-
ites, and of shell material suitable for isotopic ana-
lyses. The maximum-flooding surface is especially
important in continental margin sequences because
it commonly contains the most landward occurrences
of biostratigraphically useful open-marine fossils.

The lowstand systems tract may exhibit a distinctly
different biofacies signal. Reworked assemblages
may be common: falling relative sea-level exposes
older sediments higher on the margin and subjects
them, and the microfossils in them, to erosion and
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basinwards redeposition. Lowstand deposits can also
have relatively high abundances of terrestrial micro-
fossils, such as pollen, owing to the more direct trans-
port of terrestrial material to the ocean basin.

Chronostratigraphic Aspects of
Sequence Stratigraphy

Sequence stratigraphy and chronostratigraphy are
intimately entwined. Sequence stratigraphy provides
a framework for understanding the relationships
between depositional systems in both time and space.

Sequences are chronostratigraphically significant
units. Early papers on the subject considered sequence
boundaries to be globally synchronous time lines
corresponding to times of sea-level fall and provided
detailed ties of biostratigraphic schemes to the global
sequence record. Although the ages of some sequence
boundaries can be established using biostratigraphy,
they are often difficult to date because of a paucity of
age-significant open-marine fossils in the associated
regressive intervals. In contrast, maximum flooding
surfaces mark the landwards incursions of open-marine
environments and can be well dated because of the
abundance of open-marine fossils in the associated
condensed sections.

Global and regional sequence records are shown on
a type of chronostratigraphic chart referred to as a
cycle chart (Figure 8). Cycle charts commonly show
the ages of the sequences, the magnitudes of coastal
onlap, and the interpreted eustatic changes. Coastal
onlap is defined as the progressive landwards onlap of
coastal deposits in a depositional sequence; by defin-
ition, it excludes marine onlap such as the onlap of
lowstand fan deposits. Coastal-onlap curves have
their origin in the analysis of seismic-reflection pro-
files and trace the migration of the point of coastal
onlap across a basin margin for each seismic reflec-
tion. The migration of this point reflects rises and falls
in relative sea-level through time. Sequence boundar-
ies stand out prominently on cycle charts as the hori-
zontal lines at the jagged edge of the saw-tooth curve.
The ages of the sequences are indicated by their
positions on the time axis, and on some charts the
sequences are also tied to biochronostratigraphic
zonations. Global and regional cycle charts are de-
rived by comparing coastal-onlap profiles from mul-
tiple basin margins. With some understanding of the
tectonic history of each basin and a consistent age
framework, differences in subsidence can be ac-
counted for in creating a composite global or regional
coastal-onlap curve. The first such global cycle chart,
produced by Vail et al., assumed that the coastal onlap
curves were actually sea-level curves. These workers
assumed that the saw-tooth pattern of the curve

represented asymmetric rates of sea-level change,
with slow sea-level rises and nearly instantaneous
sea-level falls. It is now understood that the abrupt
basinwards shift of coastal onlap at a sequence bound-
ary reflects the jump of deposition from the topsets of
the highstand systems tract, over the offlap break, and
into the basin for the lowstand. Later versions of the
cycle charts added a more symmetric eustatic curve to
represent estimated global sea-level changes.

Our understanding of the chronostratigraphy of
global sequences continues to improve. Integration
of isotope stratigraphy and biostratigraphy from
marine and onshore boreholes drilled as part of the
Ocean Drilling Program has resulted in significant
refinements to the dating of the sequence record of
the Cenozoic and Late Cretaceous. For many Ceno-
zoic sequences, ages of sequence boundaries can be
determined at a resolution of 0.5 Ma or better.

Genesis of Sequence-Stratigraphic
Units

To understand the genesis of sequence-stratigraphic
units, three essential factors need to be considered:
sea-level change, tectonics, and sediment supply.

Sea-Level Change

The importance of sea-level as a causal mechanism in
the development of sequences is well understood, and
it is important at different periodicities and scales
(Table 2A). Supercontinent cycles operate at a scale
of hundreds of millions of years and exercise a funda-
mental control on the volume of the ocean basins and
hence on sea-level. These drive first-order sea-level
cycles. Second-order cycles may be influenced in
part by changes in rates of seafloor spreading on a
scale of tens of millions of years. Faster seafloor
spreading creates a greater volume of hot and more
buoyant mid-ocean ridge material, decreasing the
volume of the ocean basins and raising sea-level;
slower seafloor spreading creates less mid-ocean
ridge material, increasing the volume of the ocean
basins.

At the period of third-order sequences, generally
1-10 Ma, mechanisms of sea-level change are more
problematic. In times of significant continental
glaciation, gross patterns of ice volume may provide
a mechanism. Growth of continental glaciers de-
creases the volume of water in the oceans, lowering
sea-level; melting of ice-sheets releases water into the
oceans, raising sea-level. Continental glaciation was
the major factor controlling sea-level in the Pleisto-
cene, and its importance as early as the Miocene is
widely accepted. Recent results from the study of
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Table 2 Mechanisms for sea-level change. (A) Orders of sea-level cyclicity. (B) Characteristics of Milankovitch astronomical cycles

(A)

Order Duration Mechanism

First 200-400 Ma Breakup of continents

Second 10-100 Ma Volume of mid-ocean ridges

Third 1-10Ma Glacioeustasy, possibly tectonics

Fourth 200-500 Ka Astronomical forcing of glacioeustasy or climate

Fifth 20-200Ka Astronomical forcing of glacioeustasy or climate

Sixth 1-10Ka Astronomical forcing of glacioeustasy or climate

(B)

Cycle Duration Mechanism

Eccentricity 100 Ka and 400 Ka Variations in degree of roundness of orbit of Earth around Sun
Obliquity 41Ka Variations in angle of tilt of axis of Earth relative to Sun
Precession 19-23Ka Variations in wobble of rotation of Earth

Ocean Drilling Program sites suggest that continental
ice-sheets may have existed even earlier, with sig-
nificant volumes as early as the middle Eocene and
small- to moderate-sized sheets as far back as the Late
Cretaceous. However, during periods of Earth history
without significant glaciation, mechanisms for eu-
static change are less clear. Variation in intraplate
stress has been proposed as a mechanism for inducing
apparent sea-level changes of as much as 100 m on
the flanks of passive margins. Variation through time
in the irregularities of the geoid (equipotential surface
of the gravitational field) has been postulated to cause
sea-level changes at different times in different parts
of the globe. A more exotic mechanism invoked is an
asteroid or comet impact that induces the global re-
lease of stress at plate boundaries and a resultant
isostatic response of continental margins.
Fourth-order and higher cycles have periods of
hundreds of thousands of years or less. Cyclic vari-
ations in the tilt and wobble of the Earth’s axis, called
Milankovitch cycles, cause variations in the intensity
of solar radiation, which can strongly influence
climate on the scale of fourth- and fifth-order cycles
(see Earth: Orbital Variation (Including Milankovitch
Cycles)). Milankovitch cycles include three compon-
ents with different periods: eccentricity, obliquity,
and precession (Table 2B). Milankovitch-related
climate changes affect the size of the polar ice-caps
and thus global sea-level change. They can also influ-
ence monsoonal fluctuations and hence vary the
amount of water delivered to and stored in lakes,
aquifers, and soils over periods as short as tens of
thousands of years. During the opening of the South
Atlantic Ocean in the Early Cretaceous, the Parana-
Benue basin is estimated to have been able to store
enough water to vary sea-level by 3.46m. It is

thought that obliquity is more important at high
latitudes, and precession is more important in
tropical latitudes.

Small eustatic changes associated with higher-order
cycles may be overprinted by larger-scale changes
associated with lower-order cycles, resulting in quite
different stratigraphic expressions of the same order
sequence. Figure 9 shows that the effect of a small
(10m amplitude) fourth-order sea-level fall can be
significant if it occurs during a period of overall
limited accommodation (e.g. on the falling leg of a
third-order sea-level cycle), enhancing the expression
of sequence boundaries (Section I). In contrast, during
a period of overall high accommodation (e.g. on
the rising leg of a third-order sea-level cycle), the
fourth-order fall is muted and difficult to detect in
the section, while flooding surfaces are enhanced
(Section II).

The early cycle charts of Vail er al. proposed sea-
level falls for third-order sequences from as little as
tens of meters to more than 300 m. Second-generation
charts by Vail et al. indicated smaller variations, but
still with some pre-Pleistocene changes of more than
100 m. More recent work arising from the Ocean
Drilling Program suggests that these earlier estimates
may be too high. Based on analysis of oxygen isotope
records and backstripping of continental-margin
sites, Cenozoic sea-level changes are estimated to be
less than 100 m, approximately one-quarter the older
estimates.

The relative importance of self-regulating (autocyc-
lic) and externally forced (allocyclic) cycles in the
formation of fourth- and higher-order sequences is
an important consideration in sequence-stratigraphic
analysis. In a clastic system, a delta lobe normally
produces an upward shoaling package as it progrades
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of eustatic cyclicity, and the effect on sequence stratigraphy.
Third-, fourth-, and fifth-order eustatic changes combine with
subsidence to produce a relative sea-level curve, which controls
the character of the sequence expression. Section | reflects de-
position during a period of lower accommodation related to the
third-order sea-level fall; points 1 and 2 identify fourth-order
sea-level falls corresponding to sequence boundaries (SB).
Section Il reflects deposition during a period of greater accommo-
dation related to the third-order sea-level rise; points a and b
designate fourth-order sea-level rises corresponding to para-
sequence boundaries (PSB). (Adapted from Van Wagoner JC,
Mitchum RM, Campion KM, and Rahmanian VD (1990) Siliciclastic
sequence stratigraphy in well logs, cores, and outcrops.
American Association of Petroleum Geologists Methods in Exploration
Series 7: 1-55.)

into an area, and is capped by a flooding surface after
sedimentation shifts to another lobe and the aban-
doned lobe sinks through subsidence and compac-
tion. In a carbonate system, upward growth of
carbonate sediments normally produces an upward
shoaling pattern until all the available accommoda-
tion space is used; carbonate production is then shut
off until subsidence provides space for carbonate
growth to resume. These successions may occur re-
peatedly at scales of tens of thousands of years, simi-
lar to the time scales of higher order sea-level cycles.
Thus, differentiating autocyclicity from allocyclicity
in high-resolution sequence analysis may be difficult.

Tectonics

Tectonics is another major factor that contributes
to accommodation; subsidence creates space for
sediment accumulation, and uplift takes it away. Sub-
sidence patterns vary according to tectonic setting. In
an extensional basin, subsidence may be a response to
lithospheric thinning and cooling following rifting.
Subsidence due to extensional faulting is typically
greatest in the early phases and decreases with time.
In a foreland basin, subsidence may be a response
to lithospheric flexure due to loading in the adja-
cent fold-thrust belt. Subsidence in foreland basins
commonly accelerates over time as the load on the
lithosphere increases during thrusting, followed by
post-orogenic rebound. In cratonic basins, subsidence
may be due to a subtler regional warping.

Tectonics is considered to be generally too slow a
process to cause third- and higher-order sequences.
Certainly, movement on individual faults can be sig-
nificant at shorter time scales. However, overall,
changes in rates of basin subsidence tend to occur
on a time scale of tens of millions of years, which is
a broader period than third-order sea-level variations.
As a result, tectonics exerts a broader-brush influence
on the nature of expression of the sequences, upon
which higher-frequency sea-level events are superim-
posed (Figure 9).

Sediment Supply

Sediment supply controls how rapidly the accommo-
dation space is filled, and the balance between accom-
modation and sediment supply controls sediment
stacking patterns and thus the expression of se-
quences. In a setting with a high input of sediments,
such as a delta, sedimentation may fill the available
space in the two systems tracts with lower accommo-
dation, the lowstand wedge and the highstand systems
tract. As a result, these intervals will be characterized
by aggradational and progradational packages. The
sequence boundary reflects low accommodation rela-
tive to sediment input. Retrogradation of the depos-
itional system will probably occur only at the peak of
transgression, and condensed sections will be deve-
loped only in offshore locations. In settings with a low
influx of sediments, accommodation may exceed the
ability of the sedimentary system to fill it. In such cases,
only during the part of the sequence when sea-level is
falling and accommodation is lowest will sediment ad-
vance basinwards. The transgressive and highstand
systems tracts will probably be characterized by sedi-
ment starvation and represented as a condensed sec-
tion. Climate changes arising from Milankovitch
cycles can exert a strong influence on sediment supply.
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Climate variations can affect precipitation rates and
vegetation patterns, which in turn influence erosion
rates and sediment supply.

Conclusions

Sequence concepts provide a genetic frame of refer-
ence that has made stratigraphy a more dynamic
process-based field of study compared with the static
nomenclatural emphasis of traditional approaches.
Sequence stratigraphy encourages an integrative ap-
proach, bringing together lithofacies analysis, geo-
physics, biostratigraphy, and chronostratigraphy. It
provides a stratigraphic record of changes in sea-
level, tectonics, and climate on local to global scales.
The significant volume of jargon common in se-
quence-stratigraphic literature can be a barrier to
understanding, and the key to wider understanding
of sequence-stratigraphic concepts is to focus on the
processes that create these genetically related rock
units rather than on the nomenclature.

The historical association of the sequence concept
with a universal explanation of global sea-level change
may also hinder the acceptance of the discipline. It is
important to recognize that accommodation, rather
than sea-level, is the key concept in sequence stratig-
raphy. Because the interplay of accommodation and
sediment supply controls sequence expression, the
concepts of sequence-stratigraphic interpretation can
be used to correlate and understand genetically related
stratigraphic units regardless of whether the units are
global or regional in extent.

Research drilling on coastal plains and margins will
provide important new data to advance our under-
standing of Earth history. Continuous cores provide
complete records of sequence expression, together
with age data, in different geological settings. The
isotopic records from such continuous-core material
can provide unique insights into ice volume and
palaeoceanographic changes, which shed light on
the relationship between global sea-level change and
sequence stratigraphy.

The nature of lithologic heterogeneities in reser-
voirs and aquifers and their impact on fluid flow
will be better understood through the integration of
sequence concepts with process-based geological
models and increasingly powerful computer-based
3D-visualization technology. This detailed informa-
tion allows numerical characterization of vertical and
lateral heterogeneities that influence fluid flow. Se-
quence stratigraphy hold great growth potential as a
tool for detailed stratigraphic analysis in petroleum
exploration and production and in ground water
resource management.
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General Features

Precambrian shields are stable parts of the continents
composed of Precambrian rocks with little or no sedi-
ment cover (Figure 1). Rocks in shields range in age
from 0.5 to >3.5 Ga. Metamorphic and plutonic rock
types dominate, and temperature-pressure regimes
recorded in rocks now exposed at the surface suggest
burial depths ranging from as shallow as 5 km to as
deep as 40 km or more. Shield areas, in general, ex-
hibit very little relief and have remained tectonically
stable for long periods of time. They comprise about
11% of the total crust by volume, with the largest
shields occurring in Africa, Canada, and Antarctica
(Figure 1). Platforms are also stable parts of the crust
with little relief. They are composed of Precambrian
basement similar to that exposed in shields, but over-
lain by 1 to 3 km of relatively undeformed sediment-
ary rock. Sedimentary rocks on platforms range in
age from Precambrian to Cenozoic and reach thick-
nesses up to 5km, as, for instance, in the Williston
basin in the north-central United States. Platforms
comprise most of the crust in terms of volume
(35%) and most of the continental crust in terms of
both area and volume. The largest platform is the
Eurasian platform (Figure 1). Shields and the Precam-
brian basement of platforms are collectively referred

to as cratons. A craton is an isostatically positive
portion of the continent that is tectonically stable
relative to adjacent orogens.

Seismic Characteristics

Shields and platforms have similar seismic wave vel-
ocities and layers (Figure 2). The difference in their
mean thickness reflects primarily the presence of
the sediment layer in the platforms with P-wave vel-
ocities <5 km s~ ', Upper layer thicknesses range from
about 10 to 25 km and each of the lower layers ranges
from 16 to 30 km. The P-wave velocities in both layers
are rather uniform, generally ranging from 6.0 to

[ Shields
[ Platforms

i

Figure 1 Map showing the distribution of Precambrian shields
and platforms.
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Figure 2 Seismic cross-sections of shield and platform crust
with typical P-wave velocity distributions.

6.3kms ™! in the upper layer, 6.3 to 6.6 kms ™' in the
middle layer, and 6.8 to 7.2 km " in the lower layer.
Upper mantle velocities beneath shields and platforms
are typically in the range of 8.1-8.2kms™!, rarely
reaching 8.6 kms™!. Seismic reflection studies show
an increase in the number of reflections with depth,
and generally weak, but laterally continuous, reflec-
tions at the Moho, the seismic discontinuity defining
the base of the crust.

Composition of the Crust in Cratons

Several approaches have been used to estimate the
chemical and mineralogical composition of the crust.
One of the earliest methods to estimate the com-
position of the upper continental crust is based on
chemical analysis of glacial clays, which were as-
sumed to be representative of the composition of
large portions of the upper continental crust. Probably
the most accurate estimates of the composition of
the upper continental crust come from extensive sam-
pling of rocks exhumed from varying depths in Pre-
cambrian shields and from the composition of
Phanerozoic shales. Because the lower continental
crust is not accessible for sampling, indirect ap-
proaches must be used. These include (1) measurement
of seismic-wave velocities of crustal rocks in the la-
boratory at appropriate temperatures and pressures,
and comparing these to observed velocity distribu-
tions in the crust, (2) sampling and analysing rocks
from blocks of continental crust exhumed from
middle to lower crustal depths, and (3) analysing
xenoliths of lower crustal rocks brought to the surface
during volcanic eruptions.

Table 1 Average chemical composition of continental crust

Crust composition®

Component Upper Middle Lower Total
SiO, 66.3 60.6 52.3 59.7
TiO, 0.7 0.8 0.54 0.68
AlyO3 14.9 15.5 16.6 15.7
FeOT 4.68 6.4 8.4 6.5
MgO 2.46 34 71 4.3
MnO 0.07 0.1 0.1 0.09
Ca0O 3.55 5.1 9.4 6.0
Na,O 3.43 3.2 2.6 3.1
K,0 2.85 2.0 0.6 1.8
P,0s5 0.12 0.1 0.1 0.11
Rb 87 62 11 53
Sr 269 281 348 299
Ba 626 402 259 429
Th 9.1 6.1 1.2 5.5
Pb 18 15.3 4.2 13

u 2.4 1.6 0.2 1.4
Zr 162 125 68 118
Hf 4.4 4.0 1.9 3.4
Nb 10.3 8 5 7.8
Ta 0.82 0.6 0.6 0.7
Y 25 22 16 21
La 29 17 8 18
Ce 59.4 45 20 42
Sm 4.83 4.4 2.8 4.0
Eu 1.05 15 1.1 1.2
Yb 2.02 2.3 1.5 1.9
Vv 86 118 196 133
Cr 112 150 215 159

“Major elements in weight percent of the oxide; trace elements
in parts per million.

The average chemical composition of the upper
continental crust is reasonably well known. An aver-
age composition is similar to granodiorite (Table 1),
although there are differences related to the age of the
crust. The composition of the middle and lower con-
tinental crust is much less well constrained. Uplifted
crustal blocks, xenolith populations, and seismic vel-
ocity data suggest that the middle crust is intermedi-
ate (andesitic) in composition and that the lower crust
is mafic (basalt-like) in overall composition. The esti-
mate of total continental crust composition in Table 1
is a mixture of upper, middle, and lower crustal aver-
ages in equal amounts. The composition is similar to
other published total crustal compositions indicating
an overall intermediate composition. Incompatible
elements, which are elements that are strongly parti-
tioned into the liquid phase on melting, are known
to be concentrated chiefly in the continental crust.
During melting in the mantle, these elements are en-
riched in the magma, and thus are transferred upward
into the crust as magmas rise. Between 35 and 65% of
the most incompatible elements (such as Rb, Th, U,
K, and Ba) are contained in the continents, whereas
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continents contain <10% of the least incompatible
elements (such as Y, Yb, and Ti).

Cratonization

Cratonization refers to the process of craton forma-
tion. Collisional orogenesis occurs when plates carry-
ing blocks of continental crust collide with each
other, producing major mountain chains such as the
Himalayas. Cratons are the end product of collisional
orogenesis, and thus they are the building blocks of
continents. Collisional mountain chains are eroded
away in 200-400 Ma, leaving the roots exposed
at Earth’s surface as ‘sutures’ between pre-existing
crustal blocks. The complex amalgamation of crustal
blocks and orogen roots comprises today’s cratons.
Using a variety of radiogenic isotopic systems
and estimated closure temperatures in various min-
erals, it is possible to track the cooling and uplift
histories of cratons. Results suggest a wide variation
in cooling and uplift rates, with most orogens having
cooling rates of <2°C My ', whereas a few (such as
southern Brittany) have cooled at rates of >10°C My
(Figure 3). In most cases, it would appear to take a
minimum of 300 My to make a craton. Some terranes,
such as Enderbyland in Antarctica, have had very
long, exceedingly complex cooling histories lasting
for more than 2 Ga. Many orogens, such as the
Grenville Orogen (see Grenvillian Orogeny) in east-
ern Canada, have been exhumed as indicated by un-
conformably overlying sediments, and then reheated
during subsequent burial and then re-exhumed. In
some instances, postorogenic thermal events such
as plutonism and metamorphism have thermally
overprinted earlier segments of the cooling his-
tory of an orogen, such that only the very early
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Figure 3 Cooling histories of several orogens leading to the-
production of stable cratons. Blocking temperature is the tem-
perature at which the daughter isotope is captured by the
indicated host mineral.

high-temperature history (>500°C) and, perhaps,
the latest exhumation record (<300°C) are preserved.
Fission track ages suggest that final uplift and exhum-
ation of some orogens, such as the 1.9-Ga Trans-
Hudson Orogen in central Canada, may be related to
the early stages of supercontinent fragmentation.

Crustal Provinces and Terranes

The Canadian Shield can be subdivided into struc-
tural provinces based on differences in structural
trends and style of folding. Structural trends are de-
fined by foliation, fold axes, and bedding, and some-
times by geophysical anomalies. Boundaries between
the provinces are drawn where one trend cuts across
another, along either unconformities or structural-
metamorphic breaks. Large numbers of isotopic
ages from the Canadian Shield indicate that struc-
tural provinces are broadly coincident with age prov-
inces. Similar relationships have been described on
other continents and lead to the concept of a crustal
province (Figure 4).

Terranes are fault-bounded crustal blocks that have
distinct lithologic and stratigraphic successions and
that have geological histories different from neigh-
bouring terranes (see Terranes, Overview). Most ter-
ranes have collided with continental crust, either
along transcurrent faults or at subduction zones,
and have been sutured to continents. Many terranes
contain faunal populations and palacomagnetic evi-
dence indicating they have been displaced great dis-
tances (thousands of kilometres) from their sources
prior to continental collision. For instance, Wrangel-
lia, which collided with western North America in the
Late Cretaceous, had travelled many thousands of
kilometres from what is now the South Pacific and
is now represented in Vancouver Island. Results sug-
gest that as much as 30% of North America was
formed by terrane accretion in the past 300 Ma and
that terrane accretion has been an important process
in the growth of continents.

Terranes form in a variety of tectonic settings, in-
cluding island arcs, oceanic plateaus, volcanic islands,
and microcontinents. Continental crust may be frag-
mented and dispersed by rifting or strike-slip faulting.
In western North America, dispersion is occurring
along transform faults such as the San Andreas and
Fairweather faults, and in New Zealand movement
along the Alpine Transform Fault is fragmenting
the Campbell Plateau from the Lord Howe Rise.
Baja California and California west of the San An-
dreas Fault were rifted from North America about
4Ma, and today this region is a potential terrane
moving northwards, perhaps on a collision course
with Alaska. Terranes may continue to fragment and
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Figure 4 Crustal provinces in North America.

disperse after collision with continents, as did Wran-
gellia, which is now distributed in pieces from Oregon
to Alaska. The 1.9-Ga-old Trans-Hudson Orogen in
Canada and the 1.65- to 1.75-Ga-old Yavapai Orogen
in the south-west United States are examples of Pro-
terozoic orogens composed of terranes, and the Alps,
Himalayas, and American Cordillera are Phanerozoic
examples of orogens composed of terranes. Most
crustal provinces are composed of terranes, and in
turn, cratons are composed of exhumed orogens. In
fact, terranes might be considered as the basic building
blocks of continents, and terrane collision as a major
means by which continents grow in size.

A crustal province is an orogen, active or exhumed,
composed of terranes, and it records a similar range of
isotopic ages and exhibits a similar postamalgamation
deformational history (Figure 4). Shields and platforms

are composed of exhumed crustal provinces. Structural
trends within provinces range from linear to exceed-
ingly complex swirling patterns reflecting multiple de-
formation superimposed on differing terrane structural
patterns. Exhumed crustal provinces that have under-
gone numerous episodes of deformation and meta-
morphism are old orogens. Isotopic dating using
several isotopic systems is critical to defining and un-
ravelling the complex, polydeformational histories of
crustal provinces.

The definition of ‘crustal province’ is not always
unambiguous. Most crustal provinces contain rocks
of a wide range in age and record more than one
period of deformation, metamorphism, and pluto-
nism. For instance, the Trans-Hudson orogen in
North America includes rocks ranging in age from
about 1.7 to 3.0 Gy and records several periods of
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complex deformation and regional metamorphism.
Likewise, the Grenville province in eastern North
America records a polydeformational history, with
rocks ranging in age from 1.0 to 2.7 Ga. Some parts
of crustal provinces are new mantle-derived crust,
known as juvenile crust, whereas other parts repre-
sent reworked older crust. Reworking, also known
as overprinting or reactivation, describes crust that
has been deformed, metamorphosed, and partially
melted more than once. There is increasing evidence
that crustal reworking results from continental colli-
sions, and large segments of continental crust appear
to have been reactivated by such collisions. For in-
stance, much of central Asia at least as far north as the
Baikal Rift, which is in a craton, was affected by the
India-Tibet collision beginning about 50 Ma. Wide-
spread faulting and magmatism at present crustal
levels suggest that deeper crustal levels may be exten-
sively reactivated. In Phanerozoic collisional orogens
where deeper crustal levels are exposed, such as the
Appalachian and Variscan orogens, there is isotopic
evidence for widespread reactivation.

Sediments Deposited on Cratons

Rock assemblages deposited on cratons are mature
clastic sediments, chiefly quartz arenites and shales,
and shallow marine carbonates. In Late Archaean
and Palaeoproterozoic successions, banded iron for-
mation may also be important. Cratonic sandstones
are relatively pure quartz sands, reflecting intense
weathering, low relief in source areas, and prolonged
transport across subdued continental surfaces. Com-
monly associated marine carbonates are deposited as
blankets and as reefs around the basin margins. Trans-
gression and regression successions in large cratonic
basins reflect the rise and fall of sea level, respectively.

Depositional systems in cratonic basins vary
depending on the relative roles of fluvial, aeolian,
deltaic, wave, storm, and tidal processes. Spatial and
temporal distribution of sediments is controlled by
regional uplift, the amount of continent covered by
shallow seas, and climate. If tectonic uplift is import-
ant during deposition, continental shelves are narrow
and sedimentation is dominated by wave and storm
systems. However, if uplift is confined chiefly to
craton margins, sediment yield increases into the
craton, and fluvial and deltaic systems may dominate.
For transgressive marine clastic sequences, shallow
seas are extensive and subtidal, and storm-dominated
and wave-dominated environments are important.
During regression, fluvial and aeolian depositional
systems become dominant.

The rates of subsidence and uplift in cratons are a
function of the time interval over which they are

measured. Current rates are of the order of a few
centimetres per year, whereas data from older succes-
sions suggest rates 1-2 orders of magnitude slower.
In general, Phanerozoic rates of uplift appear to have
been 0.1-1cmyear ' over periods of 10°-10° years
and over areas of 10*~10° km?. Craton subsidence can
be considered in terms of two stages: in the first stage,
subsidence rate varies greatly, whereas the second
stage subsidence is widespread. After about 50 Ma,
the depth of subsidence decreases exponentially to a
constant value.

Several models have been suggested to explain
cratonic subsidence. Sediment loading, lithosphere
stretching, and thermal doming followed by con-
traction are the most widely cited mechanisms. Al-
though the accumulation of sediments in a depression
loads the lithosphere and causes further subsidence,
calculations indicate that the contribution of sediment
loading to subsidence must be minor compared to
other effects. Subsidence at passive margins may result
from thinning of continental crust by progressive creep
of the ductile lower crust towards the suboceanic upper
mantle. As the crust thins, sediments accumulate in
overlying basins.

Supercontinents and Cratons

Supercontinents are large continents that include
several or all of the existing cratons. Matching of
continental borders, stratigraphic sections, and fossil
assemblages are some of the earliest methods used
to reconstruct ancient supercontinents. Today, in add-
ition to these methods, we have polar wandering
paths, seafloor spreading directions, hotspot tracks,
and correlation of crustal provinces. The use of com-
puters in matching continental borders has resulted in
more accurate and objective fits. One of the most
definitive matching tools in reconstructing plate pos-
itions in a former supercontinent is a piercing point.
A piercing point is a distinct geologic feature such as a
fault or terrane that strikes at a steep angle to a rifted
continental margin, the continuation of which should
be found on the continental fragment rifted away.
The youngest supercontinent is Pangaea (see
Pangaea), which formed between 450 and 320 Ma
and includes most of the existing continents
(Figure 5). Pangaea began to fragment about 160 Ma
and is still dispersing today. Gondwana (see
Gondwanaland and Gondwana) was a southern
hemisphere supercontinent composed principally of
South America, Africa, Arabia, Madagascar, India,
Antarctica, and Australia. It formed in the latest Pro-
terozoic and was largely completed by the Early Cam-
brian (750-550 Ma). Later it became incorporated in
Pangaea. Laurentia, which is also part of Pangaea,
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Figure 5 Pangaea, a supercontinent that formed between 450
and 320 Ma and began to fragment about 160 Ma. The major
collisional orogens are indicated.

includes most of North America, Scotland, and Ire-
land north of the Caledonian suture, and Greenland,
Spitzbergen, and the Chukotsk Peninsula of eastern
Siberia. Although the existence of older supercontin-
ents is likely, their configurations are not well known.
Geological data strongly suggest the existence of
supercontinents in the Proterozoic and in the Late
Archaean. Current thinking is that supercontinents
have been episodic, giving rise to the idea of a super-
continent cycle. A supercontinent cycle consists of
rifting and break up of one supercontinent, followed
by a stage of reassembly in which dispersed cratons

collide to form a new supercontinent, with most or all
fragments in different configurations, compared to
the older supercontinent. The supercontinent cycle
provides a record of the processes that control the
formation and redistribution of cratons throughout
Earth history.
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Introduction

The term ‘shock metamorphism’, synonymous with
‘shock wave metamorphism’ or ‘impact metamorph-
ism’, refers to the range of effects produced by the
collision of two bodies, e.g., by the collision of an
asteroid with the Earth. These effects include fractur-
ing, the formation of planar deformation features
(PDF), the formation of high-pressure phases, melting,
and vaporization. Our knowledge of shock meta-
morphism, currently quite incomplete, is derived from
laboratory shock experiments, static high-pressure
experiments, studies of naturally impacted materials,
theoretical analyses, and numerical computations.

It is generally accepted that the history of the solar
system is one of repeated collisions between orbiting
bodies. Lunar craters, now widely accepted as impact
craters, provide a partial record of that history. Only
during the past 50 years has it become evident that
the Earth, because of its higher gravity, should have
experienced about twice as many large craters per unit
area as the Moon. Most of these craters on the contin-
ental crust have been deformed, modified by erosion,
and buried by sediments or volcanism.

Between 1960 and 2003, about 170 terrestrial im-
pact craters were identified, and three to five newly
identified craters are added to the list each year.

The minimum velocity of an encounter between
the Earth and a body within our solar system is
11.2kms ™', the escape velocity of the Earth. Photo-
graphic measurements of meteors, the familiar shoot-
ing stars, indicate that they enter the atmosphere at
velocities in the range 13-30 km s~ '; this is an appro-
priate velocity range for encounters with asteroids.
Comets encounter the Earth at velocities in the range
of 30kms ™! (short period comets) to 70 kms™! (very
long period comets).

The fate of a body entering the Earth’s atmosphere
at very high velocity depends on such details as the
strength and density of the body, its velocity, and its
angle of entry. If the body is non-spherical, details of
shape and orientation must also be considered, e.g.,
whether an elongated body enters the atmosphere in
point-first or side-first orientation. To simplify further
discussion, only vertical impacts of spherical bodies
that are strong enough to survive passage through the
atmosphere are considered. The interaction of a fast-
moving fragile body with the atmosphere can produce

an effect equivalent to a large nuclear explosion at
an altitude above 20 km. Resultant pressures at the
surface may knock down trees, but are too low to
produce shock metamorphic effects in minerals.

A very large body, greater than 10 km in diameter,
will not be sensibly retarded by the atmosphere.
Impact with the Earth will result in the formation of
a large crater, greater than 100 km in diameter. Only
two craters larger than 100 km in diameter are known
to have formed within the past 150 million years. The
larger of the two, the 65-million-year-old Chicxulub
crater, Yucatan, Mexico, is buried under more than
300 m of carbonate rocks, and was identified in 1981
by the recognition of circular patterns in gravity
and magnetic field data. Shock metamorphic fea-
tures in drill cores have confirmed the identification.
The iridium-rich Cretaceous-Teritary K-T boundary
layer, which contains shock metamorphosed min-
erals, coincides with the mass extinction (including
dinosaurs) at the end of the Cretaceous, and is be-
lieved to be associated with this impact event. Many
impact specialists are convinced that the environmen-
tal effects of the Chicxulub impact were the primary
cause of an abrupt mass extinction. However, many
palaeontologists disagree. They argue that the extinc-
tion was not abrupt and that there is evidence for
other causes. The one matter on which all agree is
that the iridium-rich boundary layer serves as an
excellent worldwide common time marker that will
be essential to further studies of K-T extinctions.
Impact specialists continue to search for evidence of
large impacts that could be related to other mass
extinctions.

Smaller impact events are much more frequent, but
the resultant craters are more easily eroded or ob-
scured. Four craters having diameters in the range
7-18 km have been identified as less than 6 million
years old. These craters were formed by the impact
of bodies in the diameter range of about 300 m to
2 km, sufficiently large to minimize retardation by the
atmosphere. Atmospheric retardation becomes sig-
nificant only for bodies having diameters less than
about 10 m, corresponding to masses less than about
1000 tons.

Thus, the velocity of a stony object of 10 m diam-
eter might be reduced from approximately 15 kms™"
on atmospheric entry to 10kms~' on impact with
the Earth. The impact would deposit the energy equi-
valent of approximately 36 000 tons of trinitrotolu-
ene (TNT), and the resultant crater would have a
diameter in the range of 100-200 m.



180 SHOCK METAMORPHISM

As noted by Melosh in his book on impact cratering
(see Further Reading), relationships between crater
dimensions and impact parameters are poorly con-
strained. There are a variety of empirical scaling rela-
tions extrapolated from small-scale laboratory impact
experiments, high explosive and nuclear experiments,
and large-scale computer calculations. Here, we
apply the observation that, for a variety of impact
conditions, many scaling relations predict D/d, the
ratio of the crater diameter to the impactor diameter,
to be in the range of 10-20.

Small objects with a mass in kilograms are slowed
by atmospheric drag to terminal velocities in the
region below about 200 ms~'. The resultant impact
pressure of about 1 GPa for an impact on rock is too
low to produce shock metamorphic effects other than
fracture. Thus, 20 GPa shock metamorphic effects
found in some small meteorites may be interpreted
as the result of impacts on a meteorite parent body.
The exception to this general rule is when there is
evidence that a small meteorite is a fragment of a
much larger body that impacted the Earth at high
velocity. Iron meteorites found in the vicinity of the
Meteor Crater (northern Arizona, USA) (1.3 km in
diameter) are interpreted as fragments of the rear sur-
face of a 100000 ton (approximately 30 m in diam-
eter) iron meteorite that is estimated to have impacted
the Earth at approximately 20 kms™".

The bulk of this meteorite was melted or vaporized
as a result of very high shock pressures. Intuitively, it
might be expected that the entire meteorite would be
exposed to the same peak pressure, as predicted by
some low-resolution calculations. However, the most
recent high-resolution calculations predict that rarefac-
tions originating at free surfaces (the meteorite-air

interface) will interact to create low-pressure regions
near the rear surface of the meteorite. At least 20 tons
of meteorite fragments have been recovered from the
vicinity of Meteor Crater. Some of these fragments have
shock metamorphic features indicative of peak pres-
sures of less than 10 GPa. Other fragments have shock
metamorphic features, including shock-synthesized
diamond, indicative of pressures in excess of 100 GPa.

Shock Waves and Large Impacts

Pressure scale definitions: the modern unit of pres-
sure, the pascal, is defined as 1 N'm~2. Atmospheric
pressure on the Earth at sea-level is approximately
10°Pa (100 000Pa); shock pressures are usually
stated as gigapascals (GPa), 10° Pa. Earlier literature
may refer to bars, kilobars (kb or kbar), atmospheres
(atm), dynes per square centimetre (dyncm2), kilo-
grams per square centimetre (kgcm™2), and pounds
per square inch (psi).

1 bar = 10° Pa = 10° dyn cm 2 = 0.9869 atm
=1.0197 kg cm % = 14.504 psi

1 GPa = 10 kbar = 10" dyn cm ™ =~ 145 000 psi

A collision between two bodies produces a high
pressure (shock wave) at the point of impact. The
shock wave propagates into both bodies and is at-
tenuated by rarefaction waves originating at free sur-
faces. The magnitude of the peak pressure depends on
both the impact velocity and the relative stiffness of
the impacting bodies, as shown in Table 1. The pres-
sure calculations are based on material properties
extrapolated from much lower pressures.

Fate of impactor Fate of target

Completely molten Total vaporization of water or ice

Completely molten
Partial vaporization
Partial vaporization
Partial vaporization
Partial vaporization
Partial vaporization

Total vaporization
Total vaporization
Total vaporization
Total vaporization

Table 1 Parameters of typical Asteriod-Earth and Comet-Earth Impacts
Velocity Peak pressure

Impactor—target (kms™) (GPa)

Iron—water (ice)? 20 ~360

Iron-alluvium (1.5g cm™) 20 ~400

Iron—granite 20 ~750

Iron—peridotite 20 ~950

Peridotite—water (ice) 20 ~280

Peridotite—alluvium 20 ~300

Peridotite—alluvium over 20 ~300, then ~400,
granite® shock reflection

Peridotite—granite 20 550

Peridotite—peridotite 20 650

Snow (0.6 g cm~3)—ice® 40 ~500

Ice—alluvium® 40 ~600

Ice—ice 40 ~650

Total vaporization

Total vaporization
Total vaporization
Total vaporization
Total vaporization
Total vaporization

Total vaporization of alluvium
Partial vaporization of granite

Total vaporization
Total vaporization
Total vaporization
Total vaporization
Total vaporization

4At these very high pressures, the properties of ice and water are indistinguishable.
bShock interactions occur at interfaces between materials having different properties. The 300 GPa shock in alluvium is reflected at
the granite interface as a 400 GPa shock moving back into the alluvium. A 400 GPa shock is transmitted into the granite.

°The properties of a comet are approximately bracketed by the properties of snow and ice.
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The maximum duration of the pressure peak occurs
at the point of impact and depends on such details as
the relative sizes and shapes of the two bodies, their
properties at very high pressure, the impact velocity,
and the angle of impact. One popular approximation
is that the duration is equal to the impact velocity
divided by the diameter of the smaller body. The peak
pressure duration for the 20kms™' impact on the
Earth of an asteroid of 20km in diameter would
thus be about 1s, i.e., between about 0.5 and 2s,
depending on the material properties and the geom-
etry of the impact.

To put these very high impact pressures and
durations into perspective, it should be noted that
the pressure at the centre of the Earth is about
350 GPa and the effective high-pressure duration of
a very large buried thermonuclear explosion is less
than 1 ms.

The very high pressures at the point of impact
decay in amplitude as they propagate into the Earth.
There are two causes of pressure decay. The first is
geometric. If the shock front is considered as an
expanding hemispherical shell, the peak pressure
would be expected to decay as the radius of the hemi-
sphere increases. The second cause of pressure decay
is that rarefaction waves originating from the free
surface overtake the shock front and reduce the pres-
sure. Melosh’s book cites a number of approximate
methods for estimating pressure decay in a homoge-
neous geological environment. Another approach is
to perform large-scale computer calculations with
‘hydrocodes’, computer programs designed to calcu-
late shock wave propagation in various media. These
codes were developed for national defence-related
purposes to calculate the attenuation of the shock
waves produced by large chemical or nuclear explo-
sions. Numerous comparisons of calculations with ex-
perimental measurements have shown that agreement
within about +20% can now be achieved over the
pressure range between about 1 and 100 GPa, the
range over which geological media have been well
characterized by Hugoniot (compressional) and release
adiabatic measurements. In order to achieve such
agreement, the details of geology (including faults and
layering) and accurate material properties must be in-
corporated into the calculation. It is particularly im-
portant to include the details of dynamic phase
transitions, including the pressure hysteresis between
the forward transitions on loading and the reverse
transitions on release. The most detailed calculations
require extraordinary computer power.

There are many pitfalls in the use of hydrocodes to
calculate large impacts on Earth. One problem is the
scale of the event. The 20kms™' impact of a stony
asteroid of 10 km in diameter on the Earth releases an

energy of approximately 6.3 x 10® J, about a million
times greater than the sum of all nuclear arsenals. The
scope of the calculation must be reduced to bring it
within the range of even our fastest of current com-
puters. The details of the geological setting must be
ignored and the spatial resolution of the calculation
must be very coarse, about 1km. A second problem
is that the calculation requires a knowledge of
detailed material properties at very high pressures,
well above the range of current experimental data.
Data on the compression and release behaviour of
geological media are virtually non-existent for the
pressure range above 100 GPa. Furthermore, most
existing data for the range below 100GPa were
obtained in experiments of submicrosecond duration.
A few experiments at longer duration, up to 10 pus,
have been performed to explore the effects of pressure
duration on dynamic phase transitions; kinetic effects
were not observed. However, it may be inferred from
static high-pressure studies that kinetic effects could
possibly be significant in large impact events where
the shock duration may exceed 1s.

Although the equations governing shock wave
propagation are simple, the details of shock wave pro-
pagation through a typical polymineralic rock are
extraordinarily complex. The shock properties of in-
dividual minerals can differ substantially; shock inter-
actions occur at mineral boundaries and in the
vicinity of pores and cracks. Recent high-resolution
hydrocode calculations have studied the details of
pressure and temperature equilibration in a rock-
like material. On a time-scale of nanoseconds
(107?s) and a distance scale of micrometres, the
shock front appears chaotic. Shock collisions around
a pore produce nanosecond duration pressure spikes
that may be ten times the amplitude of the pressure
within an adjacent millimetre-sized grain. These ini-
tial pressure inhomogeneities equilibrate within less
than a microsecond (for a mineral grain size of about
1 mm) to a uniform pressure. In general, these initial
pressure inhomogeneities are ignored. The term ‘peak
pressure’, as it is commonly used (e.g., in Table 1),
refers to the pressure after equilibration of the nano-
second duration spikes. However, a knowledge of the
complexity of pressure equilibration may be very
useful to the researcher who uses microscopic tech-
niques to study shock metamorphic effects on a
micrometre scale.

Although accurate high-resolution calculations of a
specific large impact may be presently beyond reach,
there is nevertheless an excellent qualitative under-
standing of generic impacts from the study of numer-
ous low-resolution calculations, from small-scale
laboratory experiments, and from theoretical consid-
erations, as summarized by Melosh. Figure 1 shows a
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Figure 1 Diagram showing zones of damage by the high-
velocity impact of a large meteorite. Right: at moment of impact.
Left: after cratering is complete. Zone A: very high-pressure
region above approximately 100 GPa; all minerals melted or va-
porized. Zone B: high-pressure region, approximately 7-100 GPa;
most minerals show distinctive shock metamorphic effects. Zone
C: near impactor—near surface region. Together with the atmos-
phere, material is ejected at high velocity into a high-angle trajec-
tory. The ejected material can range from strongly shocked (even
molten) to weakly shocked. This is the probable source region for
tektites, natural glasses of crustal composition. Zone D: weakly
shocked fractured region, approximately 0.1-7 GPa; radial and
circumferential fractures. Most of the material ejected from the
crater originates from this zone and is not strongly shocked.
However, block motion in this region can produce localized
melting caused by frictional heating. The resultant sheet-like
formations are called pseudotachylites. Zone E: the impacting
body. Melted or vaporized, for the most part, but a small fraction
may survive in a relatively unshocked condition. The melted and
vaporized material can be ejected into the upper atmosphere
and subsequently deposited over a large area. Left: A+B+D,
breccia lens; an intimate mixture of shock metamorphosed clasts
with melt and weakly shocked material. If melt predominates, the
breccia is called tagamite. If the meltis less dominant, the breccia
is called suevite.

diagram depicting the effects of an impact, referenced
to the pre-impact setting and approximately scaled to
the diameter of the impacting body.

Shock Metamorphic Effects

The impact event depicted in Figure 1 can produce
numerous shock metamorphic effects. Ejected mater-
ial, including solid, solidified melt, and condensed
vapour, can serve as a stratigraphical marker. The brec-
cia lens provides most of the evidence to distinguish an
impact crater from a volcanic crater. As noted above,
the breccia lens is a heterogeneous mixture of high-
pressure and lower pressure material. This is advanta-
geous in that the lower pressure clasts have been
subjected to only minor shock heating and serve to
quench the more strongly shock-heated and shock-
melted material. Quenching helps to preserve more
fragile high-pressure phases, such as stishovite. Some

common shock metamorphic effects are presented in
Table 2.

Controversial Issues

There are numerous controversies in the literature on
shock metamorphism, as should become evident to
the person who reads more than one of the items in
the Further Reading section at the end of this article.
The controversies are, in general, a measure of the
incompleteness of our knowledge. Almost without
exception, published experimental data and observa-
tions are trustworthy and reproducible. The majority
of controversies centre on the interpretations of the
data, inferences from hydrocode calculations, or
the validity of often unstated assumptions.

For example, tektites (distinctive forms of natural
glass showered down on the Earth) show unequivocal
signs of scuplturing by aerodynamic forces during
high-speed entry into the Earth’s atmosphere. Al-
though the detailed chemical composition of tektites
implies an Earth origin, simple physical arguments
indicate that it is impossible to propel tektites into
space through the Earth’s atmosphere. Those who
therefore argued against a terrestrial origin of tektites
failed to consider the possibility that a large impact
on Earth could melt crustal material and propel it
into space, together with a portion of the atmos-
phere. Large-scale hydrocode calculations indicate
that this latter possibility is plausible. The chemical
evidence for a terrestrial origin of tektites is so strong
that it overwhelms concerns that a calculation having
a resolution of 1km is used to predict the fate of
centimetre-sized objects.

There is a related controversy over the minimum
shock pressure to which Martian meteorites have
been exposed. There is very strong chemical evidence
that certain meteorites found on the Earth actually
originated on Mars. Some scientists have argued
that any meteorite ejected from Mars by a large
impact would have melted on release from the requis-
ite high pressure, about 150 GPa. Although various
investigators have disagreed about the peak pressure
implied by shock metamorphic effects, they have
agreed that the meteorites were not melted by their
ejection from Mars. Subsequent calculations have
indicated that the Martian meteorites could have
been accelerated to the Martian escape velocity of
Skms™' by shock pressures as low as 65 GPa. Some
investigators have interpreted these calculations as
evidence that all Martian meteorites must necessarily
have been exposed to shock pressures of 65 GPa or
higher. However, one Martian meteorite shows rem-
anent magnetism that would have been destroyed by
shock pressures exceeding about 20 GPa. If the mag-
netic data and the evidence for a Martian origin are
accepted, there must be an even lower pressure mech-
anism for accelerating a Martian rock to escape
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Table 2 Shock metamorphic effects

Pressure (GPa)

Effect Source material (single shock) Comments
Melting Iron >170 Melts on release of pressure
Melting Olivine, pyroxene >100 Melts on release of pressure
Melting Quartz, granite >50 Melts on release of pressure
Melting Sand, soil >20, possibly Energy increase on shock compression much greater for porous
as low as 7 materials
Diaplectic glass Quartz, feldspars >15, possibly Diaplectic glass forms by solid-state transformation. It is
as low as 7 amorphous, but retains original crystal form and usually has a
higher refractive index than melt glass. Lower bound pressure
from PDF formation
Stishovite, Quartz, feldspars >15, possibly Stishovite, hollandite, polymorphs of quartz, and feldspar found
hollandite as low as 7 in impact craters and meteorites. Lower bound pressure from
PDF formation
Coesite Quartz >15, possibly Coesite found in impact craters in association with diaplectic
as low as 3 glass, implying that it formed on release of pressure. Could
conceivably be found in a pseudotachylite that solidified under
pressure
Ringwoodite, Olivines >15 Found in meteorite melt veins; pseudotachylite-like structures
wadsleyite that were quenched at high pressure
Akimotite, majorite  Pyroxenes >17 Found in meteorite melt veins; pseudotachylite-like structures
that were quenched at high pressure
Diamond, cubic Graphite >25 Found in meteorites; P ~ 100 GPa from graphite in iron
and hexagonal meteorites. Found in impact craters; P ~ 30 GPa from graphite
mixture in gneiss. Made in laboratory shock experiments
Cubic diamond Porous carbon >15 Made in laboratory shock experiments

Planar deformation
features (PDFs)

Quartz, feldspar >7
predominantly. Also
other minerals

Fractures All rocks >~0.1

Pseudotachylite All rocks >~0.1

formation

PDFs in quartz are a primary diagnostic for impact. A PDF is a
lamellar feature aligned with a low-index crystallographic
plane. A number of different orientations may appear in the
same grain. There is evidence that the lamellae contain high-
pressure phases that invert to low-pressure forms during
electron microscopy

Laboratory shock experiments show dynamic fracture strength
comparable (~1.5times) to static strength

Pressure estimate based on observation of pseudotachylites in
the fractured zone

Numerous other high-pressure minerals have been observed in meteorites and impact craters. The most common and readily
observed are listed. The book by French (see Further Reading) contains numerous micrographs of shock metamorphosed quartz.

velocity. Melosh has suggested one such mechanism:
entrainment of the rock in the vapour plume formed
by strongly shocked material (see Table 1).

Finally, there are long-standing controversies over
the peak pressures associated with various meta-
morphic effects. Shock metamorphic effects in rocks
and minerals have been studied in numerous labora-
tory shock experiments over the past 45 years. It was
initially hoped that a peak shock pressure calibra-
tion could be established based on the presence of
various metamorphic effects. The assumption that
the peak shock pressure is the only significant param-
eter seems to be incorrect, as may be inferred by ana-
lyses of apparent conflicts in research reports. These
conflicts can usually be resolved by considerations of
experimental differences between the experiments.
Samples loaded to the same peak pressure via differ-
ent loading paths (single shock vs. a sequence of

shock reflections) often show marked differences in
metamorphic effects. Although the pressure dur-
ation of laboratory shock experiments is in the
range of a microsecond, the shock pressure duration
for a large natural impact may exceed a second. The
interpretation of metamorphic effects on the basis of
laboratory static high-pressure data may be more
appropriate in this regime. Some controversies over
the precise peak pressure to which a given natural
sample has been exposed may not be resolvable on
the basis of present knowledge. However, there is
usually no argument about whether a given sample
has been shock metamorphosed at all.

See Also

Impact Structures. Solar System: Meteorites; Mercury;
Moon; Mars. Tektites.
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Soil and Mechanics
Engineering Soils

Soil mechanics describes the mechanical behaviour of
granular materials. Mechanical behaviour covers
strength, shear stiffness, volumetric compressibility,
and seepage of water. Granular materials include
powders, grain, and other foodstuffs, mineral ores
and concentrates, as well as natural soils.

The simple theories of soil mechanics are intended
for collections of grains which are uncemented or only
very slightly cemented and which contain fluid, usu-
ally water or air, in the pore spaces. This covers dense
and loose sands and soft and stiff clays. Rock mechan-
ics describes the behaviour of strongly bonded grains
whose overall behaviour is governed by joints and
fractures. There is a range of materials between these,
including weathered rocks, weak rocks, and cemented
soils for which simple theories of soil mechanics have
limited application.

The theories of soil mechanics apply equally to sands
(coarse-grained soils) and clays (fine-grained soils).
Figure 1 shows samples of sand and clay under load
in unconfined compression. In each case the strength
arises from suctions in the pore water. The clay is
stronger than the sand because it can sustain larger
suctions: otherwise their behaviour is fundamentally
the same.

In describing theories for the behaviour of materials
some mathematics is unavoidable. In the following,
the mathematics is kept as simple as possible and does
not extend beyond simple algebra. Only the most
basic and fundamental equations and parameters are
included.

Mechanics: Strength, Stiffness, Compressibility,
and Permeability

Soils are highly compressible. The volume decreases
significantly as it is compressed under an isotropic
stress state. This is illustrated in Figure 2C. Soils also
change volume when they are sheared and distorted.

Strength is basically the maximum shear stress a
soil can sustain before it fails. Stiffness is the distor-
tion which occurs as the soil is loaded before it fails.
These are illustrated in Figure 2(D). G is the shear
modulus and describes stiffness: ¢ is the shear stress
after large distortion and it is the strength. In soils
both strength and stiffness increase with increasing
mean stress.

The frictional nature and the coupling between
shear and volume change are the two main differences
between the mechanical behaviour of granular mater-
ials and the mechanical behaviour of metals and other
similar materials.

Figure 1 Unconfined compression of sand and clay.
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Figure 2 Compression and distortion.

A Brief History of Soil Mechanics
Coulomb and Soil Strength

Theories for soil mechanics originated around the
middle of the eighteenth century. Coulomb was a
military engineer and he was concerned with calculat-
ing soil loads on masonry retaining walls. He carried
out experiments on the strength of soils and he found
that the resistance of soil to shear loading had two
components, one cohesive and the other frictional.
Coulomb tested unsaturated samples and his analyses
were in terms of forces, not stresses. Methods for
analysis of stress discovered later by Mohr were in-
corporated into Coulomb’s results and this is the basis
of the well-known Mohr—Coulomb strength equation:

Tf=c+otan¢ 1]

Neither Coulomb not Mohr had a clear understand-
ing of the importance of pore pressures and effective
stresses and the original Mohr—-Coulomb equation is
in terms of total stress. It is now known that the
Mohr—Coulomb equation for soil strength is limited
but it is still widely used.

Terzaghi and Effective Stress

Karl Terzaghi was an Austrian civil engineer. The
major contribution which he made to soil mechanics
was to set out a clear theory in the 1920s for account-
ing for the influence of pore pressure on soil strength
and deformation. He proposed an effective stress ¢’
which controls all soil behaviour and he discovered
that for saturated soil this is related to total stress
o and pore pressure u by:

¢ =0—u 2]

The Terzaghi effective stress equation has been found
to apply for a very wide range of loadings and soils,
and it is used universally for geotechnical analysis of
saturated soils.

Plasticity and Cam Clay

In the 1960s Andrew Schofield and Peter Wroth were
lecturers at Cambridge University. They applied the
then relatively new theories of plastic flow to fric-
tional materials and created a complete stress-strain
theory for soils. The model they developed they called
Cam Clay and this remains the basis for many of the
current constitutive equations for soils.

These theories of frictional strength, effective
stress, and plastic flow are the basic buiding blocks
for modern soil mechanics.

Effective Stress and Drainage
Principle of Effective Stress

The Principle of effective stress first proposed by
Terzaghi in 1923, states that the stress which is effective
in determining strength, stiffness, and compressibility,
the effective stress, ¢’ is given by eqn [2].

Total stresses arise from external loads due to foun-
dations and walls and loads from self weight. Pore
pressures are the pressures in the fluid in the pore
spaces. For dry soils the pore pressure is the pressure
in the air in the pores. For saturated soil it is the pore
water pressure. For soils which are not fully saturated
and which contain both air (or gas) and water in the
pores the equivalent pore pressure is some combination
of the air and water pressure. At present there is no
simple and robust theory for determining the equiva-
lent pore pressure and effective stress in unsaturated
soils.

So far as is known, the principle of effective stress
and the effective stress equation (eqn [2]) holds for all
dry or saturated soils over a very wide range of stress
and pore pressure up to several tens of MPa. The
strength and stiffness of soil 1m below the bed of
the deep ocean, where the depth of water may exceed
5km, will be the same as that of soil 1 m below the

bed of a duck pond.

Drainage and Consolidation

Because water is relatively incompressible in compari-
son with soil, volume changes in soil can occur only if
water can flow into or out from the pore spaces.
Whether or not this happens depends on the rate of
drainage and the rate of loading.
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If water cannot drain from the soil it is said to be
undrained: its volume must remain constant but pore
pressures will change in response to the loading. If
water has time to drain freely from the soil it is said
to be drained: pore pressures remain constant and
volume changes occur. Hence:

Undrained loading : 6V = 0 and u changes

Drained loading : du = 0 and volume changes

where the symbol 6 means ‘a change of.” In many cases
soil in the ground is neither fully drained not fully
undrained but simple soil mechanics theories are ap-
plicable only for fully drained or fully undrained
cases.

If soil is loaded undrained the resulting pore pres-
sures will not be in equilibrium with the long-term
groundwater pressures. As the excess (out of balance)
pore pressures dissipate under constant total stress
there will be changes of effective stress and volume
changes. This process is known as consolidation.
Because the rate of drainage during consolidation
depends on hydraulic gradient, which decreases as ex-
cess pore pressures dissipate, the rate of consolidation
diminishes with time.

Description and Classification of
Engineering Soils

There are standard schemes for description and clas-
sification of soils for engineering purposes. These
essentially classify soils under the two main headi-
ngs: the nature of the grains and how they are packed
together. For natural soils, descriptions are added
for structure including bonding, bedding, and
discontinuities.

The Nature of the Soil: Characteristics of
the Grains

The most important characteristic is the grain size or
grading. Figure 3 shows the range of grain sizes com-
monly found in natural soils and their descriptions
(e.g., sand is 0.06 m to 2 mm). The range is very large.
Clay grains are of the order of 1000 times smaller than
coarse sand grains. Since permeability is related to the
square of the size; sands are of the order of 1 million
times more permeable than clays. If a soil is essentially

Fine | Med |Coarse| Fine | Med |Coarse | Fine | Med |Coarse

Clay

Silt Sand Gravel

0.002 0.06 2 60

Grain size mm

Figure 3 Grain size descriptions.

single sized it is poorly graded (or well sorted). If it
contains a range of sizes it is well graded (or poorly
sorted). In a well graded soil it is usually the 10%
smaller than (D) size which governs drainage.

Grains of silt size and larger normally consist of
rock fragments. They may be rounded or angular,
rough or smooth. Grains of clay size are normally
made of a clay mineral belonging to one of the major
families which are kaolinite, illite, and montmorillon-
ite (smectite). These may be distinguished by their
Atterberg Limits and Activity (see below). The char-
acteristics of the grains do not effect the fundamental
behaviour of soils but they do influence numerical
values of strength and stiffness parameters.

Rates of Loading and Drainage

In soil the rate of drainage depends primarily on
the permeability which itself depends on the grading
of the soil. The Hazen formula for coefficient of
permeability k is

k D%O [3]

where Dy is the size of the grains with 10% smaller.
Typical values for coefficient of permeability range
from greater than 10 2 ms ™" (approx. 1.5m in a mi-
nute) for coarse-grained soils to less than 103 ms ™!
(approx 1m in 3 years) for fine-grained soils. This
very large difference (more than 1 million times) in
rate of drainage between coarse-grained and fine-
grained soils accounts for many of the differences in
observed behaviour of sands and clays.

The rate of loading also varies widely. Some natural
processes, such as deposition and erosion, occur rela-
tively slowly (over decades) while others, such as
earthquakes, occur relatively rapidly (over a few
seconds). In construction, a shallow trench might be
dug in a few hours and a large dam built in a few years.

In determining whether a certain event applied to a
certain soil is drained or undrained, it is necessary to
consider both the rate of drainage and the rate of
loading. During earthquakes, coarse-grained sandy
soils may be undrained causing liquefaction failure. In
construction it is usual to take fine-grained clay soils as
undrained and coarse-grained sand soils as drained.

Atterberg Limits

If a clay soil has a very high water content it will flow
like a liquid; if it has a low water content it will
become brittle and crumbly. For intermediate water
contents it will be plastic. The Atterberg Limits, the
Liquid Limit, W, and the Plastic Limit, W, define
the range of water content over which a clay soil
is plastic. The Plasticity Index, Ip, is the difference
between the Liquid and Plastic Limits:
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Table 1 Typical values for some characteristic soil parameters

Symbol Kaolinite clay London Alluvial sand Carbonate Decomposed
Parameter and units (China clay) clay (Thames) sand granite (Dartmoor)
Liquid Limit W, 65 75
Plastic Limit W, 35 30
Plasticity Index lo 30 45
Activity A 0.4 1
Maximum specific volume Vinax 2.72 2.98 2.2 3.2
Minimum specific volume Vmin 1.92 1.80 1.5 2.0
Coefft of compressibility Cc 0.44 0.37 0.37 0.78 0.21
Coefficient of swelling Cs 0.11 0.14 0.03 0.01 0.01
Specific volume on NCL at ¢/ = 1kPa Vn 3.26 2.68 3.17 4.8 2.17
Specific volume on CSL at ¢’ =1kPa Vc 3.14 2.45 2.99 4.35 2.04
Critical state friction angle ¢'c degrees 25 23 32 40 39
Very small strain shear modulus at G'o MP, 40 15 60 60 60
¢’ =100kPa on the NCL
(Data from research at City University, London.)
I =W, - W, 4]

For a natural clay soil, which may contain silt and
sand sized grains, the Activity is

Ip

A= %clay 5]

and this is related to the mineralogy of the clay, as
shown in Table 1. Many numerical values for soil
parameters are related to the clay mineralogy and to
the Atterberg Limits.

State: Liquidity Index and Relative Density

Grains in a soil may be densely packed or loosely
packed or in an intermediate state of packing. The
packing influences strength and stiffness, as shown in
Figure 4. In a clay soil, the loosest packing corres-
ponds to the Liquid Limit and the densest to the
Plastic Limit. Intermediate states are described by
the Liquidity Index:

w— W,
Ip

where w is the water content. At the Liquid Limit, the
Liquidity Index is 1.0 and at the Plastic Limit it is 0, as
shown in Figure 4.

In a coarse-grained soil the loosest packing cor-
responds to the maximum water content, Wp,,y, and
the densest to the minimum water content, Wpn.
Intermediate states are described by the relative
density:

I = [6]

Wmax — W
lg=———— [7]
Wmax — Wmin
At the loosest state the Relative Density is 0 and at the
densest state it is 1.0, as shown in Figure 4.

23

Dense

&

Loose
Stiff and strong Soft and weak
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I |
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| |
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L | |
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Figure 4 Packing: plasticity index and relative density.

Because soil strength and stiffness are essentially
frictional they depend on the current effective stress.
Packing, described by Liquidity Index or Relative
Density, is not sufficient itself to describe soil behav-
iour. Soil state will be defined by a combination of
packing and stress, as discussed later.

Behaviour in Compression: Change
of Size

Isotropic Compression and Swelling

As saturated soil is loaded and unloaded under
drained conditions water flows from and into the
soil as it compresses and swells, rather like a sponge.
The change in volume with changing effective stress is
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Figure 5 Isotropic compression and swelling.

illustrated in Figure 5(A). The soil is first loaded from
A to B and it compresses. The compression of the soil
skeleton is due mostly to particles rearranging and
also to weak coarse grains fracturing or clay grains
bending. The soil is unloaded from B to C and
reloaded back to B. Some strains are recovered and
there is a hysteresis loop. Volume changes in coarse-
grained soils will be small because grains do not ‘un-
rearrange’ or ‘unfracture’ but may be significant in
clay soils as the grains can unbend.

In Figure 5B, effective stresses are plotted to a
logarithmic scale and the compression and swelling
curves have been idealised. The volume axis is the
Specific Volume defined as

A%
VZVS 8]

where Vi is the volume of soil grains in a volume
V of soil. For many soils v will range from about 1.2
if the soil is dense to over 2 if it is loose. The linear
normal compression line ABD is given by

v=v, — C.logd 9]

and the linear swelling and recompression line CB is
given by

v =v, — Cslogd’ [10]
The Compression Index, C,, the Swelling Index, C;,
and the Specific Volume, v, at unit stress are material
parameters and are related to the characteristics of the
grains. Typical values are given in Table 1. The loca-
tion of a swelling line is given either by the maximum
stress, o', or the specific volume, vy, at unit stress.

A soil whose state lies on the line ABD is said to be
normally compressed and ABC is the normal com-
pression line (NCL). Soil whose state is on the NCL
has not experienced a larger stress. A soil whose
state is on a swelling line, such as CB, is said to be

overconsolidated; it has experienced a greater stress,
o’,. The overconsolidation ratio is

/
R, = Im [11]

!
Equations [9] and [10] relate volume to stress for
isotropic loading and unloading. Since the stress
scale is logarithmic, the stress-strain behaviour is
non-linear; the bulk modulus is not a constant but
varies with both stress and overconsolidation.

The idealization of the hysteresis loop in Figure 5A
to the line CB in Figure 5(B), common in simple soil
mechanics theories, is unrealistic for many soils. Soil
stiffness will be discussed later.

One-dimensional Compression in the Ground

Below level ground, the state of stress is not isotropic
but one-dimensional, with zero horizontal strain
during deposition and erosion; the vertical and hori-
zontal effective stresses ¢/, and o}, are related by the
coefficient of Earth pressure, K., given by

o
K, =1

’ 12]

/
For normally consolidated soil (R,=1) Kgpc is given

by

Kone = (1 — sin d)(,:) [13]

where ¢ is the critical state friction angle. K, in-
creases with overconsolidation ratio. Horizontal
effective stresses given by eqn [12] are for level
ground with zero horizontal strain. Near slopes,
foundations, and other underground construction
stresses will be modified by the stresses imposed by
the slope and the structure.

Calculations of settlement in the ground are often
carried out in terms of a coefficient of compressibility,
m,, or a one-dimensional modulus, M, given by
1 4d,

M=_— —
m, Av/v

[14]

where Av is the change of specific volume observed in
a laboratory test on a soil sample with initial specific
volume, v, when subjected to an increment of vertical
stress, Aad”. Since soil stiffness is non-linear, M is not a
soil constant and the increment of stress applied in the
test should correspond to the expected change of
stress in the ground.

State: Stress and Packing

The behaviour of a particular soil depends on both
the current effective stress and on the Relative
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Figure 6 States and state parameters.

Density or Liquidity Index. These may be combined
into a state parameter.

Figure 6A, which is similar to Figure 5B, shows the
state of an overconsolidated sample at X and the
normal compression line. All samples with states on
the broken line through X parallel to the NCL will
behave in a similar way. These states can be described
by a stress state parameter S, given by

%~

Se = [15]

Q9

where o, is the equivalent stress on the NCL at the
same specific volume as that at X. The state param-
eter describes the distance of the state from the NCL.
If the swelling index C; is small, S, is approximately
equal to the overconsolidation ratio, Rg. The concept
of state is of fundamental importance for soils which
are both frictional and which change volume during
loading, as it combines both relative density and
stress into a single parameter.

Dense and Loose States

After shearing, soils reach ultimate or critical states
in which they continue to distort at constant state
(i.e., at constant stress and volume). The relationship
between specific volume and effective stress gives a
critical state line (CSL) parallel to the normal com-
pression line, as shown in Figure 6(B). The critical
state line is given by
v=v,— C.logd [16]
Soil states which are above the CSL are known as
‘loose of critical’ and the soil will compress on shear-
ing. Soil states which are below the CSL are known as
‘dense of critical” and the soil will dilate on shearing.
The CSL separates regions of fundamentally differ-
ent behaviour of the same soil. A soil which has a
relatively low specific volume and the grains are rela-
tively closely packed will compress if the effective

stress is very large. Similarly, a soil which has a rela-
tively high specific volume and the grains are relative-
ly loosely packed will dilate if the effective stresses are
very small.

Sediments at great depth deform plastically. Near-
surface soils often behave in a brittle manner and
crack. Relative Density, or Liquidity Index, on its
own is not sufficient to predict the behaviour on
subsequent shearing; the effective stress must be
taken into account as well.

Strength of Soil
Behaviour of Soil During Shearing

Figure 7A shows a block of soil with a constant
normal effective stress ¢’ subjected to an increasing
shear stress 7.

The soil is drained and it distorts with a shear strain
y and a volumetric strain &,. If the soil is undrained,
there are no volume changes but the pore pressures
change. The block of soil represents conditions inside a
slip zone in the slope illustrated in Figure 7B or in a
foundation illustrated in Figure 7C. If the slope is
created by excavation or erosion the normal stress
decreases and, since soil strength is frictional, it will
weaken, whereas below the loaded foundation the
normal stress increases and the soil becomes stronger.

The behaviour of soil initially loose and initially
dense of critical is illustrated in Figure 8. The loose
soil (marked L) compresses during shearing even

S

X

Figure 7 Shearing of soil.

(©)
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though the normal stress remains constant and the
dense soil (marked D) dilates. The rate of dilation is
given by an angle of dilation , given by

[17]

(The negative sign is required as \ is positive for
negative (dilation) volumetric strains.)

Critical State Strength

The samples shown in Figure 8 have the same effect-
ive stress and they reach the same critical shear stress
and the same critical specific volume after relatively
large strains. Figure 9 shows critical states for a
number of samples. There are unique relationships
between the critical shear stress 7%, the critical normal
stress of, and critical specific volume v¢, given by

&y

T T

Vi — — === —

(C) Y [o2
Figure 8 Stress and volume change in shearing soil.
T T
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Figure 9 Critical states.

Tt = oftan ¢,

[18]

7t = v — Cclog o} [19]
These equations define a critical state line and the
parameters ¢/, C., and v, are material parameters.
(Critical state lines are usually shown as double lines,
as in Figure 9). Typical values are given in Table 1.
During shearing distortions, all soils will ultimately
reach a critical state; if they did not they would con-
tinue to change state indefinitely, which is impossible.
In simple soil mechanics theories, the critical states
reached by a particular soil, given by eqns [18] and
[19], are independent of the starting state and
whether the soil is drained or undrained.

Undrained Strength

Figure 9B shows that the shear stress at failure, which
is the shear strength, decreases as the specific volume
at failure increases. If soil is undrained the water
content and the undrained strength remain un-
changed for any changes in total normal stress. The
undrained strength.

TE =Sy [20]
depends on the water content. In practice, samples are
taken from the ground and tested without change of
water content. The undrained strengths measured can
be used for design so long as the water content in the
ground does not change.

It is common knowledge that soils become weaker
as their water content increases. This is shown in
Figure 10 in which the undrained strength, with a
logarithmic scale, decreases linearly with water con-
tent. The strength of soil at its Liquid Limit is
approximately 1.5kPa and the undrained strength

Water
content

A

W{ —_—

Soil at wy

Soil at W,

15 L2

Figure 10 Undrained strength and water content.
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of soil at its Plastic Limit is approximately 150 kPa
(i.e., the strength of soil changes by about 100 times
as the water content changes from the Liquid Limit to
the Plastic Limit).

Peak Strength

Soils whose initial states are dense of critical have a
peak strength before they reach a critical state, and
they dilate during drained shear, as shown earlier in
Figure 8. The peak strengths vary with effective nor-
mal stress and specific volume, as shown in Figure 11.

Samples which reach their peak states at the same
specific volume have peak strengths on an envelope
shown in Figure 11A. The envelope is often app-
roximated by a straight line, shown in Figure 11A
given by

o ’ /
T =c¢, o, tang, [21]
The peak friction angle, ¢);, is a material parameter
and, from Figure 11A (b; < ¢L. The cohesion inter-
cept, c., is not a material parameter and its value

5
depend% on the specific volume. Moreover ¢, is not

(B) ‘
\'
©) o'

Figure 11 Peak strength.

the strength at zero effective normal stress, as this
must be zero for an uncemented granular material.

The linear approximation for peak strength given
by eqn [21] is applicable only within the range for
which data are available. Figure 11B shows add-
itional data at smaller normal effective stresses;
there the envelope is now distinctly curved and passes
through the origin. The curved peak failure envelope,
shown in Figure 11C, can be represented by a power
law of the form.

7, = Ac’? [22]
where b is a material parameter and A depends on the
specific volume.

From analyses of the stresses and strains in the soil
block, shown in Figure 7A, peak shear strength is
given by

1, = o' tan (¢, + ¥) 23]
At the critical state, =0 and 7. is given by
eqn [18]. At the peak state, the angle of dilation is at
a maximum. The maximum rate of dilation is
governed by the state parameter so the peak strength
increases as the initial state moves away from the
critical state line.

Equations [21, 22 and 23] are alternative theories
for the peak strength of soils. They all contain a
combination of material parameters and state de-
pendent parameters. Equations [22 and 23] correctly
give zero strength at zero effective stress. Equation
[21] is most commonly applied in practice.

Stiffness of Soil

Figure 5A shows non-linear isotropic unloading and
reloading behaviour. Similar non-linear behaviour
occurs during shearing, as shown in Figure 12A. The
tangent shear modulus G’ is the gradient of the
stress-strain curve given by

_dt

/
G_dy

[24]

At the start of shearing near the origin the shear
modulus is G, and at failure the shear modulus is zero.

(A) Y (B o

Figure 12 Stiffness and shear modulus.
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Figure 12B shows the variation of shear modulus
G’ with the progress of loading. There is a very small
range up to a shear stress 7., in which G/, is constant
and the soil is linear, but over the remainder of
loading the shear modulus decays with loading. For
a particular soil the value of G, and the shear modu-
lus at a particular strain, vary with the effective stress
and with the state parameter.

For modest compression the bulk modulus, K’,
and the one-dimensional compression modulus, M,
both decay with normal stress in a manner similar
to the decay of shear modulus with shear stress,
shown in Figure 12B. At large compressive stresses
the stiffness is the modulus corresponding to states
on the NCL. At very large compressive stresses, the
stiffness becomes very large as the specific volume
approaches 1.0.

Consolidation

As soil is loaded or unloaded undrained, there are
no volume changes but there are changes of pore
pressure. These create excess pore pressures which
are not in equilibrium with the surrounding pore
pressures and so they dissipate with time. As they
dissipate, under constant total stress, there are chang-
es of effective stress which cause volume changes
accompanied by drainage of water.

The basic theories for consolidation are for one-
dimensional loading and drainage, illustrated in
Figure 13A, in which all movements of soil and
water are vertical. In practice this corresponds to
conditions below a wide foundation or embankment.

Solutions for the rate of consolidation are given in
terms of the degree of consolidation, U, and the time
factor, T,, given by

U =L 25)
Poc
cyt

Impermeable

(A)

Figure 13 Consolidation.

where p, is the settlement at time t, p is the settlement
after a very long time, H is the length of the drainage
path, and ¢, is the coefficient of consolidation given by
~ Mk

Tw

[27]

Cy

where M is the one-dimensional modulus, k is
the coefficient of permeability, and 7,, is the unit
weight of water. The relationship between degree of
consolidation and time factor is shown in Figure 13B.

The rate of consolidation depends on soil charac-
teristics of stiffness and permeability and also on the
geometry of the consolidating layer. This is given by
the drainage path length H which is the greatest dis-
tance water must move to reach a drainage layer.
Consolidation times can be significantly reduced by
installing drains into the ground to reduce H.

Consolidation is the principal cause of the settle-
ment of foundations and embankments on clays long
after construction is complete.

Normalization and a State
Boundary Surface

Figure 14A and B shows some different soil states.
There are peak states corresponding to two different
specific volumes; these are the same as those shown in
Figure 11. There are paths for shearing of normally
consolidated loose samples: path LD is for drained
shearing and path LU is for undrained shearing.

These soil states involve three parameters, shear
stress 7, normal stress ¢’, and specific volume v. Soil
states can be represented by a three-dimensional sur-
face using these axes. They may be represented on a
two-dimensional graph using an appropriate normal-
izing procedure. There are several possibilities and
one is to divide the shear and normal stresses by the
equivalent stress o/, shown in Figure 6A.

Figure 13C shows the states normalized by the
equivalent stress. The NCL and the CSL reduce to
single points. The peak states fall on a unique curve.
The state paths for drained and undrained shearing of
normally consolidated samples fall on a unique curve.
The full curve represents a boundary to all possible
states, known as a state boundary surface.

The concept of a state boundary surface is emp-
loyed in advanced soil mechanics theories to develop
complete constitutive relationships for soils. The sur-
face is taken to be a yield surface and as a plastic
potential surface from which plastic strains are deter-
mined. For states inside the boundary surface, the
behaviour is taken to be elastic. One such theory is
known as Cam Clay, for which the state boundary
surface is represented by a logarithmic spiral curve.
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Figure 14 A state boundary surface.

Applications

The simple theories presented above for granular ma-
terials form the basis for analysis and design of engin-
eering works which interact with the ground such as
foundations, slopes, tunnels and retaining walls.

The basic theories for the mechanical behaviour
granular materials are applicable equally to coarse-
grained soils (sands and gravels) and fine-grained
soils (clays). The principle factor to consider is the
relative rate of loading and drainage. For routine
analysis a particular case must be taken to be either
fully drained or fully undrained.

If the soil is assumed to be fully drained, pore
pressures can be determined and effective stresses
calculated. Analyses are then carried out using
effective stresses with effective stress strength and
stiffness parameters. If the soil is assumed to be un-
drained, there are no changes in volume but there
are changes in pore pressure which cannot be easily
determined. In this case analyses have to be carried
out using total stresses with undrained strength and
stiffness parameters.

The critical state strength should be used to inves-
tigate ultimate failures. The peak strengths, with ap-
propriate factors, should be used to investigate
designs which are required to limit movements.

Simple analyses of foundation settlement are often
carried out assuming one-dimensional conditions
using the one-dimensional modulus, M, or using
simple elastic theories using a shear modulus, G,
and a bulk modulus, K. In all cases, it is necessary to
take account of non-linear stress-strain behaviour
and the appropriate drainage conditions. Simple
analyses of rate of settlement due to consolidation
can only be carried out assuming one-dimensional
conditions.

The advanced soil mechanics theories, such as Cam
Clay, are not used in simple analysis and design
except for extremely simplified cases. Instead they
form the basis for analyses using finite element or
other comparable numerical methods.

See Also

Engineering Geology: Liquefaction; Made Ground;
Problematic Soils; Subsidence. Soils: Modern; Palaeo-
sols.
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Introduction

There are many soil-forming processes, which in
varying combinations create the large array of soils
forming at the surface of the Earth. The study of
soils is aided by the observation that soil-forming
processes are slow and seldom go to completion.
The parent materials of soils are modified over thou-
sands of years by physical, chemical, and biological
influences. However, few of these processes can be
observed directly. Podzolization is one of the few soil-
forming processes that is rapid enough to be recreated
in the laboratory. Soil-forming processes that operate
over thousands of years are studied using a space-for-
time strategy (that is, studying soils of differing ages
that are subject to the same soil-forming regime). A set
of soils of different ages with comparable climates,
vegetation, topographical positions, and parent ma-
terials is called a chronosequence (Figure 1). Math-
ematical relationships between the development of
particular soil features and time are called chronofunc-
tions, and include the increased clayeyness produced
by the soil-forming process of lessivage (Figure 2).
While specifying the rate and progress of soil forma-
tion, chronofunctions can also be used to infer the ages
of landscapes from undated soils by comparison with
dated soils. Such estimates of soil age can be important
in the study of the neotectonic deformation of land-
scapes and their suitability for long-term installations
such as dams and nuclear power plants. Soil fertility
also varies with soil age, and chronofunctions can
guide agricultural use and rehabilitation of soils.
Soil-forming processes vary not only with time but
also with parent materials, topographical relief, vege-
tation, and climate. For example, the fragments of
volcanic glass in certain kinds of air-fall tuff are

distinct from the minerals of most soils, and they
bestow high fertility and low bulk density on some
volcanic soils (the process of andisolization). Water-
logging in low-lying parts of the landscape prevents
the rusting of iron minerals and imparts a grey-green
colour to the soil (the process of gleization). Leachates
from highly acidic vegetation, such as pine forest,
create soils in which clays are destroyed but quartz
and haematite accumulate (the process of podzoliza-
tion). Finally, climate is also an important factor in
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Figure 1 Soil development stages involving progressive calci-
fication (top), lessivage (middle), and paludization (bottom). Re-
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Past. Oxford: Blackwell.
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Figure 2 Chronofunctions for the progress of lessivage in soils
of the Coastal Plain and Piedmont of south-eastern USA over time:
(A) solum thickness; (B) thickness of the argillic horizon; and (C)
the amount of clay in the solum. The solum is the A and B horizons;
the argillic horizon is the Bt horizon; and the total profile is the A,
B, and C horizons as defined in Table 2. Reproduced with permis-
sion from Retallack GJ (2001) Soils of the Past. Oxford: Blackwell,
using data from Markewich HW, Pavich MJ, and Buell GR (1990)
Contrasting soils and landscapes of the Piedmont and Coastal
Plain, eastern United States. Geomorphology 3: 417-447.

soil-forming processes, encouraging deeper and more
thorough weathering in wetter and warmer climates
(Figure 3).

The study of soil-forming processes has informed
both soil taxonomy (Table 1) and soil-profile termin-
ology (Table 2). The following outlines of soil-forming
processes are presented in the order in which they
would be encountered from warm wetlands to cold
arid lands.

Gleization

Gleying or gleization is a process that produces and
maintains unoxidized minerals in soils and is a term

derived from a Russian term for the grey clay of
swamps and bogs. Waterlogged peat-covered stag-
nant groundwaters allow the preservation of ferrous
iron in clay minerals, such as grey smectite, carbon-
ates, such as the siderite of freshwater bogs, and sul-
phides, such as the pyrite of mangrove swamps and
salt marshes. In normally drained soils these minerals
rust to produce red and brown clays, hydroxides such
as goethite, and oxides such as haematite (Table 3).
Goethite and haematite also form within gleyed soils
when a short-term depression of the water table
allows the atmospheric penetration of oxygen. Des-
pite these red nodules and concretions, the domin-
ant colour of gleyed soils is bluish or greenish grey
(Figure 4).

Paludization

Paludization is literally ponding, but a pond would
not be commonly understood as a soil. Paludization is
soil flooding that is tolerated by swamp trees but not
by most soil decomposers. Paludization is thus an
accumulation of undecayed plant debris as peat in
the waterlogged surface layer (O horizon of Table 2)
of Histosols (Table 1). This process requires a balance
between plant production and decomposition. If
ponding is intermittent and the soil is moderately oxi-
dized, usually because of a low subsidence rate, then
fungal and other decay prevents the accumulation of
plant debris. If, on the other hand, ponding is too deep
or prolonged, because of high subsidence rates, then
soil stagnation kills the roots of woody plants, thus
cutting off the supply of vegetation for further peat
accumulation. As swamp forests die from anoxia at
the roots, peaty soils become overwhelmed by lakes,
bayous, or lagoons. The rate of subsidence and accu-
mulation of woody peats is generally between 0.5 mm
and 1mm per year, because of constraints on the
growth rate of woody plants in low-fertility peaty
substrates and the depth of penetration of air and
decomposers within woody peats. Herbaceous plants
and mosses are less constrained in their growth rates
and form domed peats that rise well above the water
table. Peat accumulation in both cases involves
addition from the top, in the same way as sediment
accumulation, and thus differs from soil-forming
processes that modify pre-existing materials. The pro-
gress of paludization leads to progressively thicker
peat (Figure 1).

Podzolization

Podzol in its original Russian means ‘under ash’ and
refers to the light-coloured quartz-rich (E) horizon
immediately beneath the humus. Many podzolic
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Figure 3 Selected common soil-forming processes arranged along a climatic gradient. The ecosystems depicted are (from left to
right): bald cypress swamp, spruce forest, oak forest, tropical rain forest, Acacia savannah, and saltbush scrub. Horizon nomenclature
is described in Table 1, and the large arrows indicate the movement of key soil components. Reproduced with permission from
Retallack GJ (2001) Soils of the Past. Oxford: Blackwell.

Table 1 Outline of soil taxonomy

Order Description

Entisol Very weakly developed soil with surface rooting and litter (A horizon) over weathered (C horizon) sediment with relict
bedding or weathered igneous or metamorphic rock with relict crystals

Inceptisol ~ Weakly developed soil with surface rooting and litter (A horizon) over somewhat weathered (Bw horizon) clayey (Bt
horizon) or calcareous (Bk horizon) subsurface

Andisol Soil composed of volcanic ash with low bulk density and high fertility

Histosol Peat (O horizon) over rooted grey clay (A horizon)

Spodosol Quartz-rich clay-poor soil with bleached subsurface (E horizon) above a red-black iron—-aluminia—organic cemented
zone (Bs horizon)

Vertisol Very clayey profile with common swelling clay (smectite), laterally variable thickness of surface (A horizon), and
strongly slickensided subsurface (Bt horizon)

Mollisol Grassland soil with thick crumb-textured carbon-rich surface (A horizon)

Gelisol Permafrost soil with frost heave and other periglacial features

Aridisol Desert soil with a shallow subsurface accumulation of pedogenic carbonate (Bk horizon) and soluble salts (By horizon)

Alfisol Fertile forest soil with clay-enriched subsurface (Bt horizon) and high amounts of Mg, Ca, Na, and K

Ultisol Infertile forest soil with clay-enriched subsurface (Bt horizon) and low amounts of Mg, Ca, Na, and K

Oxisol Deeply weathered tropical soil, often highly ferruginous and aluminous, but with very low amounts of Mg, Ca, Na, and K

For technical limits of soil orders see Soil Survey Staff (2000) Keys to Soil Taxonomy. Blacksburg: Pocahontas Press.

soils are now included in the USDA (United States layer. This striking differentiation between white
Department of Agriculture) soil order Spodosol near-surface and dark subsurface horizons is created
(Table 1), which refers to the red, brown, or black by podzolization, which effectively leaches iron
(Bs) horizon below the light coloured near-surface and organic matter from the upper horizons and
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reprecipitates them in a lower horizon. The resulting
effect is as striking as the chromatographic separation
of organic compounds, and podzolization is one of
the few soil-forming processes that is rapid enough to
have been recreated under controlled laboratory con-
ditions. The process is particularly helped by highly
acidic soil solutions (with a pH of less than 4) in well-
drained soils of humid climates under acid-generating
litter such as that of conifer forest (Figure 3). Under
highly acidic conditions clay minerals are destroyed,
so Podzols and Spodosols usually have a sandy
texture.

Ferrallitization

The term ferrallitization is derived from iron (Fe) and
aluminium (Al), which become enriched in minerals
such as haematite, kaolinite, and gibbsite during

Table 2 Standard acronyms for soil-horizon description

Acronym  Description

O Surface accumulation of peaty organic matter

A Surface horizon of mixed organic and mineral
material

E Subsurface horizon rich in weather-resistant
minerals, e.g. quartz

Bt Subsurface horizon enriched in washed-in clay

Bs Subsurface horizon enriched in organic matter, or
iron or aluminium oxides

Bk Subsurface horizon enriched in pedogenic carbonate

Bn Subsurface horizon with domed columnar structure
and sodium-clays

By Subsurface horizon enriched in salts such as gypsum
and halite

Bo Subsurface horizon deeply depleted of Ca, Mg, Na,
and K

Bw Subsurface horizon mildly oxidized and little
weathered

C Mildly weathered transitional horizon between soil
and substrate

R Unweathered bedrock

For technical limits of soil orders see Soil Survey Staff (2000)
Keys to Soil Taxonomy. Blacksburg: Pocahontas Press.

Table 3 Common kinds of chemical reactions during weathering

intense weathering of well-drained tropical soils
such as Oxisols (Figure 3). Much of the loss of
major cations (Ca®", Mg>", Na*, K*) by hydrolysis
requires carbonic acid derived from the carbon diox-
ide of soil respiration, yet the soil pH remains above
4, so that clays are not destroyed. Mitigation of
acidity and deep oxidation of these soils may in part
be due to the activity of termites and tropical trees, as
ferrallitization is primarily found in soils under trop-
ical rainforest. The broad-leaved trees of tropical
rainforests produce less acidic litter than conifers
and other plants, and litter decomposition rates are
high on humid and warm forest floors. Furthermore,
ferrallitic soils commonly contain abundant micro-
scopic (125-750 um) spherical to ovoid pellets of
oxidized clay, like the faecal and oral pellets of ter-
mites. Some ferrallitic soils appear to have passed
through the guts of termites many times. Termites
are unique in having extremely alkaline midguts
(with a pH of 11-12.5).

Biocycling

Biocycling includes a variety of processes in which
nutrient elements are exchanged by soil biota without
reincorporation into soil minerals. In tropical soils
such as Oxisols (Table 1) this is a very efficient pro-
cess in which the decay of leaves and wood is orches-
trated by waves of bacteria, fungi, ants, and termites,
which excrete and die to feed a copious network of
epiphytes and tree roots. Effective biocycling explains
the spectacular luxuriance of tropical-rainforest eco-
systems despite their extremely nutrient-depleted and
humus-poor mineral soils (Oxisols). Comparable me-
chanisms operate in swamp forests growing in peat
(Histosols), which also experience severe mineral-
nutrient limitations. These mineral nutrients include
the major cations (Ca*", Mg®", Na™, KT), but these
are seldom as limiting as nitrogen, which is derived
largely from the microbial recombination of atmos-
pheric nitrogen, or phosphorous, which is derived
largely from the weathering of apatite. Biocycling of

Reaction Example
Hydrolysis 2NaAISizOg + 2C0O, + 11H,0 — A|28i205(OH4) +2Na* + 2HCO§ 4 4H,4Si0O4

albite + carbon dioxide + water — kaolinite + sodium ions + bicarbonate ions + silicic acid
Oxidation 2Fe®" + 4HCO; + 1/20; + 4H,0 — Fep03 + 4CO; + 6H,0

ferrous ions + bicarbonate ions + oxygen + water — haematite + carbon dioxide + water

Dehydration

2FeOOH — Fe,0O3 + H,O

goethite — haematite + water

Dissolution

CaCOs + CO, + Ha0 — Ca?* + 2HCO;

calcite + carbon dioxide + water — calcium ions + bicarbonate ions
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Figure 4 Red and brown mottles of goethite in the upper part of
the profile and dark stains of pyrite formed by gleization in the
lower part of the profile of a gleyed Inceptisol, excavated as a soil
column from a salt marsh on Sapelo Island, Georgia, USA.
Hammer handle is 25cm long.

nitrogen is especially important during the early devel-
opment of soils such as Entisols and Inceptisols, which
are developed over decades or centuries. Biocycling
of phosphorous becomes increasingly important in
very old soils such as oxisols and ultisols, which are
depleted in apatite over thousands or millions of years.

Lessivage

Lessivage or argilluviation is the process of clay ac-
cumulation within a subsurface (Bt or argillic) soil
horizon (Figures 1, 2 and 3). This is a common and
widespread soil-forming process in the forested soils
of humid climates, particularly Alfisols and Ulti-
sols (Figure 5). The clay is primarily derived from
a hydrolytic weathering reaction in which clays
remain as a residuum and dissolved cations are re-
moved in groundwater during the incongruent dissol-
ution of feldspars and other minerals by carbonic acid

Figure 5 Light-brown near-surface (E) and dark-brown subsur-
face (Bt) horizons of an Alfisol produced by lessivage near Killini,
Greece. Hammer handle upper right is 25cm long.

(Table 3). Driving the reaction are abundant rainfall
and high soil respiration rates fuelled by high primary
productivity. Clay forms rinds around mineral grains
of the sedimentary, igneous, or metamorphic parent
material, but is also washed down cracks in the soil
created by desiccation, roots, and burrows. This
washed in or illuvial clay has a very distinctive
banded appearance, which is obvious in petrographic
thin sections. The clay is not washed any lower than
the water table, where percolating rainwater ponds.
Clay is less common near the surface of the soil,
where unweathered grains are added by wind and
water, and grains are leached of clay by plant acids.
The net effect is a subsurface clayey horizon that
becomes more clayey over time (Figures 1, 2 and 3).

Lixiviation

Lixiviation is a process of leaching of major cations
(Ca®*, Mg*", Na*, K") from soil minerals and their
loss from the soil in groundwater. Lixiviation is a
component of ferrallitization, podzolization, and les-
sivage, and represents the progress of the hydrolysis
chemical reaction, in which hydronium ions (H") of a
weak acid (usually carbonic acid) displace cations
into solution and thus convert primary minerals
such a feldspars into soil minerals such as clays
(Table 3). The term lixiviation is primarily used to
describe the beginnings of this process in soils such as
Entisols and Inceptisols that have developed over



SOILS/Modern 199

only decades or centuries. Such young soils have not
yet acquired the distinctive deeply weathered and
oxidized horizons produced by ferrallitization in Oxi-
sols, the distinctive leached (E) and enriched (Bs)
horizons produced by podzolization in Spodosols, or
the distinctive clay-enriched subsurface (Bt) horizons
produced by lessivage in Alfisols and Ultisols.

Melanization

Melanization is a process of soil darkening due to the
addition of soil organic matter. The process is best
known in Mollisols, the fertile dark crumb-textured
soils of grasslands (Figure 6). In these soils melaniza-
tion is largely a product of the activities of grasses and
earthworms. Earthworms produce faecal pellets rich
in organic matter and nutrients such as carbonate.
Earthworms also produce slime, which facilitates
their passage through the soil. Root exudates from
grasses are also added to soil crumbs. Many soils have
dark humic near-surface horizons, but a peculiarity
of grassland soils is that dark organic fertile crumb-
textured soil extends to the base of the rooting zone,
which can be more than a metre deep in soils under
tall-grass prairie. Melanization also occurs in swamp
and marsh soils (gleyed Inceptisols and Entisols),
where the decay of humus is suppressed by poor ox-
idation and waterlogging. Unlike the alkaline crumb-
textured melanized surface of grassland soils, the
melanized surface of wetland soils is nutrient-poor,
acidic, and has a massive to laminated fabric. Mela-
nization is not usually applied to the precipitation of

U

Figure 6 Dark organic-rich surface (mollic epipedon) of a Mol-
lisol formed by melanization near Joliet, IL, USA. The shovel
handle is 15cm wide at the top.

amorphous Fe-Mn oxides (birnessite) in gleyed soils,
which can also produce dark soil. The creation of
these Fe-Mn-stained (placic) horizons is a process of
gleization rather than melanization.

Andisolization

Andisolization is the formation of fertile mineralogi-
cally amorphous low-density horizons within soils of
volcanic ash (Andisols). Many volcanic ashes are
composed largely of small angular fragments (shards)
of volcanic glass. Unlike soil minerals such as feld-
spar, volcanic glass weathers, not to crystalline min-
erals such as clay, but to non-crystalline compounds
such as imogolite. The loosely packed angular shards
and colloidal weathering products create a soil of
unusually low bulk density (1.0-1.5gcm >, com-
pared with 2.5-3.0gcm > for most common min-
erals and rocks). Furthermore, these colloidal
compounds contain plant-nutrient cations, and par-
ticularly phosphorous, in a form that is more readily
available to plants than those of other kinds of soils
dominated by crystalline minerals such as apatite.
Andisolization is not sustainable for more than a
few thousand years unless there are renewed inputs
of volcanic glass, because glass and other colloids
(such as imogolite) weather eventually to oxides and
clay minerals.

Vertization

Vertization is the physical soil overturning and
mixing by means of the shrink—swell behaviour of
clays. It occurs mostly in Vertisols but also in Entisols,
Inceptisols, Mollisols, and Alfisols. It is especially
characteristic of soils rich in swelling clays (smec-
tites), which swell when wet and shrink when dry.
Also characteristic is a climate with a pronounced
seasonal contrast in precipitation. During the wet
season the clays swell and buckle under the pressure
of their inflation. During the dry season they open up
in a system of cracks, which are then partly filled by
wall collapse. This fill exacerbates the buckling in
the next wet season so that the soil develops ridges
or mounds with intervening furrows or pits, called
gilgai microtopography. In a soil pit, the cracks of
mounded areas divide areas of festooned slickensides
under the furrows and pits in a distinctive arrange-
ment called mukkara structure (Figure 7). Vertization
is mainly a phenomenon of semiarid to subhumid
regions. Soils of arid regions are generally not suffi-
ciently clayey, whereas soils of humid regions are
generally too deeply weathered to contain abundant
smectite and are also stabilized by massive plant and
animal communities.
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Figure 7 Gilgai microrelief (low to left, high to right) and its
subsurface mukkara structure (festooned intersecting slicken-
sided cracks) produced by vertization in the Branyon clay soil,
a Vertisol, near New Braunfels, TX, USA. Scale to left shows
50cm and 100cm; red and white bands on pole to right are
10cm wide.

Anthrosolization

Anthrosolization is the alteration of soil by human
use, such as buildings, roads, cesspits, garbage dumps,
terracing, and ploughing. Archaeological ruins and
artefacts are important clues to prior occupation of
a site, but many sites also contain impressive amounts
of mollusc shells and mammal and fish bones.
A distinctive soil structure of subsoil pockets of
laminated clay between large soil clods is produced
by moldboard ploughs. The primitive or ard plough
also tends to disrupt the natural crumb structure to a
fixed depth (plough line). Phosphorous content is an
indicator of human use. Many soils have trace
amounts of phosphorus (10-20 ppm by weight), but
occupation floors and long-used garden soils and
middens have large amounts of phosphorous (1000-
2000 ppm). Anthrosolization is locally common
worldwide in cities and fields, both ancient and new,
but is scattered and local in deserts, polar regions, and
high mountains.

Calcification

Calcification is the accumulation of calcium and mag-
nesium carbonates in the subsurface (Bk) horizons of
soils (Figures 1 and 3). The carbonate is usually obvi-
ous, appearing as soft white filaments, hard white
nodules, and thick white benches within the soil.
Calcification is largely a soil-forming process of dry
climatic regions, where evaporation exceeds precipi-
tation. It is characteristic of Aridisols but is also found
in some Mollisols, Andisols, Vertisols, Inceptisols,
and Alfisols. The source of the carbonate is the
soil respiration of roots, soil animals, and micro-
organisms. Calcification requires soil respiration at

levels greater than those in hyperarid soils, where
halite and gypsum formed by salinization prevail,
and less than those in humid soils, where lessivage
prevails. The source of the cations of calcium and
magnesium, which create the soil minerals calcite
and dolomite, respectively, is the weathering of soil
minerals by hydrolysis (Table 3). Some of these
cations originate from feldspars and other minerals
of the parent material, but dry regions of calcification
have open vegetation and are often dusty, so that
carbonate and feldspar dust is an important source
of cations. Dissolved cations from hydrolytic weather-
ing are commonly lost downstream in the ground-
water in humid regions, but in arid lands the water
table is commonly much deeper than the soil profiles,
which are seldom wet much beyond the depth of
rooting. The subsurface zone of groundwater evap-
oration and absorption is where the wisps of soil
carbonate form, then coalesce into nodules and,
eventually, thick layers.

Solonization

Solonization is a process by which clays rich in soda
are formed within the soils of dry climates (Aridisols),
where the hydrolytic mobilization of major cations
(Ca*™, Mg>", Na™, K") is weak. Hydrolysis removes
cations from soils by lixiation in humid climates, but
in dry climates the acidity created by soil respir-
ation after rain storms is sufficient to remove cations
from minerals such as feldspar without leaching them
from the profile. Solonized soils commonly contain
carbonate nodules of dolomite or low-magnesium
calcite, formed by calcification, as well as salts of
halite and gypsum, formed by salinization. Solonized
soils have illitic clays rich in potassium and smectite
clays rich in sodium, and the progress of solonization
can be assessed by measuring the pH (which is usually
around 9-10), by chemical analysis, or by X-ray dif-
fraction to determine the mineral composition. A field
indicator of solonization is the presence of domed
columnar peds that run through most of the subsur-
face (natric or Bn) horizon of the soil (Figure 8). The
sodium-smectite clays of solonized soils have some
shrink—swell capacity, meaning that they form pris-
matic cracks as the soil dries out and swelling or
domed tops to the prisms when the soil is wet. Solo-
nization is common around desert playa lakes and
salinas and in coastal soils affected by saltwater spray.

Solodization

Solodization is intermediate between solonization
and lessivage, and creates profiles with acidic-to-
neutral near-surface horizons but alkaline subsurface
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Figure 8 Domed columnar peds produced by solonization in an
inceptisol near Narok, Kenya. Hammer handle is 25cm.

horizons dominated by sodium-smectite. Solodized
soils have domed columnar clayey peds in a subsur-
face (Bn) horizon, but these are sharply truncated by a
granular leached (E) horizon. Solodization occurs in
desert soils (Aridisols) with better vegetative cover
and a more humid climate than solonized soils.

Salinization

Salinization is the precipitation of salts in soils
(Figure 3) and is found mostly in desert soils (Aridi-
sols). The most common salts are halite and gypsum,
which can form either as clear crystals within soil
cracks or as sand crystals that engulf the pre-existing
soil matrix. Salts are easily dissolved by rain and so
accumulate in regions where there is a marked excess
of evaporation over precipitation, which is generally
less than 300 mm per year. There is a strong relation-
ship between mean annual precipitation and the
depth of leaching of salts in soils. Salinized soils are
sparsely vegetated or lack vegetation, and occur in
playa lakes, sabkhas, and salinas. Although these are
commonly regarded as depositional environments,
they are significant soil environments as well.

Cryoturbation

Cryoturbation is the mixing of soils by the freezing
and thawing of ground ice. The ice can form
disseminated crystals, hair-like threads, thin bands,

thick benches, or vertical cracks depending on the
local climatic conditions. Soil mixing results from
the expansion of water to ice during winter freezing
and the relaxation of the deformation on summer
melting. Ice-wedge polygons, for example, are wide
polygonal cracks that are filled with ice in winter but
can be filled with layered sediments in water during
the summer in climates where the mean annual tem-
perature is less than —4°C. Sand-wedge polygons
form in colder climates where the mean annual tem-
perature is less than —12°C; here, summer melting of
ice is limited and sediment fills cracks between the ice
and soil in a series of near vertical layers.

Conclusion

Soil-forming processes are varied and complex, and
our understanding of them guides the classification,
description, and management of soils. The processes
are also of interest in simplifying the vast array of
chemical reactions, biological processes, and physical
effects that create soil. Some processes are more
common and widespread than others. Lixiviation
and its underlying hydrolysis chemical reaction is
perhaps the most important weathering process on
Earth, affecting geomorphology, sedimentation,
ocean chemistry, and climate. Other processes are
restricted to more specific climatic, biotic, geomor-
phological, geological, and temporal environments,
but are no less important in their local environments.

Glossary

Alfisol A fertile forested soil with subsurface enrich-
ment of clay.

Andisol A volcanic-ash soil.

Andisolization A soil-forming process that creates
low-density non-crystalline fertile soil from vol-
canic ash.

Anthropic epipedon A soil surface modified by
human use.

Anthrosolization A soil-forming process involving
modification by human activities.

Argillic horizon A subsurface horizon of soil en-
riched in clay.

Argilluviation A soil-forming process that involves
creating clay and washing it into a subsurface
clayey horizon.

Aridisol A soil of arid regions, usually containing
carbonate nodules.

Biocycling The recycling of nutrient elements by biota.

Birnessite A non-crystalline mixture of iron and
manganese oxides.

Entisol A very weakly developed soil.
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Ferrallitization A soil-forming process involving in-
tense weathering that removes most elements other
than iron and aluminium.

Gelisol A soil of permafrost regions, usually contain-
ing ground ice.

Gibbsite Analuminium hydroxide mineral (Al(OH)s).

Gilgai A soil microrelief consisting of ridges or
mounds alternating with furrows or pits.

Gleization A soil-forming process involving chemical
reduction of the soil due to waterlogging.

Halite A salt mineral (NaCl).

Haematite An iron oxide mineral (Fe,O3).

Imogolite A colloidal weathering product of vol-
canic-ash soils.

Inceptisol A weakly developed soil.

Lessivage A soil-forming process that creates clay
and washes it into a subsurface clayey horizon.
Lixiviation A soil-forming process that involves

leaching nutrient cations from the soil.

Melanization A soil-forming process that involves
darkening the soil with organic matter.

Mollic epipedon A humic fertile crumb-textured soil
surface typical of grassland soils.

Mollisol A grassland soil with a humic fertile crumb-
textured surface.

Mukkara A soil structure consisting of festooned
and slickensided cracks between uplifted parts of
the soil; the subsurface structures below gilgai
microrelief.

Natric horizon A subsurface horizon of soil enriched
in sodium-clay.

Oxisol A deeply weathered soil of tropical humid
regions.

Paludization A soil-forming process involving peat
accumulation in waterlogged soils.

Ped A clod, a unit of soil structure.

Placic horizon Iron- and manganese-stained bands
and nodules in soils.

Plaggen epipedon A ploughed surface horizon of
soils.

Podzol A sandy soil with a bleached near-surface
horizon.

Podzolization A soil-forming process in which acid
leaching creates a bleached sandy upper horizon
and an iron- or organic-rich subsurface horizon.

Siderite An iron carbonate mineral (FeCOj3).

Solonization A soil-forming process that creates
soda-rich clays and domed columnar peds in arid
regions.

Spodosol A sandy clay-poor soil with an iron- or
organic-rich subsurface horizon.

Ultisol A deeply weathered forest soil with subsur-
face enrichment in clay.

Umbric epipedon A humic acidic clayey massive-to-
laminar soil surface found in wetland soils.

Vertisol Swelling clay soil.

Vertization A soil-forming process involving deform-
ation and mixing due to the shrink-swell behaviour
of clay during drying and wetting cycles.
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Introduction

Palaeosols are ancient soils, formed on landscapes of
the past. Most palaeosols have been buried in the
sedimentary record, covered by flood debris, land-
slides, volcanic ash, or lava (Figure 1). Some palaeo-
sols, however, are still at the land surface but are no
longer forming in the same way that they did under
different climates and vegetation in the past. Climate
and vegetation change on a variety of time-scales, and
the term relict palaeosol for profiles still at the surface
should be used only for such distinct soil materials as
laterites among non-lateritic suites of soils (Figure 2).
Thus, not all palacosols are fossil soils or buried soils.

An alternative spelling of paleosol has been adopted
by the International Quaternary Association. Other
terms such as pedoderm and geosol refer to whole
landscapes of buried soils. These soil stratigraphical
units are named and mapped in order to establish
stratigraphical levels. The terms pedotype and soil
facies are more or less equivalent and are used to
refer to individual palaeosol types preserved within
ancient buried landscapes. These terms are used to
distinguish one type of palaeosol from another in
environmental interpretations of palaeosols. Pedolith,
or soil sediment, describes a sediment, as indicated
by bedding and other sedimentary features, with dis-
tinctive soil clasts, such as ferruginous concretions.
Pedoliths are uncommon in sedimentary sequences,
because soils are readily eroded to their constituent
mineral grains, which retain few distinctive soil
microfabrics.

Recognition of Palaeosols

Palaeosols buried in sedimentary and volcaniclastic
sequences can be difficult to distinguish from enclos-
ing sediments, tuffs, or lavas and were not widely
recognized before about 20 years ago. Three features
of palaeosols in particular aid their identification:
root traces, soil horizons, and soil structure.

Soil is often defined as the medium of plant growth.
Geological and engineering definitions of soil are
broader, but fossilized roots and traces of their former
paths through the soil are universally accepted as
diagnostic of palaeosols. Not all palaeosol root traces
are permineralized or compressed original organic
matter: some are tortuous infillings of clay with

discoloured haloes or mineralized alteration
(Figure 3). Both fossilized roots and root traces
show the downward tapering and branching of
roots. Soils also contain fossil burrows, but these are
usually more sparsely branched and parallel-sided
than root traces. The distinction between burrows
and roots can be blurred in cases where soil animals
feed on roots and where roots find an easier passage
through the soft fill of burrows. For very old rocks,
predating the Early Devonian evolution of roots, the
criterion of root traces is of no use in identifying
palaeosols.

Figure 1 The subtle colour banding in these cliffs is the result
of a sequence of 87 Eocene and Oligocene palaeosols in 143 m of
nonmarine silty claystones exposed in the Pinnacles area of
Badlands National Park, South Dakota, USA.

Figure 2 The red rock exposures to the left on the beach are a
lateritic palaeosol of Middle Miocene age. Even though these
horizons are at the surface, they are considered to be palaeosols
because soil horizons of this type are not currently forming in this
area. The red rock in the background is a sequence of Early
Triassic palaeosols in Bald Hill Claystone, near Long Reef, New
South Wales, Australia.
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Figure 3 The sharply truncated top and abundant drab-haloed
root traces (A horizon) petering out downwards into red clays-
tone (Bt horizon) are soil horizons of a palaeosol (Long Reef clay
palaeosol, Early Triassic, Bald Hill Claystone, near Long Reef,
New South Wales, Australia).

Palaeosols also have recognizable soil horizons,
which differ from most kinds of sedimentary bedding
in their diffuse contacts downwards from the sharp
upper truncation of the palaeosol at the former land
surface. Palaeosol horizons, like soil horizons, are
seldom more than a metre thick and tend to follow
one of a few set patterns. Subsurface layers enriched
in clay are called Bt horizons in the shorthand of soil
science (Figure 3). Unlike a soil, in which clayeyness
can be gauged by resistance to the shovel or plasticity
between the fingers, clayeyness in palaeosols that
have been turned to rock by burial compaction must
be evaluated by petrographic, X-ray, or geochemical
techniques. Subsurface layers enriched in pedogenic
micrite are called Bk horizons in the shorthand of soil
science and are generally composed of hard calcar-
eous nodules or benches in both soils and lithified
palaeosols (Figure 4).

A final distinctive feature of palaeosols is soil struc-
ture, which varies in its degree of expression and

Figure 4 Two successive palaeosols overlain sharply by vol-
canic grits show crumb-structured organic surfaces (A horizon)
over calcareous-nodule-studded subsurfaces (Bk horizon). In the
upper right corner is a comparable modern soil (Middle Miocene
fossil quarry near Fort Ternan, Kenya).

replaces sedimentary structures such as bedding
planes and ripple marks, metamorphic structures
such as schistosity and porphyoblasts, and igneous
structures such as crystal outlines and columnar
jointing. Because they lack such familiar geological
structures, palaeosols are commonly described as fea-
tureless, massive, hackly, or jointed. Palaeosols, like
soils, have distinctive systems of cracks and clods.
The technical term for a natural soil clod is a ped,
which can be crumb, granular, blocky, or columnar,
among other shapes. Peds are bounded by open
cracks in a soil and by surfaces that are modified by
plastering over with clay, by rusting, or by other
alterations. These irregular altered surfaces are called
cutans, and they are vital in recognizing soil peds in
palaeosols that have been lithified so that the original
cracks are crushed. The rounded 3—4 mm ellipsoidal
crumb peds of grassland soils and palaeosols (Figure 4)
are quite distinct from the angular blocky peds of
forest palaeosols (Figure 3). Common cutans in soils
and palaeosols include rusty alteration rinds (ferrans)
and laminated coatings of washed-in clay (argillans).
Cutans and other features of lithified palaeosols are
best studied in petrographic thin sections and by elec-
tron microprobing and scanning electron microscopy.
Some petrographic fabrics, such as the streaky bi-
refringence of soil clays when viewed under crossed
Nicols or sepic plasmic fabric, are diagnostic of soils
and palaeosols.

Alteration of Soils after Burial

Palaeosols are seldom exactly like soils because of
alteration after burial or exposure to additional
weathering, and this can compromise their interpret-
ation and identification with modern soils. Palaeosols,
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like sediments, can be altered by a wide array of burial
processes: cementation with carbonate, haematite, or
silica; compaction due to pressure or overburden;
thermal maturation of organic matter; and meta-
morphic recrystallization and partial melting. These
high-pressure and high-temperature alterations of
palaeosols are not as difficult to disentangle from
processes of original soil formation as are three
common early modifications: burial decomposition,
burial reddening, and burial gleization.

Some soils are buried rapidly by chemically reducing
swamps or thick lava flows, preserving most of
their organic matter. In contrast, many palaeosols are
covered thinly by floodborne silt or colluvium, and their
buried organic matter is then decomposed by aerobic
bacteria and fungi deep within the newly forming soil of
the palaeosol sequence. For this reason many palaeo-
sols have much less organic carbon (fractions of a
weight per cent) than comparable modern soils (usually
5-10% by weight of carbon at the surface). Thus
palaeosol A horizons are seldom as dark as soil surface
horizons, and must be inferred from the abundance of
roots rather than from colour and carbon content.

Soils vary considerably in their degree of redness,
but most palaeosols are red to reddish brown from
haematite (iron oxide) or occasionally yellowish
brown from goethite (iron hydroxide). Soils become
redder from the poles to the tropics, from moderately
drained to well drained sites, and with increasing time
for development, as iron hydroxides are dehydrated
to oxides. The dehydration of iron hydroxides con-
tinues with the burial of soils, so that red palaeosols
are not necessarily tropical, unusually well drained,
or especially well developed.

In river-valley and coastal sedimentary sequences
with abundant palaeosols, formerly well-drained
soils can find themselves subsiding below the water
table with root traces and humus largely intact. Burial
gleization is a process in which organic matter is used
by microbes as a fuel for the chemical reduction of
yellow and red iron oxides and hydroxides. Com-
parable processes of biologically induced chemical
reduction are common in swamp soils, but superim-
position of this process on the organic parts of for-
merly well-drained soils produces striking effects in
some palaeosols. The whole A horizon is turned grey,
with grey haloes extending outwards from individual
roots, which diminish in abundance down the profile
(Figure 3). Burial gleization is especially suspected
when the lower parts of the profile are highly oxi-
dized and have deeply penetrating roots, as in well-
drained soils, and when there is no pronounced clayey
layer that would perch a water table within the soil.

The combined effect of burial decomposition, de-
hydration, and gleization can completely change the

appearance of a soil. The gaudy grey-green Triassic
palaeosol shown in Figure 3, for example, was prob-
ably modified by all three processes from an originally
dark brown over reddish brown forest soil.

Palaeosols and Palaeoclimate

Many palaeosols and soils bear clear marks of the
climatic regime in which they formed. The Berkeley
soil scientist Hans Jenny quantified the role of climate
in soil formation by proposing a space-for-climate
strategy. What was needed was a carefully selected
group of soils, or climosequence, that varied in cli-
mate of formation but were comparable in vegeta-
tion, parent material, topographical setting and time
for formation. He noted that mean annual rainfall
and the depth in the profile to calcareous nodules
decline from St Louis west to Colorado Springs, in
the mid-western USA, but that temperatures and sea-
sonality at these locations are comparable. Also
common to all these soils is grassy vegetation on
postglacial loess that is about 14 000-12 000 years
old. From these soils he derived a climofunction or
mathematical relationship between climate and soil
features. A 1994 compilation of comparable data
showed a clear relationship between the depth from
the surface of the soil of carbonate nodules (D in cm)
and the mean annual precipitation (P in mm)
according to the formula:

P =139.6 4+ 6.388D — 1.01303D?

Such climofunctions can be used to interpret palaeo-
climate from the depth within palaeosols of calcar-
eous nodules (Figure 4), once allowance is made for
reduction in depth due to burial compaction.

Climatic inferences also can be made from ice de-
formation features, concretions, clay mineral com-
positions, bioturbation, and chemical analyses of
palaeosols. The thick clayey palaeosol shown in
Figure 5 is riddled with large root traces of the kind
found under forests and is very severely depleted in
elemental plant nutrients such as calcium, magne-
sium, sodium, and potassium. Comparable modern
soils are found at mid-latitudes, yet this palaeosol
formed during the Triassic at a palaeolatitude of
about 70°S. This palaeoclimatic anomaly indicates
pronounced global warming, in this case a postapo-
calyptic greenhouse effect following the largest mass
extinction in the history of life at the Permian-Triassic
boundary.

Palaeosols and Ancient Ecosystems

Just as soils bear the imprint of the vegetation and
other organisms they support, so many aspects of
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ancient ecosystems can be interpreted from palaeo-
sols. The palaeosols shown in Figure 4, for example,
have a dark crumb-textured surface horizon with
abundant fine (1-2mm) roots, comparable to the
modern grassland soil seen forming on the outcrop
to the upper left. Forest soils, in contrast (Figure 3),
have large woody root traces, a blocky structure, and
thick subsurface clayey horizons (Bt).

In some cases root traces in palaeosols are iden-
tifiable, although the species Stigmaria ficoides
(Figure 6) is a form genus for roots of a variety of
extinct tree lycopsids and not a precisely identified
ancient plant. The tabular form of the roots of Stig-
maria indicates a poorly drained soil, because roots
do not photosynthesize, but rather respire using
oxygen from soil air. Tabular, rather than deeply

Figure 5 An unusually warm palaeoclimate is indicated by this
palaeosol, which is unusually thick, clayey, and deeply
weathered for its palaeolatitude of 70°S and is comparable to
soils now forming no further south than 48°S (Early Triassic
Feather Conglomerate, Allan Hills, Victoria Land, Antarctica).

Figure 6 Swamp forests of tree lycopsids (Stigmaria ficoides)
grew in waterlogged soils, in which lack of oxygen forced the
roots to form planar mats rather than reaching deeply into the soil
(Carboniferous Lower Limestone Coal Group, Victoria Park,
Glasgow, Scotland).

reaching, root traces (Figure 3) are characteristic of
swamp palaeosols.

Some palaeosols also contain fossil leaves, fruits,
wood, stones, bones, and teeth. These are direct evi-
dence of soil ecosystems. Unlike fossils in deposits
of lakes and shallow seas, fossil assemblages in
palaeosols have the advantage of being near the
place where the organisms lived. However, the preser-
vation of fossils in palaeosols is seldom as ideal as
complete skeletons in river-channel deposits or com-
pressed leaves in carbonaceous shales. The carbon
and carbonate contents of palaeosols can be used to
evaluate the Eh and pH, respectively, of the palaeosol
preservational environments of the fossils.

Palaeosols and Palaeogeography

Just as soils vary from mountain tops to coastal
swamps, so do palaeosols give clues to their ancient
topographical setting. Many palaeosols within sedi-
mentary sequences show clear relationships with de-
posits of palaeochannels and levees, so that their
depositional subenvironment can be inferred from
context. Water tables are close to the ground surface
in many sedimentary environments, and palaeosols
yield important information on their position relative
to ancient water tables. Palaecosols formed below
the water table include peats and are grey with
chemically reduced minerals such as pyrite and sider-
ite. Burrows of crayfish and other aquatic organisms
are locally common in waterlogged soils, but burrows
of most rodents and beetles are not. Root traces also
do not penetrate deeply into waterlogged soils or
palaeosols (Figure 6). Deeply penetrating roots and
burrows and red oxidized minerals of iron or alumin-
ium are common in formerly well-drained palaeosols
(Figure 3). Palaeosols may also reveal upland sedi-
mentary environments such as alluvial and colluvial
fans, glacial moraines, river terraces, and erosional
gullies (Figure 7).

Major geological unconformities often mark
erosional landscapes of the past. Rocky cliffs and
bedrock platforms are found along geological uncon-
formities, but so are upland palaeosols. For example,
the hilly erosional landscape of Lewisian Gneiss in
northern Scotland had 1km of relief (Figure 8).

Palaeosols and their Parent Materials

The parent material of a soil or palaeosol is the sub-
stance from which it formed and can usually be in-
ferred from the less-weathered lower parts of the
profile. The parent material may be precisely known
if the palaeosol is on metamorphic or igneous rocks
(Figure 8), because pedogenic minerals are easily
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Figure 7 A palaeogully in a strongly developed sequence of
palaeosols (dark coloured) is filled with alluvium including
weakly developed palaeosols (Late Triassic Chinle Formation,
Petrified Forest National Park, Arizona, USA). The hill in the
foreground is 11 m high. Photograph courtesy of Mary Kraus.

Figure 8 The bleached pink palaeosol formed on gneiss to the
right (Sheigra palaeosol) is thicker and more deeply weathered
than the light green palaeosol formed on amphibolite to the left
(Staca palaeosol). Both palaeosols are overlain by red quartz
sandstones of the Torridonian Group (Late Precambrian, near
Sheigra, Scotland).

distinquished from igneous and metamorphic min-
erals. Parent material is more difficult to find in
palaeosols thatare developed from sedimentary parent
materials, especially if sedimentary facies reveal ero-
sional relief (Figure 7). In such settings, the sediment is
derived from pre-existing soils, whose degree of
weathering can be quite varied. The kinds of soils of
sediment and rock also can be very different. If soil
were a commercial product, economy would dictate
manufacturing it from materials that are already simi-
lar in chemical composition and physical characteris-
tics. Soils form more readily from sediments than from
rocks. Perhaps the most distinctive of parent materials
is volcanic ash, because it may consist of more volcanic

glass than minerals. Volcanic glass weathers to
noncrystalline amorphous substances such as imogo-
lite, which confer high fertility from loosely bound
phosphorous, potassium, and other plant nutrients.
Such soils also have low bulk density and good mois-
ture-retaining properties. Such soils around tropical
volcanoes support intensive agriculture, despite the
hazards of the nearby active volcano, because they
are so much more fertile than surrounding soils. Com-
parable palaeosols are commonly associated with vol-
canic arcs of the past (Figure 1).

Palaeosols and their Times
for Formation

Soils develop their profiles over time, although some
soils, such as peats, also accumulate layer-by-layer in
the manner of sediments. Each palaeosol within a
sedimentary or volcanic sequence represents a short
break in sedimentary accumulation, or diastem,
whose duration can be calculated from key features
of the soil. The peats that become coal seams in the
geological record, for example, cannot accumulate at
rates of more than 1 mm year ™! because the roots will
be suffocated by stagnant water. Nor can they accu-
mulate at rates of less than 0.5 mmyear™' because
aerobic decay will destroy the organic debris as fast
as it accumulates. Thus, the durations of coal-bearing
palaeosols can be calculated from coal thickness,
once compaction is taken into account. Calcareous
soils and palaeosols accumulate carbonate at first in
wisps and filaments, and later in nodules, which
become larger and larger (Figure 4). The size of the
nodules thus gives us an idea of the time over which
they formed. The development of clayey subsurface
horizons is comparable (Figure 3) in that clay be-
comes more and more abundant over time. The
amount of washed-in clay can thus be a guide to the
time over which palaeosols formed.

From the times for palaeosol formation and the
thickness of rock for successive palaeosols it is pos-
sible to calculate rates of sediment accumulation. In
the badlands of South Dakota, for example, the
clayey lower part of the section accumulated at a
slower rate than the ashy and silty upper part of
the section (Figure 1). Variations in the rate of sedi-
ment accumulation can be used to address a variety
of tectonic, volcanic, and sequence stratigraphical
problems using palaeosols.

Glossary

Argillan Clay skin, a kind of planar feature in a soil
or cutan formed of clay.
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Burial decomposition An early diagenetic modifica-
tion of a palaeosol in which buried organic matter
is decayed microbially.

Burial gleization An early diagenetic modification of
a palaeosol in which buried organic matter fuels
microbial chemical reduction of iron oxides and
oxyhydraes to ferrous clays, siderite or pyrite.

Climofunction A mathematical relationship between
a soil feature and a measure of climate.

Climosequence A set of soils formed under similar
vegetation, topographic setting, parent material
and time, but varied climate.

Concretion A seggregation of materials in a soil,
harder or more cemented than the matrix, with
prominent internal concentric banding, for
example iron-manganese concretion.

Cutan A planar feature within a soil formed by en-
richment, bleaching, coating or other alteration,
for example a clay skin (argillan).

Ferran Ferruginized surface, a kind of planar feature
in a soil (cutan) formed by chemical oxidation.

Geosol A mappable land surface of palaeosols, a soil
stratigraphic unit in the North American Code of
Stratigraphic Nomenclature.

Nodule A segregation of materials in a soil, harder
or more cemented than the matrix, with massive
internal fabric, for example caliche nodule.

Palaeosol A soil of a landscape of the past: a past
surficial region of a planet or similar body altered
in place by biological, chemical or physical pro-
cesses, or a combination of these.

Ped A natural aggregate of soil: stable lumps or clods
of soil between roots, burrows, cracks and other
planes of weakness.

Pedoderm A mappable land surface of palaeosols, a
soil stratigraphic unit in the Australian Code of
Stratigraphic Nomenclature.

Pedolith Soil sediment: a seadimentary rock domin-
ated by clasts with the internal microfabrics of
soils.

Pedotype A kind of palaeosol: an ancient equivalent
of soil series of the United States Soil Conservation
Service.

Perched water table Level of water ponded in a soil
by an impermeable subsurface layer.

Sepic plasmic fabric Birefringence microfabric: ap-
pearance of the fine grained part of a soil or palaeo-
sol in petrographic thin sections viewed under
crossed Nicols of wisps or streaks of highly

oriented and highly birefringent clay in a less
organized dark matrix.

See Also

Carbon Cycle. Clay Minerals. Palaeoclimates. Sedi-
mentary Environments: Depositional Systems and
Facies; Alluvial Fans, Alluvial Sediments and Settings.
Sedimentary Processes: Karst and Palaeokarst. Sedi-
mentary Rocks: Evaporites. Soils:  Modern.
Weathering.
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Physical Characteristics of the Sun
Distance to the Sun

The mean distance of the Sun from the Earth sets the
scale of our Solar System and enables us to infer, from
other observations, the luminosity, radius, effective
temperature, and mass of the Sun. This distance is
called the astronomical unit, or AU for short, with a
value of 1AU=1.49597870 x 10"" m. At that dis-
tance, light from the Sun takes 499.004 782 s to travel
to the Earth. By way of comparison, light from the
Sun’s nearest stellar neighbour, Proxima Centauri
(part of the triple star system Alpha Centauri), takes
4.29 years to reach us.

Absolute Solar Luminosity

The Sun’s absolute, or intrinsic, luminosity is desig-
nated by the symbol L., where the subscript ® de-
notes the Sun. We can infer the Sun’s luminosity from
satellite measurements of the total amount of solar
energy reaching every square centimetre of the Earth
every second, obtaining L. = 3.854 x 10%° W, where
apower of 1W=1]s""

Radius of the Sun

The Sun’s radius, which can be inferred from its
distance and angular extent, has a value of
R.=6.955x108m. That is about 109 times the
radius of the Earth.

The Sun’s Effective Temperature

We can use the Stefan-Boltzmann law, together with
the Sun’s size and luminous output, to determine an
effective temperature of 5780 K. The temperature of
the Sun increases below and above the visible disk
(Table 1).

Mass of the Sun

The Sun’s gravitational pull holds the solar system
together. That is why we call it a solar system:
governed by the central Sun with its huge mass. This
gravitational attraction keeps the planets in orbit
around the Sun, with longer orbital periods at in-
creasing distances from the Sun. And since we know
the Earth’s orbital period and mean distance from
the Sun, we can weigh the Sun from a distance,
obtaining its mass M. =5.9165 x 10'" (AU)*/P*=
1.989 x 10°°kg, where the constant is equal to 47°/
G, the universal constant of gravitation is G, the
semi-major axis of the Earth’s orbit is 1AU=
1.4959787 x 10" ' m, and the orbital period of the
Earth is P=1 year = 3.1557 x 10" s.

The Sun does not just lie at the heart of our solar
system; it dominates it. Some 99.8% of all the matter
between the Sun and halfway to the nearest star is
contained in the Sun. It is 332946 times the mass
of the Earth. All the objects that orbit the Sun—the
planets and their moons, the comets, and the aster-
oids—add up to just 0.2% of the mass in our solar
system.

Composition of the Sun

When the intensity of sunlight is displayed as a
function of wavelength, in a spectrum, it exhibits
numerous fine dark gaps of missing colours called
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Table 1

The Sun’s physical properties?

Mean distance, AU

Light travel time from Sun
to Earth

Radius, R,

Volume

Mass, M

Escape velocity at
photosphere
Mean density
Solar constant, f
Luminosity, L
Principal chemical
constituents

Age
Temperature (center)
Temperature (effective)
Temperature (photosphere)
Temperature
(chromosphere)
Temperature (corona)
Rotation period (equator)
Rotation period (60°
latitude)
Magnetic field (sunspots)
Magnetic field (polar)

1.4959787 x 10" m
499.004782s

6.955 x 108 m (109 Earth radii)

1.412 x 10" m® (1.3 million
Earths)

1.989 x 10°° kg (332946 Earth
masses)

617kms™"

1409 kgm 2
1366Js™ ' 'm2=1366W m™2

3.854 x 10%°J s~ ' =3.854 x 10° W

(By number (By mass
of atoms) fraction)
Hydrogen 92.1% X=70.68%
Helium 7.8% Y=27.43%
All other 0.1% Z=1.89%

4.566 billion years
15.6 million K
5780 K

6400 K

6000 to 20000 K

2 million to 3 million K
26.8 days
30.8 days

0.1 to 0.4T =1000 to 4000 G
0.001T=10G

“Mass density is given in kilograms per cubic metre (kg mfs); the
density of water is 1000 kg m~>. The unit of luminosity is joules
per second, power is often expressed in watts, where
1.0W=10Js"".

absorption lines. Each chemical element, and only
that element, produces a unique set, or pattern, of
wavelengths at which the dark absorption lines fall.
So these lines can be used to determine the chemical
ingredients of the Sun. They indicate that hydrogen is
the most abundant element in the visible solar gases.
Since the Sun is chemically homogenous, except for
its core, a high hydrogen abundance is implied for the
entire star, and this was confirmed by subsequent
calculations of its luminosity. Hydrogen accounts
for 92.1% of the number of atoms in the Sun, and it
amounts to 70.68% by mass.

Helium, the second-most abundant element in the
Sun, accounts for 7.8% of the number of atoms in
the Sun, and it amounts to 27.43% by mass. Helium is
so rare on Earth that it was first discovered on the Sun.
All of the heavier elements in the Sun amount to only
0.1% of the number of atoms, and just 1.89% by mass.

Rotation of the Sun

The Sun rotates, or spins, around a rotational axis
whose top and bottom mark the Sun’s north and

south poles. Like Earth, the Sun rotates from west
to east when viewed from above the north pole, but
unlike Earth, different parts of the Sun rotate at dif-
ferent rates. We know from watching sunspots that
the visible disk of the Sun rotates faster at the equator
than it does at higher latitudes, decreasing in speed
evenly towards each pole. Also, because the Earth
orbits the Sun, we observe a rotation period that is
about a day longer than the true value. The synodic
rotation period of the visible solar equator, as obser-
ved from Earth, is 26.75 days, while the equatorial
region of the visible solar disk is intrinsically spinning
about the Sun’s axis once every 25.67 days.

Scientists have used sound waves, generated inside
the Sun, to show that the differential rotation of the
Sun persists to about one-third of the way down
inside the Sun, or 220 000 km from the visible disk.
Lower down the rotation speed becomes uniform
from pole to pole and the rotation rate remains inde-
pendent of latitude. The Sun’s magnetism is probably
generated at the interface between the deep interior,
which rotates with one speed, and the overlying gas
that spins faster in the equatorial middle.

Solar Magnetic Fields

Detailed scrutiny indicates that the visible solar disk
often contains dark, ephemeral spots, called sunspots,
which can be as large as the Earth. The sunspots
appear and disappear, rising out from inside the Sun
and moving back into it. Most sunspots remain vis-
ible for only a few days; others persist for weeks and
even months.

Sunspots contain magnetic fields as strong as 0.3 T,
or 3000 G, thousands of times stronger than the
Earth’s magnetic field. The intense sunspot magnet-
ism chokes off the upward flow of heat and energy
from the solar interior, keeping a sunspot thousands
of degrees colder than the surrounding gas.

The total number of sunspots visible on the Sun
varies over an 11-year cycle. At the maximum in the
cycle we may find 100 or more spots on the visible
disk of the Sun at one time; at sunspot minimum very
few of them are seen, and for periods as long as a
month none can be found. Since most forms of solar
activity are magnetic in origin, they also follow an
11-year cycle. Thus, the sunspot cycle is also known
as the solar cycle of magnetic activity.

Sunspots are usually found in pairs or groups of
opposite magnetic polarity. The magnetic field lines
emerge from a sunspot of one polarity, loop through
the solar atmosphere above it, and enter a neighbour-
ing sunspot of opposite polarity. The highly magnet-
ized realm in, around, and above bipolar sunspot
pairs or groups is a disturbed area called an active
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region; it consists of sunspots and the magnetic loops
that connect them.

Sunspots are usually oriented roughly parallel to the
Sun’s equator, in the east-west direction of the Sun’s
rotation. Moreover, sunspot pairs in either the north-
ern or southern hemisphere have the same orienta-
tion and polarity alignment, with an exact opposite
arrangement in the two hemispheres.

The Outer Solar Atmosphere

The visible photosphere, or sphere of light, is the level
of the solar atmosphere from which we get our light
and heat, and it is the part that we can see with our
eyes. The thin chromosphere and extensive corona lie
above the visible sharp edge of the photosphere. They
can both be seen during a total solar eclipse, when the
Moon blocks the intense light of the photosphere.

Telescopes called coronagraphs allow us to see the
corona by using occulting disks to mask the Sun’s
face and block out the photosphere’s glare. Modern
solar satellites, such as the Solar and Heliospheric
Observatory (SOHO), use coronagraphs to get clear,
edge-on views of the corona.

The solar corona has a temperature of millions of
degrees kelvin, hundreds of times hotter than the
underlying visible solar disk whose effective tempera-
ture is 5780 K. Very hot material—such as that within
the corona—emits most of its energy at X-ray wave-
lengths. Also, the photosphere is too cool to emit
intense radiation at these wavelengths, so it appears
dark under the hot gas. As a result, the million-degree
corona can be seen all across the Sun’s face, with high
spatial and temporal resolution, in X-rays.

Since X-rays are totally absorbed by the Earth’s
atmosphere, they must be observed through tele-
scopes in space. This has been done using a soft
X-ray telescope on the Yohkoh spacecraft (Figure 1).
Yohkoh’s soft X-ray images have demonstrated that
the corona contains thin, bright, magnetized loops
that shape, mold, and constrain the million-degree
gas. Wherever the magnetism in these coronal loops
is strongest, the coronal gas in them shines brightly at
soft X-ray wavelengths.

Not all magnetic fields on the Sun are closed loops.
Some of the magnetic fields extend outward, within
regions called coronal holes. These extended regions

Figure 1 The Sun in X-rays. The bright glow seen in this X-ray image of the Sun is produced by ionized gases at a temperature of a
few million degrees kelvin. It shows magnetic coronal loops which thread the corona and hold the hot gases in place. The brightest
features are called active regions and correspond to the sites of the most intense magnetic field strength. This image of the Sun’s
corona was recorded by the Soft X-ray Telescope (SXT) aboard the Japanese Yohkoh satellite on 1 February 1992, near the maximum of
the 11-year cycle of solar magnetic activity. Courtesy of Gregory L Slater, Gary A Linford, and Lawrence Shing, NASA, ISAS, Lockheed-
Martin Solar and Astrophysics Laboratory, National Astronomical Observatory of Japan, and University of Tokyo.
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have so little hot material in them that they appear as
large dark areas seemingly devoid of radiation at
X-ray wavelengths. Coronal holes are nearly always
present at the Sun’s poles, and are sometimes found
at lower solar latitudes. The open magnetic fields in
coronal holes do not return directly to another place
on the Sun, allowing charged particles to escape
the Sun’s magnetic grasp and flow outwards into
surrounding space.

Explosions on the Sun
Solar Flares

Sudden and brief explosions, called solar flares, rip
through the atmosphere above sunspots, releasing an
incredible amount of energy, amounting to as much
as a million, billion, billion (10%**) joules in just a few
minutes. All of this power is created in a relatively
compact explosion, comparable in total area to an
Earth-sized sunspot.

For a short time, usually about 10 minutes, a flare is
heated to tens of millions of degrees kelvin. The ex-
plosion floods the solar system with intense radiation
across the full electromagnetic spectrum, from the
shortest X-rays to the longest radio waves, and hurls
high-energy electrons and protons out into interplan-
etary space.

Despite the powerful cataclysm, most solar flares
are only minor perturbations in the total amount of
emitted sunlight. Routine visual observations of solar
explosions are only made possible by tuning into the
red emission of hydrogen alpha, designated Ho,, at a
wavelength of 656.3 nm, and rejecting all the other
colours of sunlight.

Since solar flares are very hot, they emit the bulk of
their energy at X-ray wavelengths, and for a short
while, a large flare can outshine the entire Sun in
X-rays. The energetic electrons that produce the im-
pulsive, flaring X-ray emission also emit radio waves
known as a radio burst to emphasize its brief, ener-
getic, and explosive characteristics. A solar flare can
also outshine the entire Sun at radio wavelengths.

There are more flares near the peak of the 11-year
cycle of magnetic activity, but this does not mean
that sunspots cause solar flares. They are instead
energized by the powerful magnetism associated
with sunspots. When these magnetic fields become
contorted, they can suddenly and explosively release
pent-up magnetic energy as a solar flare, with a main
energy release in the corona just above sunspots.
The energy is apparently released when magnetized
coronal loops, driven by motions beneath them,
meet to touch each other and connect. If magnetic
fields of opposite polarity are pressed together, an
instability takes place and the fields partially

annihilate each other, releasing energy to power the
explosion.

Coronal Mass Ejections

A coronal mass ejection (CME) is a giant magnetic
bubble that rapidly expands to rival the Sun in size.
Each time a mass ejection rises out of the corona, it
carries away up to 50 billion tons (5 x 10'3kg) of
coronal material. Its associated shocks also accelerate
and propel vast quantities of high-speed particles
ahead of them.

CMEs release about as much energy as a solar flare.
However, most of the energy of a mass ejection goes
into the kinetic energy of the expelled material,
whereas a flare’s energy is mainly transferred into
accelerated particles that emit intense X-ray and
radio radiation.

Coronal mass ejections are detected during routine
visible-light observations of the corona from space-
craft such the SOHO. With a disk in the centre to
block out the Sun’s glare, the coronagraph is able to
show huge pieces of the corona blasted out from the
edge of the occulted photosphere (Figure 2).

Like sunspots, solar flares, and other forms of solar
activity, coronal mass ejections occur with a fre-
quency that varies in step with the 11-year cycle.
A few coronal mass ejections balloon out of the
corona per day, on average, during activity max-
imum, and the rate decreases by about an order of
magnitude by sunspot minimum.

The triggering mechanism for CMEs seems to be
related to large-scale interactions of the magnetic
field in the low solar corona. This magnetism is con-
tinuously emerging from inside the Sun, and disap-
pearing back into it, driven by the Sun’s 11-year cycle
of magnetic activity. The release of a coronal mass
ejection appears to be one way that the solar atmos-
phere reconfigures itself in response to these slow
magnetic changes.

The Sun’s Winds
Basic Properties of the Solar Wind

The tenuous solar atmosphere expands out in all
directions, filling interplanetary space with a cease-
less wind that is forever blowing from the Sun. This
solar wind is mainly composed of electrons and
protons, set free from the Sun’s abundant hydrogen
atoms, but it also contains heavier ions and magnetic
fields. This perpetual solar gale brushes past the pla-
nets and engulfs them, carrying the Sun’s atmosphere
out into interstellar space at the rate of a million tons
(10° tons = 10 kg) every second.

The relentless wind has never stopped blowing
during the more than three decades that it has been
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Figure 2 Coronal mass ejection. A huge coronal mass ejection is seen in this coronagraph image, taken on 27 February 2000 with the
Large Angle Spectrometric Coronagraph (LASCO) on the Solar and Heliospheric Observatory (SOHO). The white circle denotes the edge of
the photosphere, so this mass ejection is about twice as large as the visible Sun. The black area corresponds to the occulting disk of the
coronagraph that blocks intense sunlight and permits the corona to be seen. About one hour before this image was taken, another SOHO
instrument, the Extreme Ultraviolet Imaging Telescope (EIT), detected a filament eruption lower down near the solar chromosphere.
Courtesy of the SOHO LASCO consortium. SOHO is a project of international cooperation between ESA and NASA.

Table 2 Mean values of solar-wind parameters at the Earth’s
orbit?

Parameter Mean value

N~ 10 million particles m~3 (5 million
electrons and 5 million protons)

V~375000ms~" and V ~ 750000m s~

F~10" to 10" particles m2s™"

T~/ 120000K (protons) to 140000 K
(electrons)

H~6x10°T=6nT=6x10"°G

Particle density, N

Velocity, V
Flux, F
Temperature, T

Magnetic field
strength, H

“These solar-wind parameters are at the mean distance of the
Earth from the Sun, or at one astronomical unit, 1 AU, where
1AU=1.496 x 10" m.

observed with spacecraft. Two winds are always
detected—a fast, uniform wind blowing at about
750kms~! and a variable, gusty slow wind moving
at about half that speed.

By the time it reaches the Earth’s orbit, the
solar wind has been diluted by its expansion into
the increasing volume of space to about 5 million
electrons and 5 million protons per cubic meter

(Table 2).

The charged particles in the solar wind drag the
Sun’s magnetic fields with them. While one end of
the interplanetary magnetic field remains firmly
rooted in the photosphere and below, the other end is
extended and stretched out by the radial expansion of
the solar wind. The Sun’s rotation bends this radial
pattern into an interplanetary spiral shape within the
plane of the Sun’s equator. This spiral pattern has been
confirmed by tracking the radio emission of high-
energy electrons emitted during solar flares
(Figure 3), as well as by spacecraft that have directly
measured the interplanetary magnetism.

Origin of the Sun’s Winds

The million-degree coronal gas creates an outward
pressure that tends to oppose the inward pull of the
Sun’s gravity. At great distances, where the solar grav-
ity weakens, the hot protons and electrons in the
corona overcome the Sun’s gravity and accelerate
away to supersonic speed.

Instruments aboard the Ulysses spacecraft conclu-
sively proved that a relatively uniform, fast wind
pours out at high latitudes near the solar poles, and
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Figure 3 Spiral path of interplanetary electrons. The trajectory of flare electrons in interplanetary space as viewed from above the
polar regions using the Ulysses spacecraft. As the high-speed electrons move out from the Sun, they excite radiation at successively
lower plasma frequencies; the numbers denote the observed frequency in kilohertz (kHz). Since the flaring electrons are forced to
follow the interplanetary magnetic field, they do not move in a straight line from the Sun to the Earth, but instead move along the spiral
pattern of the interplanetary magnetic field, shown by the solid curved lines. The squares and crosses show Ulysses radio mea-
surements of type Ill radio bursts on 25 October 1994 and 30 October 1994. The approximate locations of the orbits of Mercury, Venus,
and the Earth are shown as circles. Courtesy of Michael J Reiner. Ulysses is a project of international collaboration between ESA

and NASA.

that a capricious, gusty, slow wind emanates from the
Sun’s equatorial regions at activity minimum.

Comparisons with Yohkob soft X-ray images showed
that much, if not all, of the high-speed solar wind flows
out of the open magnetic fields in polar coronal holes,
at least during the minimum in the 11-year cycle of
magnetic activity. In addition, instruments aboard
SOHO have shown that the strongest high-speed
flows gush out of a magnetic network at the bottom
of coronal holes near the Sun’s poles. Comparisons of
Ulysses data with coronagraph images pinpointed the
equatorial coronal streamers as the birthplace of
the slow and sporadic wind during the minimum in
the 11-year cycle.

The Heliosphere

A solar gale carries the Sun’s rarefied atmosphere past
the planets and out to the space between the stars,
creating a large cavity in interstellar space called

the heliosphere—from the Greek word ‘helios’ for
‘Sun’. Within the heliosphere, physical conditions
are dominated, established, maintained, modified,
and governed by the magnetic fields and charged
particles in the solar wind.

The solar wind’s domain extends out to about 150
times the distance between the Earth and Sun,
marking the outer boundary of the heliosphere and
the edge of our solar system. Out there, the solar wind
has become so weakened by expansion that it is no
longer dense or powerful enough to repel the ionized
matter and magnetic fields coursing between the stars.

The Sun-Earth Connection
Radiation from the Sun

The Sun emits radiation that carries energy through
space as waves. Different types of solar radiation
differ in their wavelength, although they propagate
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at the same speed—299 792 458 m s, the velocity of
light.

Our eyes detect a narrow range of these wave-
lengths that is collectively called visible radiation.
From long to short waves, the colours of visible sun-
light correspond to red, orange, yellow, green, blue,
and violet. Red light has a wavelength of about
7 x 107" m, or 700 nm, and violet waves are about
400 nm long.

Although the most intense radiation from the Sun is
emitted at visible wavelengths, it emits less luminous
radiation at invisible wavelengths that include the
infrared and radio waves, with wavelengths longer
than that of red light, and ultraviolet (UV), X-rays,
and gamma (y) rays, which have wavelengths shorter
than that of violet light.

Radio waves have wavelengths between 0.001 and
10 m, and they pass easily through the atmosphere,
even on cloudy days or in stormy weather. The infrared
part of the Sun’s spectrum is located between the radio-
wave region and the red part of the visible region.
Atmospheric molecules, such as carbon dioxide and
water vapor, absorb infrared radiation from the Sun.

The short-wavelength, ultraviolet radiation from
the Sun is sufficiently energetic to tear electrons or
atoms off many of the molecular constituents of the
Earth’s atmosphere, particularly in the stratosphere
where ozone is formed.

The X-ray region of the Sun’s spectrum extends
from a wavelength of one-hundred billionth (10~'")
of a meter, which is about the size of an atom, to the
short-wavelength side of the ultraviolet. X-ray radi-
ation is so energetic that it is usually described in
terms of the energy it carries. The X-ray region lies
between 1 and 100 keV (kiloelectron volts) of energy,
where 1 keV=1.6 x 107'°]. The atmosphere effect-
ively absorbs most of the Sun’s ultraviolet radiation
and all of its X-rays.

Varying Solar Irradiance of Earth

The total amount of the Sun’s life-sustaining energy is
called the ‘solar constant’, and it is defined as the total
amount of radiant solar energy per unit time per unit
area reaching the top of the Earth’s atmosphere at the
Earth’s mean distance from the Sun. Satellites have
been used to accurately measure the solar constant,
obtaining a value of £, =1366.2Wm 2, where the
power of one watt is equivalent to one joule per
second and the uncertainty in this measurement is
+£1.0Wm >

The total power received at any square metre of the
Earth’s surface, known as the solar insolation, is
much less than the solar constant. This is due to the
absorption of sunlight in the terrestrial atmosphere,
as well as the time of day.

The solar constant is almost always changing, in
amounts of up to a few tenths of a per cent and on
time-scales from 1s to 20years. This inconstant
behaviour can be traced to changing magnetic fields
in the solar atmosphere, and its variation tracks the
11-year cycle of magnetic activity (Figure 4).

There are enormous changes in the Sun’s radiation
at the short ultraviolet and X-ray wavelengths that
contribute only a tiny fraction of the Sun’s total lumi-
nosity. The ultraviolet emission doubles from the
minimum to maximum of the 11-year cycle, while
the X-ray brightness of the corona increases by a
factor of 100.

Global Warming and Cooling by the Sun

The brightening and dimming of the Sun dominated
our climate for two centuries, from 1600 to 1800.
Cooling by hazy emission from volcanoes next played
an important role, but the Sun noticeably warmed the
climate for another century, from 1870 to 1970. After
that, heat-trapping gases apparently took control of
our climate. Global warming by the greenhouse effect
is probably responsible for this recent, unprecedented
rise in temperature. If current emissions of carbon
dioxide and other greenhouse gases go unchecked,
the average surface temperature of the globe will
rise by about 2°C, making the Earth hotter than it
has been in millions of years.

The varying Sun may offset some of this warming.
Observations of other stars indicate that the Sun lu-
minosity could vary by much more than that observed
by satellites so far, producing dramatic changes in the
Earth’s climate on time-scales of hundreds and thou-
sands of years. Radioactive isotopes found in both
tree rings and ice cores indicate that the Sun’s activity
has fallen to unusually low levels at least three times
during the past one thousand years, each drop appar-
ently corresponding to a long, cold spell on Earth of
roughly a century in duration.

Further back in time, during the past one million
years, our climate has been dominated by the recurrent
ice ages, each lasting about 100 000 years. These glaci-
ations begin and end in a relatively short interval of
unusual warmth, called an interglacial, lasting 10 000
or 20 000 years, when the glaciers retreat. We now live
in such a warm interglacial interval. The rhythmic
alteration of glacial and interglacial intervals is related
to periodic alterations in the amount and distribution
of sunlight received by Earth over tens of thousands
of years.

Our Sun-Layered Atmosphere

Our thin atmosphere is pulled close to the Earth
by its gravity, and suspended above the ground by
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Figure 4 Variations in the solar constant. Observations with very stable and precise detectors on several Earth-orbiting satellites
show that the Sun’s total radiative input to the Earth, termed the solar irradiance, is not a constant, but instead varies over time-scales
of days and years. Measurements from five independent space-based radiometers since 1978 (top) have been combined to produce
the composite solar irradiance (bottom) over two decades. They show that the Sun’s output fluctuates during each 11-year sunspot
cycle, changing by about 0.1% between maximums (1980 and 1990) and minimums (1987 and 1997) in magnetic activity. Temporary
dips of up to 0.3% and a few days’ duration are due to the presence of large sunspots on the visible hemisphere. The larger number of
sunspots near the peak in the 11-year cycle is accompanied by a rise in magnetic activity that creates an increase in luminous output
that exceeds the cooling effects of sunspots. Here the total irradiance just outside our atmosphere, called the solar constant, is given in
units of watts per square metre, where 1W=1Js"". The capital letters are acronyms for the different radiometres, and offsets among
the various datasets are the direct result of uncertainties in their scales. Despite these offsets, each dataset clearly shows varying

radiation levels that track the overall 11-year solar activity cycle. Courtesy of Claus Frohlich.

molecular motion. The atmosphere near the ground is
compacted to its greatest density and pressure by the
weight of the overlying air. At greater heights there is
less air pushing down from above, so the compression
is less and the density and pressure of the air falls off
into the near vacuum of space. The temperature of the
air falls and rises in two full cycles at increasing
altitudes, and the temperature increases are caused
by the Sun’s energetic radiation (Figure 5).

The temperature above the ground tends to fall at
higher altitudes where the air expands in the lower
pressure and becomes cooler. The average air tem-
perature drops below the freezing point of water
(273K) about 1km above the Earth’s surface, and
bottoms out at roughly 10 times this height.

The temperature increases at greater heights,
within the stratosphere, where the Sun’s invisible

ultraviolet radiation warms the gas and helps make
ozone. This ozone layer protects us by absorbing
most of the ultraviolet and keeping its destructive
rays from reaching the ground, where it can cause
eye cataracts and skin cancer.

Due to the Sun’s variable ultraviolet radiation, the
total global amount of ozone becomes enhanced,
depleted, and enhanced again from 1 to 2% every 11
years, modulating the protective ozone layer at a level
comparable to human-induced ozone depletion by
chemicals wafting up from the ground. Monitoring of
the expected recovery of the ozone layer from outlawed,
man-made chemicals will therefore require careful watch
over how the Sun is changing the layer from above.

The temperature declines rapidly with increasing
height just above the stratosphere, reaching the lowest
levels in the entire atmosphere, but the temperature
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Figure 5 Sun-layered atmosphere. The pressure of our atmos-
phere (right scale) decreases with altitude (left scale). This is
because fewer particles are able to overcome the Earth’s gravi-
tational pull and reach higher altitudes. The temperature (bottom
scale) also decreases steadily with height in the ground-hugging
troposphere, but the temperature increases in two higher regions
heated by the Sun. They are the stratosphere, with its critical
ozone layer, and the ionosphere. The stratosphere is mainly
heated by ultraviolet radiation from the Sun, and the ionosphere
is created and modulated by the Sun’s X-ray and extreme
ultraviolet radiation.

rises again within the ionosphere, reaching tempera-
tures that are hotter than the ground. The ionosphere
is created and heated by absorbing the extreme ultra-
violet and X-ray portions of the Sun’s energy. This
radiation tears electrons off the atoms and molecules
in the upper atmosphere, thereby creating ions and
free electrons not attached to atoms.

At a given height in the ionosphere, the tempera-
ture, the density of free electrons, and the density of
neutral, unionized atoms all increase and decrease in
synchronism with solar activity over its 11-year cycle.

The Earth’s Magnetosphere

Invisible magnetic fields, produced by currents in the
Earth’s molten core, emerge out of the Earth’s south
geographic polar regions, loop through nearby space,
and re-enter at the north polar regions. The surface
equatorial field strength is 0.000031 T, or 31 000 nT,
and the field strength decreases at greater distances
from the Earth.

Yet, the Earth’s magnetism is strong enough to
deflect the Sun’s wind away from the Earth, forming
the magnetosphere (Figure 6). The magnetosphere of
the Earth, or any other planet, is that region sur-
rounding the planet in which its magnetic field
dominates the motions of energetic charged particles
such as electrons, protons, and other ions. It is also

the volume of space from which the main thrust of the
solar wind is excluded.

The solar wind pushes the terrestrial magnetic field
towards the Earth on the dayside that faces the Sun,
compressing the outer magnetic boundary and form-
ing a bow shock at about 10 times the Earth’s radius.
Also the Sun’s wind drags and stretches the Earth’s
magnetic field out into a long magnetotail on the
night side of our planet. The magnetic field points
roughly towards the Earth in the northern half of the
tail and away in the southern. The field strength
drops to nearly zero at the centre of the tail where
the opposite magnetic orientations lie next to each
other and currents can flow.

Some of the energetic particles outside the mag-
netosphere do manage to penetrate it, especially in
the magnetotail. When the solar and terrestrial mag-
netic fields touch each other in the magnetotail, it can
catapult the outer part of the tail downstream and
propel the inner part back towards Earth.

The inner magnetosphere is always filled with elec-
trons and protons, trapped within two torus-shaped
belts that encircle the Earth’s equator but do not
touch it. These regions are often called the inner and
outer Van Allen radiation belts, named after James
A Van Allen (1914-) who discovered them in 1958.
The inner belt is about 1.5 Earth radii from planet
centre, and the outer belt is located at about 4.5 Earth
radii, where the Earth’s radius is 6378 km.

Intense Geomagnetic Storms

Significant variations in the Earth’s magnetic field,
lasting seconds to days, are known as geomagnetic
storms. The great, sporadic geomagnetic storms, which
shake the Earth’s 