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PREFACE

The Encyclopedia of Smart Materials (ESM) contains the
writings, thoughts, and work of many of the world’s fore-
most people (scientists, educators, chemists, engineers,
laboratory and innovative practitioners) who work in the
field of smart materials. The authors discuss theory, funda-
mentals, fabrication, processing, application, applications
and uses of these very special, and in some instances rare,
materials.

The term “smart structure” and “smart materials” are
much used and abused.

Consideration of the lexicology of the English language
should provide some guidelines, although engineers often
forget the dictionary and evolve a language of their own.
Here is what the abbreviated Oxford English Dictionary
says:

� Smart: severe enough to cause pain, sharp, vigorous,
lively, brisk . . . clever, ingenious, showing quick wit or
ingenuity . . . selfishly clever to the verge of dishon-
esty;

� Material: matter from which a thing is made;
� Structure: material configured to do mechanical

work . . . a thing constructed, complex whole.

The concept of “smart” or “intelligent” materials, sys-
tems, and structures has been around for many years.
A great deal of progress has been made recently in the
development of structures that continuously and actively
monitor and optimize themselves and their performance
through emulating biological systems with their adaptive
capabilities and integrated designs. The field of smart ma-
terials is multidisciplinary and interdisciplinary, and there
are a number of enabling technologies—materials, control,
information processing, sensing, actuation, and damping—
and system integration across a wide range of industrial
applications.

The diverse technologies that make up the field of smart
materials and structures are at varying stages of com-
mercialization. Piezoelectric and electrostrictive ceram-
ics, piezoelectric polymers, and fiber-optic sensor systems
are well-established commercial technologies, whereas mi-
cromachined electromechanical systems (MEMS), magne-
tostrictive materials, shape memory alloys (SMA) and poly-
mers, and conductive polymers are in the early stages of
commercialization. The next wave of smart technologies
will likely see the wider introduction of chromogenic mate-
rials and systems, electro- and magneto-rheological fluids,
and biometric polymers and gels.

Piezoelectric transducers are widely used in automo-
tive, aerospace, and other industries to measure vibra-
tion and shock, including monitoring of machinery such as
pumps and turbomachinery, and noise and vibration con-
trol. MEMS sensors are starting to be used where they
offer advantages over current technologies, particularly
for static or low frequency measurements. Fiber-optic sys-
tems are increasingly being used in hazardous or difficult

environments, such as at high temperatures or in corrosive
atmospheres.

Automotive companies are investigating the use of
smart materials to control vehicles in panels, such as
damping vibration in roof panels, engine mounts, etc.
Aerospace applications include the testing of aircraft and
satellites for the strenuous environments in which they are
used, both in the design phase and in use, as well as for
actuators or devices to react to or control vibrations, or to
change the shape of structures.

In civil engineering, especially in earthquake-prone ar-
eas, a number of projects are under way to investigate the
use of materials such as active composites to allow support
systems of bridges (and the like) to handle such shocks
without catastrophic failure. These materials can be used
in many structures that have to withstand severe stresses,
such as offshore oil rigs, bridges, flyovers, and many types
of buildings.

The ESM will serve the rapidly expanding demand
for information on technological developments of smart
materials and devices. In addition to information for manu-
facturers and assemblers of smart materials, components,
systems, and structures, ESM is aimed at managers re-
sponsible for technology development, research projects,
R&D programs, business development, and strategic
planning in the various industries that are considering
these technologies. These industries, as well as aerospace
and automotive industries, include mass transit, marine,
computer-related and other electronic equipment, as well
as industrial equipment (including rotating machinery,
consumer goods, civil engineering, and medical applica-
tions).

Smart material and system developments are diversi-
fied and have covered many fields, from medical and bio-
logical to electronic and mechanical. For example, a manu-
facturer of spinal implants and prosthetic components has
produced a prosthetic device that dramatically improves
the mobility of leg amputees by closely recreating a natu-
ral gait.

Scientists and doctors have engineered for amputees a
solution with controllable magneto-rheological (MR) tech-
nology to significantly improve stability, gait balance, and
energy efficiency for amputees. Combining electronics and
software, the MR-enabled responsiveness of the device
is 20 times faster than that of the prior state-of-the-art
devices, and therefore allows the closest neural human re-
action time of movement for the user. The newly designed
prosthetic device therefore more closely mimics the process
of natural thought and locomotion than earlier prosthetic
designs.

Another example is the single-axis accelerometer/
sensor technology, now available in the very low-profile,
surface-mount LCC-8 package. This ceramic package al-
lows users to surface-mount the state-of-the-art MEMS-
based sensors. Through utilization of this standard
packaging profile, one is now able to use the lowest

v
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profile, smallest surface-mountable accelerometer/sensor
currently available. This sensor/accelerometer product
technology offers on-chip mixed signal processing, MEMS
sensor, and full flexibility in circuit integration on a sin-
gle chip. Features of the sensor itself include continuous
self-test as well as both ratiometric and absolute output.
Other sensor attributes include high long-term reliability
resulting from no moving parts, which eliminates striction
and tap-sensitive/sticky quality issues.

Application areas include automotive, computer de-
vices, gaming, industrial control, event detection, as well
as medical and home appliances. In high-speed trains trav-
eling at 200 km/h, a droning or rumbling is often heard
by passengers. Tiny imperfections in the roundness of the
wheels generate vibrations in the train that are the source
of this noise. In addition to increasing the noise level, these
imperfect wheels lead to accelerated material fatigue. An
effective countermeasure is the use of actively controlled
dampers. Here a mechanical concept—a specific counter-
weight combined with an adjustable sprint and a power-
ful force-actuator—is coupled with electronic components.
Simulations show what weights should be applied at which
points on the wheel to optimally offset the vibrations. Sen-
sors detect the degree of vibration, which varies with the
train’s speed. The electronic regulator then adjusts the ten-
sion in the springs and precisely synchronizes the timing
and the location of the counter-vibration as needed. Un-
desirable vibration energy is diffused, and the wheel rolls
quietly and smoothly. In this way, wear on the wheels is
considerably reduced.

The prospects of minimized material fatigue, a higher
level of travel comfort for passengers, and lower noise emis-
sions are compelling reasons for continuing this develop-
ment.

Novel composite materials discovered by researchers
exhibit dramatically high levels of magneto-resistance,
and have the potential to significantly increase the per-
formance of magnetic sensors used in a wide variety of
important technologies, as well as dramatically increase
data storage in magnetic disk drives. The newly developed
extraordinary magnetoresistance (EMR) materials can be
applied in the read heads of disk drives, which, together
with the write heads and disk materials, determine the
overall capacity, speed, and efficiency of magnetic record-
ing and storage devices. EMR composite materials will be
able to respond up to 1000 times faster than the materials
used in conventional read heads, thus significantly advanc-
ing magnetic storage technology and bringing the industry
closer to its long-range target of a disk drive that will store
a terabit (1000 gigabits) of data per square inch.

The new materials are composites of nonmagnetic,
semiconducting, and metallic components, and exhibit an
EMR at room temperature of the order of 1,000,000% at
high fields. More importantly, the new materials give high
values of room-temperature magnetoresistance at low and
moderate fields. Embedding a highly conducting meal,
such as gold, into a thin disc of a nonmagnetic semicon-
ductor, such as indium antimonide, boosts the magnetore-
sistance, and offers a number of other advantages. These
include very high thermal stability, the potential for much

lower manufacturing costs, and operation at speeds up to
1000 times higher than sensors fabricated from magnetic
materials.

Envisioned are numerous other applications of EMR
sensors in areas such as consumer electronics, wireless
telephones, and automobiles, which utilize magnetic sen-
sors in their products. Future EMR sensors will deliver
dramatically greater sensitivity, and will be considerably
less expensive to produce.

Another recent development is an infrared (IR) gas
sensor based on MEMS manufacturing techniques. The
MEMS IR gas SensorChip will be sensitive enough to
compete with larger, more complex gas sensors, but in-
expensive enough to penetrate mass-market applications.
MEMS technology should simplify the construction of IR
gas sensors by integrating all the active functions onto a
single integrated circuit.

Tiny electronic devices called “smart dust,” which are
designed to capture large amounts of data about their sur-
roundings while floating in the air, have been developed.
The project could lead to wide array of applications, from
following enemy troop movements and detecting missiles
before launch to detecting toxic chemicals in the environ-
ments and monitoring weather patterns. The “Smart Dust”
project aims to create massively distributed sensor net-
works, consisting of hundreds to many thousands of sen-
sor nodes, and one or more interrogators to query the net-
work and read out sensor data. The sensor nodes will be
completely autonomous, and quite small. Each node will
contain a sensor, electronics, power supply, and communi-
cation hardware, all in a volume of 1 mm3.

The idea behind “smart dust” is to pack sophisticated
sensors, tiny computers, and wireless communications
onto minuscule “motes” of silicon that are light enough
to remain suspended in air for hours at a time. As the
motes drift on the wind, they can monitor the environment
for light, sound, temperature, chemical composition, and
a wide range of other information, and transmit the data
back to a distant base station. Each mote of smart dust is
composed of a number of MEMS, wired together to form a
simple computer. Each mote contains a solar cell to gen-
erate power, sensors that can be programmed to look for
specific information, a tiny computer that can store the in-
formation and sort out which data are worth reporting, and
a communicator that enables the mote to be interrogated
by the base unit. The goals are to explore the fundamental
limits to the size of autonomous sensor platforms, and the
new applications which become possible when autonomous
sensors can be made on a millimeter scale.

Laser light can quickly and accurately flex fluid-swollen
plastics called polymer gels. These potential polymer mus-
cles could be used to power robot arms, because they ex-
pand and contract when stimulated by heat or certain
chemicals. Gel/laser combinations could find applications
ranging from actuators to sensors, and precisely targeted
laser light could allow very specific shape changes. Poly-
mer gels have been made to shrink and swell in a frac-
tion of a second. Targeting laser light at the center of a
cylinder made of N-isopropylacrylamide pinches together
the tube’s edges to form a dumb-bell shape. The cylinder
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returns to its original shape when the laser is switched
off. This movement is possible because in polymer gels,
the attractive and repulsive forces between neighboring
molecules are finely balanced. Small chemical and phys-
ical changes can disrupt this balance, making the whole
polymer to violently expand or collapse. Also it has been
shown that radiation forces from focused laser light disturb
this delicate equilibrium, and induce a reversible phase
transition. Repeated cycling did not change the thresh-
olds of shrinkage and expansion; also, the shrinking is not
caused by temperature increases accompanying the laser
radiation.

The field of smart materials offers enormous potential
for rapid introduction and implementation in a wide range

of end-user sectors industries. Not only are the organiza-
tions involved in research and preliminary development
keen to grow their markets in order to capitalize on their
R&D investment, but other technologically aware compa-
nies are alerted to new business opportunities for their own
products and skillsets.

The readers of this ESM will appreciate the efforts of
a multitude of researchers, academia, and industry peo-
ple who have contributed to this endeavor. The editor is
thankful to Dr. James Harvey and Mr. Arthur Biderman
for their initial efforts in getting the project off the ground
and moving the program.

Mel Schwartz
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INTRODUCTION

Actuators and materials play a key role in developing ad-
vanced precision engineering. The breakthroughs in this
field are closely related to the development of various
types of actuators and related materials. The successes of
piezoelectric ceramics and ceramic actuators have. For in-
stance, the propagating-wave type ultrasonic motor that
produces precise rotational displacements has been used
in autofocusing movie cameras and VCRs (1). Multi-
morph ceramic actuators prepared from electrostricitive
Pb(Mg1/3Nb2/3)O3 (PMN) ceramics are used as deformable
mirrors to correct image distortions from atmospheric ef-
fects (2). The likelihood that the range of applications and
demand for actuators will grow actively and has stimulated
intensive research on piezoelectric ceramics. Functionally
graded materials (FGMs) are a new class of composites that
contain a continuous, or discontinuous, gradient in compo-
sition and microstructure. Such gradients can be tailored
to meet specific needs while providing the best use of com-
posite components. Furthermore, FGM technology is also a
novel interfacial technology for solving the problems of the
sharp interface between two dissimilar materials. In recent
years, significant advances in developing FGMs have been
achieved. In this paper, we introduce and summarize the
recent progress in piezoelectric ceramic actuators and re-
view recent applications of FGMs in piezoelectric ceramic
devices.

ACTUATORS

Background

Microelectromechanical and intelligent materials systems
have received much attention because of their great sci-
entific significance and promising potential applications
in automation, micromanipulation, and medical technol-
ogy. However, most applications require a source of me-
chanical power, microscale motors and actuators, that pro-
vide the effect of “muscles” to make things happen. To
date, several different physical mechanisms such as elec-
trostatic and magnetostatic forces, phase changes (shape
memory alloys and electrorheological fluids), piezoelec-
tric/electrostrictive strains, magnetostriction, and thermal
stresses have been explored as potential actuation sources.

Each kind of actuator has its own advantages and draw-
backs, so their selection and optimization should be deter-
mined by the requirements of the application.

Ceramic Actuators

Piezoelectric/electrostrictive ceramics are widely used in
many different types of sensing-actuating devices. This is
particularly true for the whole family of micro- and macro-
piezoelectric ceramic actuators. Various types of ceramic
actuators have been developed for different applications.
From a structural point of view, ceramic actuators are
classified as unmimorph, bimorph, Moonie, Cymbal, and
Rainbow monormorph benders (3–7). The bimorph ben-
der consists of two thin ceramic elements (poled in oppo-
site directions) that sandwich a thin metal shim, whereas
the unimorph is simply on a thin ceramic element bonded
to a thin metal plate. Although unmimorph and bimorph
structures have been successfully applied to many devices
during the past forty years, their inability to extend the
force-displacement envelope of performance has generated
a search for new actuator technologies. The Moonie ben-
der has crescent-shaped, shallow cavities on the interior
surface of end caps bonded to a conventionally electroded
piezoelectric ceramic disk (5). The metal end caps are me-
chanical transformers for converting and amplifying the
lateral motion of the ceramic into a large axial displace-
ment normal to the end caps. Both the d31(= d32) and
d33 coefficients of a piezoelectric ceramic contribute to the
axial displacement of the composite. The advantages of the
Moonie include (1) a factor of 10 enhancement of the longi-
tudinal displacement, (2) an unusually large d33 coefficient
that exceeds 2500 pC/N, and (3) an enhanced hydrostatic
response. Recent improvements in the basic Moonie de-
sign have resulted in an element named “Cymbal” (6), a
device that possesses more flexible end caps that result
in higher displacement. Moonie and Cymbal composites
have several promising applications, such as transceivers
for fish finders, positional actuators, and highly sensitive
accelerometers.

Another device developed to increase the force–
displacement performance of a piezoelectric actuator is
the rainbow (7), a monolithic monomorph that is produced
from a conventional, high-lead piezoelectric ceramic disk
that has one surface reduced to a nonpiezoelectric phase by
a high-temperature, chemical reduction reaction. Thermal
stresses induced on cooling from the reduction tempera-
ture, due to the different thermal expansion coefficients
of the reduced and unreduced layers, cause the ceramic
disk to deform with high axial displacements and sus-
tain moderate pressure. The axial displacements achieved
when driven by an external electric field can be as high as
0.25 mm (for a 32-mm diameter × 0.5-mm thick wafer),
while sustaining loads of 1 kg. Displacements larger than
1 mm can be achieved by using wafers (32 mm in diam-
eter) thinner than 0.25 mm when operating in a saddle

1
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mode. Prototypes of rainbow pumps, sensors, actuator ar-
rays, and optical deflectors have been demonstrated, but
commercial products have not yet been produced (8).

The photostrictive actuator is another type of bimorph
application. The photostrictive behavior is results from a
combined photovoltaic effect and a piezoelectric effect. PZT
ceramics doped with slight additives of niobium and tung-
sten exhibit a large photostrictive effect when irradiated
by violet light. A photostrictive PLZT bimorph has been
used to demonstrate the prototype of a photodriven relay
for a remote microwalking device, and a photophone for the
future is also envisioned (9).

There is also increasing interest in electrostrictive ce-
ramic actuators (10) because electrostrictive ceramics do
not contain ferroelectric domains, so that they can return
to their original dimensions immediately, when the exter-
nal electric field is reduced to zero. Therefore, the advan-
tages of an electrostrictive actuator are the near absence
of hysteresis and lack of aging behavior. However, because
the electrostrictive effect is a second-order phenomenon of
electromechanical coupling, it is usually necessary to apply
a high voltage to achieve moderate deformation. However,
a particularly large longitudinal electrostrictive strain as
high as 0.1% has been achieved in PMN-based relaxor ma-
terials (11–13) just above their Curie temperature. To de-
crease the applied voltage, a considerable effort is now be-
ing devoted to developing multilayered actuators, which
have the advantages of low operating voltage, large gen-
erated forces and displacements, quick response, and low
energy consumption (10).

Composite Actuators

Piezoelectric/electrostrictive ceramics, magentostrictive
materials, and ferroelastic shape memory alloys (SMA) are
all used for actuators. However, different classes of ceramic
actuators require somewhat different materials. In gen-
eral, an ideal actuating material should exhibit a large
stroke, high recovery force, and superior dynamic response.
Shape memory alloys display large strokes and forces but
have an inferior dynamic response and low efficiency. Fer-
roelectric ceramics exhibit excellent dynamic response (of
the order of microseconds), but their displacements are
quite small (of the order of a few micrometers) due to their
small strain magnitude (<10−3). By combining ferroelastic
shape memory alloys with piezoelectric, or magnetostric-
tive, materials, hybrid smart heterostructures can be fabri-
cated, which may have the optimum characteristics of both
materials. Recently much work has been done to explore
the technical feasibility of smart thin film heterostructures
by depositing piezoelectric thin films (PZT) on SMA sub-
strates using techniques such as sol-gel, spin-on coating,
and pulse laser deposition (14,15). However, cracking of
ferroelectric thin films and the low interfacial bonding and
dynamic coupling of dissimilar components are crucial
problems to be solved before hybrid composites can be em-
ployed as actuators in for smart structures. To feature the
diverse characteristics, various kinds of smart hybrid com-
posites will be designed for actuating applications by incor-
porating these smart materials appropriately together.

It is clear that the application field of ceramic actuators
is remarkably wide. However, some issues of reliability and

durability still need to be solved before ceramic actuators
can become general-purpose commercialized products,
especially for ferroelectric ceramic actuators. It is very
desirable to develop new fatigue methodology and frac-
ture mechanics to predict actuator dynamic response and
lifetime, to assess actuator reliability, and to implement
them in control methodology. The main issues in constitu-
tive behavior are coupled field effects, modeling of phase
transformations, twinning, and domain switching (in the
finite strain regime). Good understanding of fatigue and
fracture behavior at the microlevel and understanding in-
terfacial failure mechanisms (active–passive and active–
active) and the mechanics of hybrid active materials is the
rational approach to designing actuators. As the relentless
drive of electronic devices toward miniaturization, multi-
function, and integration continues, the issues of optimiz-
ing the size and location of actuators based on control the-
ory, structural response, and desired adaptability should be
addressed. Thus, ceramic actuators will need to be smarter
and smarter as the applications demand.

PIEZOELECTRIC CERAMICS

Background

Piezoelectricity in solids is based on the internal structures
of materials. For simplicity, here, consider only a single
crystal that has a defined chemical composition and con-
sists of ions (atoms that have positive or negative charges)
that are constrained to occupy positions in a specific repeat-
ing relationship to each other, thus building up the struc-
ture of the crystal lattice. The smallest repeating unit of
the lattice is called the unit cell, and the specific symmetry
possessed by the unit cell determines whether piezoelec-
tricity can exist in the crystal. Among the 32 point groups,
21 classes are noncentrosymmetric (a necessary condition
for piezoelectricity), and only 20 of these are piezoelec-
tric. One class, although it lacks a center of symmetry,
is not piezoelectric because of other combined symmetry
elements. Furthermore, for those materials that are piezo-
electric but not ferroelectric (i.e., they do not possess spon-
taneous polarization), the stress itself is the only means
by which dipoles are generated. The piezoelectric effect
is linear and reversible, and the magnitude of the polar-
ization depends on the magnitude of the stress, the sign
of the charge produced depends on the types of stresses
such as tensile or compressive (16). A ferroelectric mate-
rial is one that undergoes a phase transition from a high-
temperature phase that behaves as ordinary dielectrics
(so that an applied electric field induces an electric polar-
ization, which goes to zero when the field is removed) to
a low-temperature phase that has spontaneous polariza-
tion whose direction can be switched by an applied field.
Therefore, all ferroelectric materials possess piezoelectric-
ity. The piezoelectric effect in ferroelectric ceramics is real-
ized by a poling process, in which an external electric field
can orient the ferroelectric domains within the grains and
thus produce a ceramic material that acts similarly to a
single crystal that possesses both ferroelectric and piezo-
electric properties. Before poling, ferroelectric ceramics do
not possess any piezoelectric properties due to the random
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Figure 1. (a) Unit cell of ABO3 perovskite, (b) oxygen octahedra, and (c) 180◦ polarization reversal
for two of the six possible polarization states produced by displacement of the central cation in the
tetragonal plane.

orientations of the ferroelectric domains in the ceramics.
The first piezoelectric ceramic was BaTiO3 developed com-
mercially in the 1940s; it has an unusually high dielec-
tric constant due to its ferroelectric (permanent internal
dipole moment) nature and thus ushered in a new class
of ferroelectrics of the ABO3 perovskite structure. A typ-
ical ABO3 unit cell is shown in Fig. 1a. As an example,
the BaTiO3 unit cell consists of a corner-linked network of
oxygen octahedra where Ti4+ ions occupy B sites within the
octahedral cage and the Ba2+ ions are situated in the in-
terstices (A site) created by the linked octahedra, as shown
in Fig. 1b. Below the Curie temperature, there is a struc-
tural distortion to a lower symmetry phase accompanied
by a shift off-center of the small cation (Ti4+) along the c
axis, as shown in Fig. 1c. The spontaneous polarization de-
rives largely from the electric dipole moment created by
this shift. Displacement of Ti4+occurs along the c axis in
a tetragonal structure, although it should be understood
that it can also occur along the orthogonal a or b axes
as well. The views of “polarization up” and “polarization
down” (representing 180◦ polarization reversal) show two
of the six possible permanent polarization positions. New
ferroelectric ceramic materials were surveyed and led to
the development of Pb(Zr,Ti)O3 in the 1950s (17), it became
the main industrial product in piezoelectric ceramic mate-
rials in the following 10 years. The phase diagram of the
PZT pseudobinary is shown in Fig. 2, where the Tc line is
the boundary between the cubic paraelectric phase and the
ferroelectric phases. A significant feature in Fig. 2 is the
morphotropic phase boundary (MPB), which divides the

region of the ferroelectric phase into two parts: a tetrago-
nal phase region (on the Ti-rich side) and a rhombohedral
phase region (on the Zr-rich side). In the PZT system at
room temperature, the MPB occurs close to Zr/Ti = 53/47.
An MPB represents an abrupt structural change (involv-
ing fractional atom shifts, but no change in near neigh-
bors) in composition at a constant temperature within a
solid solution. Usually, it occurs because of the instability
of one phase (such as the ferroelectric tetragonal phase) to
the other (ferroelectric rhombohedral phase) at a critical
composition where two phases are energetically very simi-
lar but elastically different. Note that the dielectric con-
stant and the piezoelectric and electromechanical behav-
ior attain maxima, whereas the elastic constants tend to
be softer in the vicinity of the MPB composition, as shown
in Fig. 3. Similar phenomena are also observed in ternary
solid solutions such as PLZT, and this feature is exploited
in many commercial compositions because of the high prop-
erty coefficients and unique structural characteristics of
MPB compositions. Many have speculated concerning the
reasons for the maximum in coupling at the MPB (18). Poly-
crystalline materials that have random grain orientation
belong to the ∞ ∞ m Curie group and show no piezoelec-
tricity before poling because of the random orientations
of the dipoles. The poled ferroelectric ceramics belong to
the Curie group of ∞ m, and the net residual spontaneous
polarization has a component in the direction of the pol-
ing field, which is optimized in terms of the poling electric
field and the poling temperature. Although piezoelectric-
ity was first observed in single crystals, polycrystalline
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piezoelectric ceramics now represent the primary commer-
cial piezoelectric material for actuators and sensors in
intelligent systems and smart structures.

Dielectric and Piezoelectric Parameters

Piezoelectric ceramics are evaluated by the piezoelectric
coupling factor κ (e.g., κ33, κ31, and κP), mechanical quality
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Figure 3. Dielectric constant κ and electromechanical coupling
factor κp for the PbZrO3–PbTiO3 piezoelectric ceramic system.

factor (Qm), frequency constant (Nl), and piezoelectric co-
efficients, such as the d and g coefficients that describe the
interaction between the mechanical and electrical behavior
of piezoelectric ceramics. The effective electromechanical
coupling coefficient κeff describes the ability of the ceramic
transducer to convert one form of energy to another, as
defined by the equations

κ2
eff = mechanical energy converted to electrical energy

input mechanical energy
,

(1)

or

κ2
eff = electrical energy converted to mechanical energy

input electrical energy
.

(2)

This parameter is a function in equations for electri-
cal/mechanical energy conversion efficiency in actuators,
in bandwidth and insertion loss in transducers and sig-
nal processing devices, and in the location and spacing of
critical frequencies of resonators.

The effective coupling coefficient κeff is related to the
values of fm and fn and can be described as

κ2
eff ≈ f 2

n − f 2
m

f 2
n

. (3)

Values for fm and fn are readily measured by using a suit-
able bridge. The approximations in Eq. (3) are good, pro-
vided that the Qm value for the resonator is high enough,
for example, greater than 100.

The planar coupling coefficient κp is related to the para-
llel and series resonant frequency by

κ2
P

1 − κ2
P

= f
(

J0, J1, ν
fp − fs

fs

)
, (4)

where J0 and J1 are Bessel functions and ν is Poisson’s
ratio. κ31 can also be calculated from

k2
31 = 1 − ν

2
k2

p. (5)

The mechanical quality factor Qm that represents the
degree of mechanical loss of a piezoelectric resonator at
resonance is defined as

Qm = 2π
stored mechanical energy at resonance

mechanical disspated energy per resonant cycle
.

(6)

Qm can be obtained from the following equation:

Qm = f 2
p

2π fs |Zm| (CO + C1)
(

f 2
p − f 2

s

) , (7)

where |Zm| is the minimum impedance at resonance and C0

and C1 are the capacitance shown in Fig. 4a, respectively.
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Figure 4. (a) Equivalent circuit for a piezoelectric specimen vibrating closes to its fundamental
resonance; (b) the equivalent series components of the impedance of (a); (c) characteristic frequen-
cies of the equivalent circuit, the differences between fm, fs, and fr, and between fa, fp, and fn are
exaggerated.

The frequency constant Nl is defined by the following
equation:

Nl = l × fr = 1
2

√
Y
ρ

(8)

where l is the length of a piezoelectric ceramic thin plate,
fr is the resonant frequency in the length direction, Y is
Young’s modulus, and ρ is the density.

These values of the piezoelectric properties of a ma-
terial can be derived from the resonant behavior of suit-
ably shaped specimens subjected to a sinusoidally varying
electric field. To a first approximation, the behavior of the
piezoelectric specimen close to its fundamental resonance
can be represented by an equivalent circuit, as shown in
Fig. 4a, b. The frequency response of the circuit is shown
in Fig. 4c, in which various characteristic frequencies are
identified. The functions fr and fa are the resonant and
antiresonant frequencies when the reactance of the circuit
is zero (Xe = 0); fs is the frequency at which the series arm
has zero reactance (X1 = 0); fp is the frequency when the
resistive component Re is at a maximum; fm and fn are,
respectively, the frequencies for the minimum and maxi-
mum impedance Z of the circuit as a whole. Piezoelectric
vibrators that have electrodes covering their two flat faces
are used to measure the properties of piezoelectric ceram-
ics. A more common geometry is a thin disk of diameter
d electroded over both faces and poled perpendicularly to
the faces. The resonance in these disk-shaped specimens is
focused on a radial mode excited through the piezoelectric
effect across the thickness of the disk. The details for deter-
mining piezoelectric coefficients can be found in IRE stan-
dards on piezoelectric crystals: measurements of piezoelec-
tric ceramics [Proc. IRE 49(7); 1161–1169 (1961)].

Compositions and Properties

To meet stringent requirements for specific applications,
piezoelectric ceramics under different doping conditions
and hence, possessing different characteristics, have been

developed for various applications. The techniques for mod-
ifying piezoelectric ceramics include element substitution
and doping. In general, the term “element substitution”
implies that cations in the perovskite lattice, for exam-
ple, Pb2+, Zr4+, and Ti4+, are replaced partially by other
cations that have the same chemical valence and ionic radii
similar to those of the replaced ions. The new substituent
cation usually occupies the same position as the replaced
cation in the peroskite lattice, and thus a substitutional
solid solution is formed; the term “doping” implies that
some ions whose chemical valences differ from those of the
original ions in the lattice, or some compounds that have
the chemical formulas, A+B5+O3 and A3+B3+O3 are added
to PZT ceramics. From a global perspective, there are es-
sentially four types of compositional modifiers (19). The
first type comprises higher covalent substitutions (donor
dopants) on A and/or B sites (such as La3+ replacing Pb2+

or Nb5+replacing Zr4+ or Ti4+) to counteract the natural
p-type conductivity of PZT and, thus, increase the elec-
trical resistivity of the materials by at least three orders
of magnitude. The donors are usually compensated for by
the formation of A-site vacancies. The donor-doped PZT
piezoelectric ceramics are usually called “soft” piezoelectric
ceramics, meaning that they are easily depoled and driven
nonlinear. Their main features include square hysteresis
loops, low coercive fields, high remanent polarization, high
dielectric constants and dielectric loss, maximum coupling
factors, high mechanical compliance, and reduced aging.

The second modified type consists of lower valent sub-
stitutions (acceptor dopants) on A and/or B sites (such as
Fe3+ replacing Zr4+ or Ti4+). These are compensated for
by the formation of oxygen vacancies. Acceptor-doped PZT
piezoelectric ceramics are usually called “hard” piezoelec-
tric ceramics because of their much enhanced linearity and
high drive. Their main features are poorly developed hys-
teresis loops, lower dielectric constants and dielectric loss,
lower compliances, and higher aging rates.

The third modified type is composed of isovalent substi-
tutions on A and/or B sites (such as Ba2+ or Sr2+ replac-
ing Pb2+ or Sn4+ replacing Zr4+ or Ti4+). Such isovalent
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substitutions usually broaden the temperature-dependent
properties, increase the dielectric permittivity, and reduce
the Curie temperature, but cause no significant change in
coupling coefficient, aging rate, volume resistivity, or low
amplitude mechanical or dielectric loss.

The last types of compositional modifiers are more dif-
ficult to classify and are called “thermally variable”. They
can exist in more than a single valence state and at more
than one type of ionic site. The feature of piezoelectric ce-
ramics doped with variable valence additives is much im-
proved temperature and time stability of the resonant fre-
quency. These materials are typically used in electric wave
filters or resonators where high temperature and time sta-
bility of the resonant frequency are required.

Fabrication Processes

The fabrication processes for piezoelectric ceramics are
similar to those used for electronic ceramics. Sequential
processes involve weighing the starting materials, mixing,
preliminary calcination, milling, shape forming, removing
all organic constituents, sintering, formulating electrodes,
poling, measuring properties, testing, and packing. Pol-
ing is the most critical step in the total fabrication pro-
cess. The poling process is necessary to induce piezoelectric
properties in polycrystalline ferroelectric ceramics because
ceramic bodies are generally macroscopically isotropic in
the “as-sintered” condition. The poling process can be car-
ried out by immersing the specimens in transformer oil at
a temperature of 100–150 ◦C, while applying a static elec-
tric field of 2.5–4.5 MV/m in a desired direction for a period
of 10–20 minutes to align the ferroelectric domains. In the
poled condition, the ferroelectric ceramics exhibit sponta-
neous polarization and have a component in the direction
of the applied field. To obtain the best piezoelectric pro-
perties, the temperature and applied static voltage must be
optimized in the poling process. The poling temperature is
limited by the leakage current, which can cause an increase
in the internal temperature that leads to thermal break-
down, whereas the electric field is limited by the break-
down strength of the ceramic. Higher fields can be used if
they are applied as a succession of short pulses. In another
poling method, called corona poling, high voltages of the or-
der of 104V are applied either to a single needle or an array
of needles; their tips are located a few millimeters from the
ceramic surface, and the opposite surface of the ceramic is
grounded to develop a high electric field in the ceramics.
The corona poling method has many advantages over con-
ventional poling, such as the capability of continuous pol-
ing for mass production and the use of samples that have
larger surface areas. Furthermore, it diminishes the risk of
electrical breakdown because the poling charge cannot be
quickly channeled to a “weak spot,” as it could be when us-
ing metallic electrodes. This method has been successfully
used for poling piezoelectric ceramic–polymer composites
such as PZT-epoxy (20). The alignment of the ferroelectric
domains in the direction of the poled field is never com-
plete in poled ceramics. However, depending on the type
of crystal structure involved, the degree of poling can be
quite high and ranges from 83% for the tetragonal phase,
to 86% for the rhombohedral phase, and to 91% for the
orthorhombic phase. The degree of poling also increases in

ascending order from polycrystalline ferroelectric ceram-
ics, to poled ferroelectric ceramics, to single-crystal ferro-
electrics, and to single-domain single crystals.

Applications of Piezoelectric Ceramics

Both direct and inverse piezoelectric effects can be used
for applications of piezoelectric ceramics. In general, the
use of the direct piezoelectric effect can generate a high
voltage by applying a compressive stresses, whereas us-
ing the converse piezoelectric effect, small displacements
can be generated by applying an electric field to a ceramic
piece. Similarly, vibrations can be produced by applying
an alternating field to a ceramic piece and can be detected
by amplifying the field generated by vibrations incident
on the ceramic. The flexor transducer, which consists of
two piezoelectric ceramic thin plates poled in opposite di-
rections, is used in gramophone pick-ups and ultrasonic
accelerometers. Filters and other devices can be made to
generate surface waves at frequencies that exceed 1GHz,
and ultrasonic motors provide an opportunity to illustrate
many important concepts.

The ultrasonic motor is based on the concept of driving
a rotor by mechanical vibration excited on a stator via the
piezoelectric effect. The rotor is in contact with the stator,
and the driving force is the frictional force between the ro-
tor and stator, in contrast to conventional electric motors
that are based on electromagnetic conversion. The ellipti-
cal trajectory of the surface points of a stator is used to
generate a rotational, or translational, motion in the rotor
or slider. These elliptical motions may be generated either
by exciting both longitudinal and bending vibrations of a
beam or longitudinal and torsional vibrations. The unique
features of ultrasonic motors are high output torque, quick
response, large holding torque without energy dissipation,
and operation free of a magnetic field. Many types of ultra-
sonic motors have been proposed that can be classified by
the type of elliptical particle motion created in the stator.
Here, we introduce only two types of ultrasonic motors: the
standing-wave type and the traveling-wave type.

The standing-wave type is sometimes referred to as a
vibratory-coupler type, or a “woodpecker” type; a vibratory
piece is connected to a piezoelectric driver, and the tip por-
tion generates flat elliptical movement. The vibratory piece
is attached to a rotor, or slider, and provides intermittent
rotational torque, or thrust. In general, the standing-wave
type is highly efficient, but lack of control in both clock-
wise and counterclockwise directions is still a problem. In
comparison, a wave in the traveling-wave type motor is ex-
cited by piezoelectric elements bonded to the stator. The
traveling wave is obtained by superimposing two stand-
ing natural flexural waves equal in amplitude, but differ
in phase by 90◦, both spatially and temporally. The tempo-
ral difference is obtained by using one wave generated by
the voltage U0sin(ωt) and the other by U0cos(ωt); the spatial
phase difference results from the 3λ/4 and λ/4 gaps between
the two poled segments, as shown in Fig. 5. By propagating
the traveling elastic wave induced by the thin piezoelectric
ring, a ring-type slider in contact with the “rippled ” surface
of the elastic body bonded onto the piezoelectric elements is
driven in both rotational directions by exchanging the sine
and cosine voltage inputs. Another advantage of this motor
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Figure 5. Operating principle of the ultrasonic rotary motor. (a) Side
view, (b) plan view showing the poled segments and driving scheme.

is its thin design that makes it suitable for installation in
analog instruments (21).

Future Trends in Piezoelectric Ceramics

Presently, PZT-based piezoelectric ceramics are leading
materials for use in piezoelectric transducers, but recent
concerns for the environment, safety, and health have
prompted increasing research activity into Pb-free piezo-
electric materials. To meet the extremely diverse applica-
tions, hybrid piezoelectric composites made by combining
piezoelectric ceramics with other advanced materials are
urgently required. Piezoelectric composites have some
unique properties and functions such as improved dynamic
response, high sensitivity to weak hydrostatic waves, dam-
age resistance and control, which can be used to tailor or
tune the overall performance of a smart structural sys-
tem. Numerous efforts and exploratory approaches have
been made to develop piezoelectric composites of piezoelec-
tric ceramic and metal, piezoelectric ceramic and polymer,
and piezoelectric ceramic and shape memory alloy (22–
24), which represent a significant potential for advanced
composites for smart systems. Numerical modeling and
computer simulations of piezoelectric composites, in con-
junction with some efforts in experimental characteriza-
tion, will lead to the optimization of technical factors, such
as structural design, geometry, processing parameters, and
material selection, and in turn the improvement of the
overall performance of piezoelectric composites. A major
issue in piezoelectric composites is the creation of stresses,
permanent strains, and cracks owing to a mismatch in ther-
mal expansion and other physical properties of dissimilar

components in composites. To solve these problems, it is
necessary to develop functionally graded composites that
have gradients in composition, microstructure, and prop-
erties through one or more layers. Such an approach offers
a number of advantages over the traditional methods of
tailoring the compliance of composite materials, or struc-
tural elements, and opens up new horizons for novel appli-
cations.

FUNCTIONALLY GRADED MATERIALS

Background

Composite materials have been widely used for applica-
tions ranging from sporting and recreational accessories
to advanced aerospace structural and engine components.
Traditionally, the compositions and microstructures of
composite materials are statistically homogenous, and
have no significant spatial variations in properties. The
development of space airplanes for the twenty-first cen-
tury poses enormous technical problems, particularly for
materials of superior heat resistance. The usual ceramic
composites that combine a ceramic matrix and a dispersed
phase are not expected to withstand the severe space
environment or the high thermal stresses generated by the
extreme temperature gradient experienced during reentry
from space. Thus, materials that have superior stress
relaxation, superior oxidation, thermal shock resistance,
and other related characteristics are highly desirable. To
meet these specific requirements, the concept of function-
ally graded materials (FGMs) has been proposed (25). By
definition, FGMs are used to produced components that
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feature engineered gradual transitions in microstructure
and/or composition, whose presence is motivated by
functional performance requirements that vary with
location within the part. FGMs meet these requirements
in a manner that optimizes the overall performance of the
component. Thus, FGMs have grown to become one of the
major current themes in structural materials research.
They have also received considerable attention in a variety
of nonstructural applications, where gradients in composi-
tion are deliberately introduced to optimize some physical
properties and in areas where issues of mismatched ma-
terial properties exist. The potential benefits derived from
this new class of materials have led to increasing research
activity in their design, processing, and applications.

Characterization

Functionally graded materials are composed of two or more
phases, that are fabricated so that their compositions vary
in some spatial direction and are characterized by nonlin-
ear one-, two- or three-dimensional gradients that result in
graded properties. They are distinguished from traditional
composites by gradients of composition, phase distribu-
tion, porosity, grain size and texture, and particles or fiber
reinforcement. From the viewpoint of their applications,
FGMs can be classified as functionally graded coatings,
functionally graded joints, and functionally graded mate-
rials, per se. Such a classification provides a good model
for theoretical approaches and related numerical calcula-
tions for residual stress analyses (26). However, there is
no significant difference in the structure and properties of
the gradient volume among these FGM patterns. In con-
trast, based on their compositions, FGMs can be also cla-
ssified as metal–ceramic, metal–metal, ceramic–ceramic,
etc. The porosity, grain size and texture, or the gradient
distribution (one-, two-, and three-dimensional) can also
be used to classify FGMs. Note that the so-called back
properties (e.g., modulus, thermal conductivity, electrical
resistance, and specific heat) of FGMs (as for other mate-
rials) depend essentially on chemical composition rather
than the structure, whereas the structurally sensitive
properties such as strength, fracture toughness, and op-
tical and magnetic characteristics depend on both crys-
tal and microstructure. This observation should be consi-
dered when designing and analyzing gradient components
because the structure of the final materials may affect
both the desired properties and other incidental properties.
Thus, the ultimate goal of FGM development is to fabricate
components that have a predetermined concentration pro-
file that best achieves the desired purpose for the material,
and maintains other properties within limits that ensure
acceptable performance.

Processing Methods

Several different physical and chemical methods are used
to prepare FGMs (27,28). Each method has its own advan-
tages and drawbacks, so it is difficult to predict a best-fit
single method that will satisfy most of the requirements
and technical limitations of the whole FGM spectrum. One
of the potential answers may be optimal combination of

several methods. This combination will differ for each sys-
tem, depending on the properties of the component mate-
rials.

The starting materials can be gases, liquids, or solids.
If the starting materials are vapors, all CVD and PVD pro-
cesses are available in principle. Compositional gradients
can be easily obtained by continuously adjusting the ratios
of the reactants in the mixture. The vapor method is one
of the easiest ways to control the concentrations of phases
being dispersed, but it is mainly suitable for obtaining com-
positional gradients in a thin film, or plate, across the ma-
terial thickness.

Using liquids as starting materials, spraying is quite
effective in achieving a graded structure. The major ad-
vantages of spraying are its flexibility and high deposi-
tion rates. Furthermore, plasma spraying can provide the
possibility of coating a device that has complex shapes.
Graded compositions can be obtained by adjusting the
spray composition discretely or continuously. FGMs based
on YSZ/Ni–Cr have been successfully prepared by this
method (29).

Using solids, powder metallurgy or ceramic sintering
are ideally suitable for fabricating FGMs because of the
close microstructural control and versatility inherent in
these techniques; they are widely used in industry be-
cause of the simple equipment and cost-efficient technol-
ogy. Sizable and bulk functionally graded materials that
have complex structures can be produced by this method,
and transition phases in the thickness direction can be
tailored from less than 1 mm to several centimeters, if de-
sired. Several approaches have been proposed and tested
to obtain a green body that has compositional gradients.
The simplest is compositional distribution in a stepwise
form, for example, many layers stacked in a block, which
is then compacted and sintered to form FGMs (30). Another
method uses centrifugal force, combined with gravity. The
powder mixture is fed into the center of a centrifuge, from
which it is projected toward the outer wall. The powder
gradually forms a ring that has a through-thickness gra-
dient (31). Self-propagating, high-temperature synthesis
(SHS) is also a simple method that consists of simultaneous
synthesis and forming (32, 33). The rapid propagation of
a combustion reaction and low energy requirements limit
elemental diffusion and allow one to conserve the graded
composition designed in the green body. The SHS method is
suitable for fabricating FGMs from components that have
different high melting points and are chemically unreac-
tive. The thin-sheet lamination method is a wet process,
in which sheets that have different volume fractions are
piled and pressed to form a graded green body and then
sintered.

Other methods for producing functional or structural
gradients such as sedimentation processes and magnetron
sputtering have also been investigated. They have been
used for gradient and multilayered thin coatings, but their
application ranges are very limited. In general, the re-
quirements and technical limitations of the whole FGM
spectrum are quite diverse, so the methods for fabri-
cating FGMs need to be versatile, but further work is
needed to facilitate the transfer of production to industrial
practice.
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Modeling and Design

During the past 10 years, a variety of models have been es-
tablished to describe the response of FGMs to thermal and
mechanical loads, the chemical compatibility and degra-
dation of interfacial layers, thermally activated diffusion,
thermal stability, fabrication, and measurement of process-
ing and/or service-induced residual stresses. Models devel-
oped for the spatial distribution of composition have been
examined, followed by models developed for various as-
pects of FGM behavior and models for design and per-
formance.

Models for Spatial Distribution of Composition. FGM
models generally require an assumption for the spatial dis-
tribution of their constituent phases. For instance, consider
an FGM that consists of two constituents denoted 1 and 2,
respectively. Assume that the geometry is one-dimensional
in the x direction, the direction of the functional gradient. A
simple equation (34) describes the compositional gradient
as

f1(x) =
(

x2 − x
x2 − x1

)n

, (9)

where f1(x) is the local volume fraction of phase 1 as a con-
tinuous function (the volume fraction of phase 2 is 1 − f1(x)
if the material is fully dense), x1and x2 are the border re-
gions of pure phase 1 and 2, respectively, and n is a variable
functionally graded index, whose magnitude determines
the curvature of f1(x). The curvature can be made con-
cave upward, or downward, to a greater or lesser degree
by selecting a proper functionally graded index n. Another
approach to modeling the spatial distribution of composi-
tion is to select f1(x) varying discontinuously in a finite
number of steps across the functionally graded direction.
This would be appropriate to describe a multilayered FGM
where the composition of each layer differs from one layer
to the next. Based on knowledge of f1(x) and other informa-
tion (such as the composition-dependent microstructure),
one can determine the corresponding x dependence of ef-
fective values for evaluating physical properties such as
thermal conductivity, Young’s modulus, and the coefficient
of thermal expansion. These, in turn, can be used to calcu-
late the distributions of stress and temperature. The tem-
perature distribution T(x) under steady-state conditions
can be determined by the equation (34),

λ(x)
dT(x)

dx
= constant, (10)

where λ(x) is the thermal conductivity. The solution to this
equation is subject to appropriate boundary conditions.
The determination of f1(x) is related to the design, whereas
the calculation of T(x) is related to the performance as well
as fabrication. However, the calculation of T(x) may indi-
cate a need to revise the current f1(x), if the evaluated
thermal stress has an excessively high value.

Systems Approach to FGM Modeling. A useful appro-
ach developed for the overall modeling of FGM process-
ing, called the inverse design procedure, is based on the

properties of a homogenous composite material that has a
certain composition ratio, materials and design databases,
and known rules of mixture (35). Such an approach has
been widely used in calculating the optimum compositional
distribution for a material. The flow chart of the inverse de-
sign procedure is illustrated in Fig. 6. Here, the structure
and the boundary conditions are specified initially. Then,
several combinations of materials are assumed along with
different assumptions for the spatially dependent mixture
ratio. The distributions of stress and temperature can be
calculated for these various combinations, and the calcula-
tions are repeated until optimum conditions are obtained.
Based on these calculations, a FGM that excels in offering
thermal relaxation can be prepared by various methods.
Another system-based approach to the optimization pro-
cess, used by Tanaka et al. (36), consists of the following
sequence of steps: (1) select the initial compositions prop-
erly; (2) carry out a preliminary analysis of nonstationary
heat conduction and thermal stress; (3) examine the design
(failure) criteria at each step; (4) if the design criteria are
violated, calculate a quantity known as the thermal stress
sensitivity increment; (5) find the optimum composition
profile that satisfies the design criteria; (6) repeat the anal-
ysis of nonstationary heat conduction, and thermal stress
using the optimum composition profile determined; (7) if
the design criteria are violated at another step, return to
step (4). Note that these system-type approaches to FGM
design are just ordered sequences of steps carried out to
ensure that the resultant material performs adequately in
its intended application.

Models Developed for Behavior of FGM. To use FGMs
practically, performance tests should be established that
include local evaluation of the microstructure and mate-
rial properties to reveal the performance of the designed
structure and property distributions and evaluation of the
overall performance of FGM properties. To understand the
performance of the FGM better, some models for describ-
ing the behavior of FGMs have been developed. A modified
micromechanical model (37) is presented for the response
of functionally graded metal–matrix composites subjected
to thermal gradients. In this model, the actual microstruc-
tural details are explicitly coupled with the macrostruc-
ture of the composite, which is particularly well suited
for predicting the response to thermal gradients of thin-
walled metal–matrix composites that have a finite number
of large-diameter fibers in the thickness direction. A non-
destructive method for detecting and evaluating the distri-
bution of elastic parameters in the graded direction of an
FGM by using ultrasonic waves has also been developed
(38). The principle is based on the reflection of an impulse
response. The acoustic impedance (defined as the product
of density times the speed of sound) profile is first deter-
mined by ultrasonic waves, and then the profile of elastic
modulus is evaluated using the equation (38)

V = E
ρ(1 − ν2)

(11)

where V is the speed of sound, ρ is the density, and ν

Poisson’s ratio. This method has been successfully used in
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Figure 6. Flow chart of the inverse design of
functionally gradient materials.
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Ni–ZrO2 FGMs to evaluate the accuracy of the design. A
finite element model developed by Miller et al. (39) was
intended to be a guide for both the design and fabrication
of NiAl–Al2O3 FGMs. This model was applied to estimate
residual stress as a function of the structure of the materi-
als and the effects of thermal recycling. A coupled thermoe-
lastic model is also being developed to study the thermal
shock response of a metal/ceramic FGM to abrupt heating
(40). Modeling studies of FGMs are clearly an essential in-
gredient to attaining the successful performance and have
shed light on the future directions, but much work in mod-
eling remains (41).

Applications of FGMs

The initial goal in developing FGMs was to obtain thermal
barrier materials usable in space structures and fusion re-
actors and also in future space-plane systems. However, a

variety of nonstructural FGMs whose compositional gra-
dients were introduced deliberately to optimize physical
properties, such as electrical, magnetic and optical prop-
erties, have been developed recently (42–50). By control-
ling the compositional gradient in the radial direction, a
optical fiber that has a graded refractive index can be pre-
pared (48). Such graded index materials possess unique
and useful optical properties that cannot be achieved by
conventional optical materials, which have a constant re-
fractive index. By this method, very low optical loss can be
achieved in a wide wavelength range from the infrared to
the ultraviolet spectrum (48). An important technological
issue in nuclear power generation is the development of
reactor core materials that have superlong lifetimes, high
temperature strength, and high resistance to deformation
and irradiation damage (51). The development of an FGM-
type nuclear furnace is highly desired for this application.
In optoelectronic devices, graded semiconducting layer
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of InGaAs sandwiched between GaAs and InGaAs layers of
fixed composition are used to increase the mean spacing of
misfit dislocations and to control the density, and spatial
distribution of threading dislocations (52). Furthermore,
FGMs such as FGM semiconductors or superconductors
that have gradients of quantum characteristics have been
developed (50). Recently the application of FGMs in elec-
tronics is also increasing rapidly (50).

Piezoelectric Ceramic Materials. Recent trends in manu-
facturing electronic components are moving toward im-
proved lightness, high density, and miniaturization. There-
fore, electronic components that can be integrated with
substrates or coating-materials and two- and/or three-
dimensional composite components are strongly needed.
The FGM technique is very suitable for fabricating
such electronic components. By controlling the graded
compositions between the component and substrate, the
problems of spallation of components from the substrate
can be effectively reduced and the stability of the electronic
components can be greatly improved. PZT piezoelectric ce-
ramics are widely used in electronic components, such as
ultrasonic vibrators and ceramic filters (4,19). To improve
the temperature stability of the piezoelectric and its di-
electric properties, a third component that has a perovskite
structure is usually incorporated into PZT to adjust the dis-
tributions of piezoelectric and dielectric properties and to
increase the lifetime of the piezoelectric components (53–
55). Piezoelectric bimorph benders are typical solid-state
actuators that are composed of two piezoelectric ceramic
strips bonded together by bonding agent (usually by epoxy
resin) and fixed at one end to form a cantilever structure
(4,10). The major problem of the device is that the bond-
ing agent between the two oppositely poled piezoelectric
ceramic strips may crack or peel off at low temperatures
and may creep at a high temperature. Such problems may
lead to deterioration of the electric-field induced displace-
ment characteristics and reduced reliability and lifetime
of the piezoelectric devices. To overcome these problems,
a new type of piezoelectric actuator that has a sandwich
structure has been recently developed, where the bonding
agent is replaced by a FGM interlayer. The schematic struc-
ture of the FGM actuator is illustrated in Fig. 7a. The func-
tional gradients of piezoelectric and dielectric properties
vary in opposition to each other across the thickness of the
FGM actuator, as shown in Fig. 7b. Thus, the FGM actuator
acts like a monomorph-type piezoelectric device without
a bonding agent and has improved durability and relia-
bility in high-temperature operation. The compositions of
the piezoelectric layer (that have high piezoelectric activity
and low dielectric properties) and the dielectric layer (that
has low piezoelectric activity and high dielectric proper-
ties) may be chosen by referring to the electrical property
database of the Pb(Ni1/3Nb2/3)O3–PbZrO3–PbTiO3 (PNN–
PZ–PT) ternary system. Because lattice parameters of the
perovskite structure and the sintered characteristics of
PNN are similar to those of PZT, they have better struc-
tural compatibility. By suitably selecting the compositions
of the piezoelectric and dielectric layers, an FGM actuator
can be prepared by powder metallurgy or ceramic sintering
(56,57). The compositional and microstructural gradients
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Figure 7. (a) Schematic structure of a functionally graded piezo-
electric ceramic actuator. A: dielectric layer, B: piezoelectric layer,
C: sandwich, D: electrode, E: applied electric field, and P: polariza-
tion; (b) variations of piezoelectric activity and dielectric activity
across the thickness of the actuator.

across the section of the FGM actuator are shown in Figs. 8
and 9, respectively, and the related bending displacement
of the FGM piezoelectric actuator is shown in Fig.10.

Other types of monomorph piezoelectric ceramic actua-
tors that have graded electrical resistivity across the thick-
ness, as shown in Fig. 11, are fabricated by tape casting
(58) or by uniaxially pressing two layers of different re-
sistivities (59); graded resistivity is achieved by doping
PZT ceramics with a gradual dopant concentration. Such
gradual dopant concentration and resitivity gradients at-
tained within a monolithic piezoelectric ceramic bar could
result in a uniform stress gradient when a thickness poled
monomorph is driven by an external electric field. This pre-
vents a steep stress peak that is caused by a sharp pol-
ing gradient in a conventional bimorph. Then, significant
increases in lifetime and reliability can be achieved. The
application of an external electric field causes a monolithic
ceramic bar to bend due to the differential strains induced
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Figure 8. (a) General SEM observation on the morphologies of grains across the section of the
FGM actuator; (b), (c), and (d) high magnification SEM images of regions A, AB, and B indicated
in Fig. 8a. The grain sizes in the A, AB, and B regions are 10, 6, and 4µm, respectively.
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Figure 11. Schematic diagram of the field distribution and the
structure of a monomorph that has graded electrical resistivity
across its thickness.

by the piezoelectric effect. A monomorph that is initially
undoped PZT-5A on one side and PZT-5A modified by
2 mol% zinc borate on the other side shows a 28 µm/cm de-
flection in an external electric field of 5 kV/cm (58). Chat-
terjee et al. also developed a multilayered rainbow type
actuator that has graded piezoelectric properties across
the thickness (60). Theoretical analyses of out-of-plane dis-
placement and stress fields in such FGM piezoelectric ac-
tuator have been carried out by using a modified classical
lamination theory (61). The results show that the linear
profile has the best performance in higher out-of-plane dis-
placement and moderate stress field and the concave dis-
placement gave a larger out-of-plane displacement, but at
the cost of higher stresses. It is possible to optimize the
material property gradient profile within an FGM to pro-
vide out-of-plane displacements higher than those of stan-
dard piezoelectric bimorphs and still maintain moderate
stress levels. The governing equations for a piezoelectric
plate that has general symmetry and thickness-graded ma-
terial properties are deduced from the three-dimensional
equations of linear piezoelectricity by Mindlin’s general
procedure of series expansion (62). Recently, a more so-
phisticated model for calculating the bending behavior of
FGM piezoelectric actuators that have arbitrary graded
piezoelectric properties was proposed by T Hauke et al.
(63). Based on their model, it seems possible to build bend-
ing actuators that have strongly reduced or vanishing in-
ternal mechanical stress induced by using a FGM. Some
modeling results were verified experimentally by BaTiO3-
based FGM piezoelectric actuators using different model
structures.

Pyroelectric Ceramic Materials. In recent years, graded
ferroelectrics have become of interest due to their
unique properties (64–66) and the rapid development
of ferroelectric-based heterostructures [e.g., ferroelectric
semiconductor structures (67) and ferroelectric supercon-
ductor structures (68)]. For example, it has been demon-
strated that a graded ferroelectric thin film can exhibit
a large dc polarization offset. The sign of the offset is

determined by the direction of the composition gradi-
ent (64). Such an offset, reportedly, depends strongly on
temperature and thus, can be used in pyroelectric de-
tectors (66). The composition gradient can be tuned and
tailored to produce properties that meet the designated
requirements of practical applications, and many more
efficient sensors, actuators, and energy converters are
possible. Unlike in a simple structure of ferroelectric lam-
inates, the polarization gradient in graded ferroelectric
devices skews the potential wells to lower energy to fa-
vor populating the polarization states with lower energy
and breaks the symmetry of the graded material, result-
ing in a self-poling effect. The “built-in” difference in free
energy across a graded ferroelectric device is schemati-
cally shown in Fig.12, which can be likened to the “built-
in” barrier potential of a p-n junction in semiconduc-
tor devices. The polarization gradient can be achieved
in a variety of ways because the polarization of ferro-
electric materials is a function of temperature, mechani-
cal strain, and composition. Recently, several graded thin
films, such as (Ba1−xSrx)TiO3(BST) (66, 69, 70), PZT (71),
(Pb,Ca)TiO3 (72–74), and Pb1−3y/2Lay(Zr0.4Ti0.6)O3 (PLZT)
(75), whose compositional gradients are normal to the

Figure 12. A graded potential well for electrons in a graded ferro-
electric device skewed by its graded polarization below the lowest
Curie temperature of the graded device.
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growth surface, have been prepared by different methods.
Such functionally graded devices exhibit several features,
including broadening of the dielectric permittivity versus
temperature plot, polarization offsets dependent on the di-
rection of the compositional gradient, and electric field de-
pendence of that offset, as shown in Fig. 13. A modified
Slater model (76) was applied to explain these phenomena,
in which the energy function for a ferroelectric material is
characterized by

ξ = k0(T − TC)x2 + Bx4, (12)

where x is the ion displacement relative to a central
charge, T and Tc are the absolute and Curie tempera-
tures, respectively, and k0 and B are characteristic func-
tions of temperature as well. Such a potential implies a

Figure 13. (a) Broad temperature dependence of the capacitance
of a graded Ba1−xSrx TiO3 thin film at x = 0, 0.47, 0.54, 0.70, 1.0,

compared with a single layer of BaTiO3 thin film; (b) positive po-
larization offsets in upgraded (Pb,Ca)TiO3 thin films; (c) negative
polarization in downgraded (Pb,Ca)TiO3 thin films. The magni-
tude of the offsets shown in Fig. 13b, c depends strongly on the
driving electric field.

ferroelectric state when the temperature falls below the
critical temperature Tc. When T < Tc, an energy extreme
exists at x = 0 and also at

x = ±
√

k0(TC − T)
2B

. (13)

The latter corresponds to the two spontaneous polariza-
tion states of ferroelectric dipoles. The self-poling phe-
nomenon (“up” and “down” polarization hysteresis) is
observed in graded ferroelectric thin films; however, its ori-
gin is still unclear, even though some legitimate interpreta-
tions have been proposed, including charge injection at the
electrodes, nonuniformities in the thin film structures due
to asymmetries in the growth process, leakage currents,
and electrical breakdown of the films. Functionally graded
ferroelectric thin films offers a significant approach to find-
ing a method that combines the advantages of low-cost thin
film processing with the high sensitivity of bulk ceramic
and single-crystal materials. The unique properties ob-
served in FGM ferroelectric materials may lead to new
ferroelectric device applications; however, these unique
properties have not been fully studied and are not well
understood. The development of FGM ferroelectric thin
films is still in its initial stage, so many problems
remain unsolved and technical challenges lie ahead.

SUMMARY

In this article, we initially discussed current piezoelectric
ceramic actuators and then focused on introducing piezo-
electric ceramics, including the general characteristics,
compositions, fabrication, and applications of piezoelectric
ceramics, and finally reviewed the recent progress of FGMs
and their applications in piezoelectric ceramic devices.
FGMs, as a relatively new technology for solving the major
problems and the development of the sharp interfaces at
the joint of two dissimilar materials appear to have proven
their worth in a variety of applications. Combinations of
FGM technology with intelligent systems can be used to
tailor, or tune, the overall performance of smart structural
systems. It has been shown that the combination of theo-
ries, experiments, and computational simulations (such
as neural network and fuzzy inference simulations) is an
effective approach to developing FGMs. Because a com-
pletely or partially graded structure can be formed in any
material and component, application of the FGM concept is
virtually unlimited. The materials science developed in the
twentieth century was based mainly on homogeneous ma-
terial systems. It is likely that the twenty-first century will
see the development of new materials science and techno-
logy for nonhomogeneous materials and systems that have
optimized structures, like FGMs.
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INTRODUCTION

In the past decade, technological developments in ma-
terials and computer sciences have evolved to the point
where their synergistic combination have culminated in a
new field of multidisciplinary research in adaptation. The

advances in material sciences have provided a comprehen-
sive and theoretical framework for implementing multi-
functionality in materials, and the development of high
speed digital computers has permitted transforming that
framework into methodologies for practical design and pro-
duction. The concept is elementary: a highly integrated
sensor system provides data on the structural environment
to a processing and control system which in turn signals
integrated actuators to modify the structural properties
appropriately.

Multifunctional materials embedded in adaptive com-
posite systems have presented exceptional promise in engi-
neering design problems that require solutions in active vi-
bration suppression, shape control, and noise attenuation.
Piezoelectric materials, shape memory alloys, and magne-
tostrictive materials are the three most recognized types.
These materials develop strains or displacements when ex-
posed to electric, thermal, and magnetic fields, respectively.

ACTUATORS AND SENSORS

Actuation Technology

When a shape memory alloy is heated above a criti-
cal temperature, the material recovers its original prede-
formed shape. The most common commercially available
shape memory alloy is Nitinol. This alloy is very ductile
and can be deformed easily. In addition, it also has good
strength and strain rate, it is corrosion resistant, and it
is stable at high temperature. A limited number of efforts
aimed at using shape memory alloys as actuators in com-
posite structures have been made. Recent studies include
the work by Boyd and Lagoudas (1) in developing a mi-
cromechanical model for shape memory composites, and
Sullivan (2), who developed a model to predict shape mem-
ory composite behavior. Other significant theoretical stud-
ies on modeling systems that contain shape memory alloys
include the works by Liang and Rogers (3), Feng and Li
(4), and Graesser and Cozzarelli (5). Research on using
shape memory alloys in active structural control include
the works by Baz et al. (6), Ikegami et al. (7), and Maclean
et al. (8).

Magnetostrictive materials change dimensions when
placed in a magnetic field. Terfenol-D is the most popular
commercially available magnetostrictive material. Recent
research on magnetostrictive materials shows that they
provide strokes significantly larger than their electrome-
chanical counterparts; however, they tend to be difficult to
implement in structural systems (9). Work on composites
that incorporate magnetostrictive materials include the
unimorphs by Honda et al. (10) and the microcomposite
systems by Bi and Anjanappa (11).

Piezoelectric materials present two distinct charac-
teristics: the “direct” piezoelectric effect occurs when a
piezoelectric material subjected to a mechanical stress
becomes electrically charged. Thus, these devices can be
used to detect strain, movement, force, pressure, or vibra-
tion by developing appropriate electrical responses. The
“converse” piezoelectric effect occurs when the piezoelec-
tric material becomes strained when placed in an electric
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field. The ability to induce strain can be used to generate
a movement, force, pressure, or vibration by applying a
suitable electric field. The most popular commercial piezo-
electric materials are lead zirconate titanate (PZT) and
polyvinylidene fluoride (PVDF). The potential of applying
piezoelectric materials as distributed actuators in compos-
ite structures has resulted in several significant studies.
Suleman and Venkayya (12) modeled a simple composite
plate structure of piezoelectric layers using classical lami-
nation theory; however, the first reported studies on adap-
tive composites include the works by Bailey and Hubbard
(13), Crawley and de Luis (14), Leibowitz and Vinson (15),
and Wang and Rogers (16).

The electrostrictive phenomenon is a nonlinear prop-
erty that exists in all dielectric materials. When an electric
field is applied across an electrostrictive material, the posi-
tive and negative ions are displaced, and a strain is induced
in the material. The resulting strain is proportional to the
square of the applied electric field and is independent of
the applied electric field’s polarity. Because the strain is
proportional to the square of the electric field, the strain
is always positive. This is analogous to the magnetostric-
tive behavior described earlier. The most popular elec-
trostrictive material is lead magnesium niobate (PMN);
however, this material is still not widely available commer-
cially. These materials generally offer higher electrically
induced strain with lower hysteresis than piezoelectric ma-
terials, due to nonlinearities; however, constitutive models
for electristrictors are not as mature as models for piezo-
electrics. Hom and Shankar (17) formulated a fully coupled
constitutive model for electrostrictive ceramic materials.
Electrostrictive materials used as distributed actuator el-
ements in adaptive composites have not been reported in
the literature.

Magneto- and electrorheological fluids are multi-
phase materials that consist of a dispersion of polarizable
particles in a carrier oil, and they exhibit the properties
of a typical viscoelastic material. The use of electrorhe-
ological materials for vibration damping has been the
subject of considerable research because these materials
exhibit fast, reversible, and controllable changes in behav-
ior. However, despite advances in sensing and controls, fun-
damental rheological research applied to vibration damp-
ing has lagged behind. Specifically, essential information
on material-based structural reliability and controllability
is still needed to implement such systems successfully.

Typically, the performance of an actuator is evaluated
in terms of the following characteristics: displacement (the
ability of the actuator to displace an object, force generation
(the amount of force the actuator can produce), hysteresis
(the degree of reproducibility in positioning operations),
response time (how quickly an actuator can start the ac-
tuation process), bandwidth (the range of frequencies in
which the actuator can operate effectively), temperature
range of operation, repeatibility and precision of the actu-
ator, power required to drive the actuator, mass of actua-
tor material required for a given displacement; and cost.
Table 1 presents the general characteristics of commer-
cially available actuators (18).

The piezoelectric PZT provides the potential for the
greatest force handling capability. PZT also operates across

Table 1. Actuator Technology Assessment

Nitinol Terfenol-D PZT

Energy Heat Magnetic field Electric field
Hysteresis High Low Low
Bandwidth Low Moderate High
Accuracy Poor High High
Response time Low Fast Very fast
Power use High Moderate Moderate
Maturity New New Established

the highest bandwidth of the microactuators and has
among the highest displacements. Electrostrictive PMN
possesses the lowest hysteresis of any of the actuator mate-
rials. However, the temperature operating limits for PMN
would require special insulation. Although PZT is pre-
ferred for most applications, future commercial applica-
tions may favor direct replacement of PZT with PMN be-
cause of its superior hysteresis efficiency.

The shape memory material, Nitinol, produces the
greatest displacements but the weakest force of the actua-
tors under consideration. This material is very ductile and
consequently does not support as much force as other ac-
tuator materials. However, it does give it the advantage
of being easily shaped into different actuator geometry. It
is less desirable from the point of view of precision and
economy of design due to its power consumption, accu-
racy, and hysteresis characteristics. It can also be observed
that Terfenol-D and PZT compare very closely in these gen-
eral characteristics. For deformation of thin structural el-
ements, the most widely used multifunctional materials to
date have been piezoelectric actuators. Piezoelectrics have
higher bandwidths than are possible in shape memory al-
loys, they are more compact than magnetostrictive devices,
and they are bidirectional by nature, unlike electrostrictive
materials.

Sensing Technology

Optical fibers make excellent strain sensors because they
are immune to electromagnetic interference. Optical fibers
can be bonded to the surface of a structure or embedded
directly into the structure. There are many types of opti-
cal fiber sensors. The more useful fiber-optic strain sensors
uses the intrinsic properties of the optical fiber. In an in-
trinsic fiber measurement, one or more of the optical field
parameters, which include frequency, wavelength, phase,
mode index, polarization, index of refraction, and attenu-
ation coefficient, are affected by the environment.

Piezoelectric sensors tend to operate best in dynamic
situations because the induced charge imbalances created
by straining the material dissipate with time. How quickly
this occurs depends on the material’s capacitance, resis-
tivity, and output loading. Force transducers use piezo-
electric elements to produce an electrical output that is
proportional to the applied force. The force transducer is
mounted in series with the force transmission path to ex-
pose the piezoelectric element directly to the forces that
are to be measured. Because the piezoelectric is preloaded,
the force sensor can measure both tensile and compressive
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Table 2. Sensor Technology Assessment

Fiber Optics PZT

Sensitivity Moderate Moderate
Gauge length Moderate High
Bandwidth High Moderate
Resolution High Moderate
Temperature range High High

forces. High stiffness ensures high resonant frequency,
and it will have a minimum effect on the structural
integrity.

In the case of sensors, the technologies considered for
adaptive composites must withstand the composite man-
ufacture process. Embedding issues make Nitinol a ques-
tionable choice. If the shape memory alloy had to be elec-
trically insulated from the conductive composite, it would
complicate the composite manufacturing process and in-
crease the cost significantly.

The performance of any sensor can be evaluated in
terms of sensitivity (amount of signal that a sensor pro-
duces for a given change in the variable), the length across
which the measurement is made, bandwidth (the frequency
range over which the sensor remains effective), response
time (the speed at which the sensor can respond to a change
in the variable), the temperature range across which the
sensor can operate, repeatability and precision of the actu-
ator, weight, and cost. Table 2 presents a relative assess-
ment of the sensor types considered suitable for embedding
in adaptive composite systems.

The temperature range is critical for an adaptive com-
posite system because it is anticipated that sensors may
be embedded and would therefore undergo the composite
curing process. Embedding would be feasible for fiber op-
tic sensors but not as desirable for PZT strain sensors.
From the point of view of assembly and handling, strain
gauges or even PZT are favored because of the availability
of knowledge and experience with these techniques.

ADAPTIVE COMPOSITE MODELING

This section presents the recent advances and trends in
finite-element modeling of adaptive composite systems,
and emphasizes particularly the development of finite-
element models for adaptive composites. Benjeddou (19)
presented an excellent survey of finite-element develop-
ments in piezoelectric elements. Electromechanical cou-
pling is the major feature added by a piezoelectric material
to standard structural finite-element modeling.

For the last two decades, there has been increased re-
search activity in finite-element modeling of adaptive com-
posites. The primary interest has been in the analysis of
piezoelectrically actuated composites, and early investiga-
tions were devoted to three-dimensional electromechani-
cal elements. Among the reported studies, Tzou and Tseng
(20) used variational methods to model finite-element
piezoelectric solids. Ha et al. (21) developed an eight-
node, three-dimensional, composite brick, finite-element
for modeling the dynamic and static response of laminated
composites that contain distributed piezoelectric ceramics

subjected to mechanical and electrical loading. The elec-
trical potential is taken as a nodal degree of freedom
that leads to an element that has four degrees of free-
dom per node. These models using three-dimensional fi-
nite elements can give accurate results by setting com-
putationally expensive refined meshes that have accept-
able aspect ratios. Classical plate theories have been pro-
posed to analyze rectangular piezoelectric plates (22–25).
Other plate formulations include the work reported by
Chandrashekhara and Agarwal (26), who used a finite-
element formulation based on first-order shear deforma-
tion theory to model the behavior of laminated compos-
ite plates that have integrated piezoelectric sensors and
actuators. The model developed does not introduce volt-
age as an additional degree of freedom. Tzou and Ye (27)
presented a laminated quadratic C◦ piezoelastic trian-
gular shell finite-element using the layerwise constant
shear angle theory that accounts for a constant approx-
imation of the nonlinear cross-sectional warping applied
to piezoelectric laminated systems. A model that contains
an actuator element, an adhesive interfacial element, and
an eight-node isoparametric plate element was developed
by Lin et al. (28). An analytic solution is also derived
and results are compared with the finite-element model.
Chattopadhyay and Seeley (29) used a finite-element
model based on a refined higher order theory to analyze
piezoelectric materials surface bounded or embedded in
composite laminates. The displacement field accounts for
transverse shear stresses through the thickness and satis-
fies the boundary conditions at the free surfaces. Through
numerical examples, they showed that the refined theory
captures important higher order effects that are not mod-
eled by the classical laminate theory. Recently, models us-
ing higher order theories for piezoelectric laminates can be
found in Reddy and Mitchell (30) and Jonnalagadda et al.
(31), among others.

Very few composite shell elements that have electrome-
chanical properties have been reported in the literature. A
four-noded shell element that extends the shallow shell
shear deformation theory has been proposed, using an
equivalent single-layer model for a three-layer shell (32).
An eight-noded quadrilateral shell element (33) that has
no electrical degrees of freedom using the 3-D degenerated
shell theory has also been proposed, where the piezoelec-
tric effect was treated as an initial strain problem. An ax-
isymmetric three-node triangular shell element has also
been developed to study mooney transducers (34). A 12-
noded degenerated 3-D shell element that has a layer-
wise constant shear angle has been formulated (35). How-
ever, more research is required to understand and quan-
tify the influence of the curvature on the piezoelectric
actuators and sensors. Suleman and Venkayya (12) re-
ported on an efficient finite-element formulation for vi-
bration control of a laminated composite plate/shell that
uses piezoelectric sensors and actuators. By modeling the
plate and the sensor/actuator system with the four-noded,
bilinear, Mindlin plate element, the problems associated
with the solid element are eliminated, and modeling the
plate and the sensor/actuator system with the four-noded,
bilinear, Mindlin plate element considerably reduces the
problem size.
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Finite-Element Formulation

To derive the equations of motion for laminated composite
structures (plate or shell) that have piezoelectrically cou-
pled electromechanical properties, recall the generalized
form of Hamilton’s principle,

δ

t2∫
t1

(T − � + We)dt = 0, (1)

where T is the kinetic energy, P is the potential energy,
and We is the work done by the electrical field. The kinetic
and potential energies can be written in the form

T =
∫
V

1
2

ρ ˙̄uT ˙̄u dV,

� =
∫
V

1
2

ScT
T cdV, (2)

where Sc and T c are the generalized electric strain and
stress vectors. The work done by the electrical forces can
be written as

We =
∫
Vp

1
2

SeT
T edVp, (3)

where Se is a vector of electrical field (potential/length),T e

is a vector of electrical displacement (charge/area), and Vp

is the volume pertaining to the piezoelectric material.

Constitutive Relationships

To apply piezoelectric materials in adaptive composite sys-
tems, the properties are defined relative to the poling di-
rection through the thickness, and the material is approxi-
mately isotropic in the other two directions. In matrix form,
the equations governing these material properties can be
written as

T
e = eT Sc + εSe, (4)

T
c = cT Sc − eSe, (5)

where e is the dielectric permittivity matrix, ε is the di-
electric matrix at constant mechanical strain, and c is
the matrix of elastic coefficients at constant electrical field
strength.

Strain–Displacement Relationships

The strain–displacement relationships for an electrome-
chanical composite element are based on the Mindlin first-
order shear deformation theory. The matrix that relates
the generalized strains to the displacements and rotations

can be written in the form

Sc =




∂

∂x
0

1
Rxx

0 0

0
∂

∂y
1

Ryy
0 0

∂

∂y
∂

∂x
2

Rxy
0 0

0 0 0 0 z
∂

∂x
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Electric Field Potential Relationships

For a laminated plate/shell that contains piezoelectric
layers/patches polarized along the transverse axis, the
in-plane electric fields vanish. The electric field potential
relationships are Se = −∇φ̄, where φ̄ is the vector of poten-
tial degrees of freedom. It is assumed that these are con-
stant throughout the plane of the piezoelectric patch/layer
and vary linearly through the thickness. Thus Se

i =
1

tpi
φi , where tpi is the thickness of the ith piezoelectric

layer/patch.
Substituting for the generalized stress and strain ex-

pressions in Eq. (1) gives the mass, elastic, and electrical
stiffness matrices. For the entire structure, using the stan-
dard assembly technique for the finite-element method and
applying the appropriate boundary conditions, we obtain
the complete equations of motion for a piezoelectrically ac-
tuated adaptive composite structure:

[
Mcc 0

0 0

] 


¨̄Uc

¨̄Uc


 +

elastic︷ ︸︸ ︷[
Kcc 0

0 0

] 
U c

U e




+

electric︷ ︸︸ ︷[
0 Kce

Kec Kee

] 
U c

U e


 = 0 (7)

To avoid shear locking in thin structural elements, a re-
duced order integration technique is used to evaluate the
shear stiffness term. For the actuation mechanism, the
structure is given applied voltages on the layers/patches,
and the static deformation is given by U

c = −K−1
cc KceU

e
.

The sensing mechanism is governed by the equationU
e =

−K−1
ee KecU

c
.

Finite-element techniques have also been developed
for other active materials, such as electrostrictive (36,37),
and magnetostrictive (38–40) systems. Boundary finite-
element techniques have also been proposed for piezoelec-
tric solids (41,42). However, most of the research activity
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has been devoted to developing models for piezoelectric-
based adaptive structural systems. It can be concluded
that although relative maturity has been reached, there
is a lack of curved two-dimensional and active constrained
layer damping shell finite elements and some quadratic
elements that save electric degrees-of-freedom represen-
tation.

APPLICATIONS

The application of adaptive composite systems in struc-
tural systems is vast and diverse. The literature indi-
cates that applications of adaptive composite structures
have been devoted mostly to dynamics and control analysis
of adaptive beams and plates. Other applications include
analysis of the thermal effect on active materials (43,44),
noise suppression (45–47), composite delamination (48),
precise position control (49), topology optimization (50),
panel flutter suppression (51), and structural health mon-
itoring and self-repair (52–55).

In this article, design problems in aircraft structures
that require active solutions using adaptive composites
to suppress vibration and control shape are presented.
Adaptive composite solutions to vertical tail buffeting sup-
pression, supersonic panel flutter envelope extension, and
aeroacoustic noise suppression are discussed.

Vertical Tail Buffeting Suppression

The primary passive solutions to dynamic aeroelastic prob-
lems are increased stiffness and mass balance, and these
were used as early as 1922. They still comprise the basic
passive means of improving the response and stability of
an aircraft. Increased stiffness has come to include com-
posite tailoring which can greatly alter the stability char-
acteristics of a given wing. Aeroelastic tailoring has made
airplane configurations, such as a forward swept wing, fea-
sible. Recently, aeroelastic tailoring has been used to en-
hance the performance of controllers. By the 1950s, the
concept of active control to improve the aeroelastic perfor-
mance of wings had emerged. One of the first aeroelastic
control experiments began in 1972 in NASA Langley Re-
search Center’s Transonic Dynamics Tunnel (56,57). The
model was a clipped delta wing that had a leading edge
and a trailing edge actuator. Since that time, control ex-
periments using flap actuators have studied a variety of
control design techniques and objectives. The Active Flexi-
ble Wing (AFW) project used the flexibility of the wing
in conjunction with active controls to provide greater ma-
neuverability. Multifunctional control systems were also
investigated in the AFW project. In addition to flutter sup-
pression experiments, there have also been gust alleviation
experiments.

Until now, the unifying factor of the previous work
was that the actuators were all aerodynamic control sur-
faces. One of the reasons for these actuators is that they
already exist on current aircraft. The development of
aeroelastic control has evolved in the last couple of decades,
a new actuation concept has emerged for structural control,
and this is direct strain actuation. Direct strain actuators
include materials such as piezoelectric ceramics and shape
memory alloys. Piezoelectrics have several advantages

over hydraulic actuators because they have a higher fre-
quency bandwidth of operation and because they act di-
rectly in the structure by straining it.

The DARPA/USAF Wright Laboratory program was to
design, build, and test wind tunnel models to quantify
performance improvements that could be achieved by in-
corporating smart materials such as PZTs for actuation
and sensing systems in aircraft wings. The Smart Wing
program performed wind tunnel tests at the NASA Lang-
ley Transonic Dynamic Tunnel to demonstrate the use of
smart actuator systems in a realistically modeled aircraft
operating environment. The wind tunnel test quantified
aerodynamic improvements of two concepts: the use of em-
bedded SMA wires in the trailing edge to provide a smooth
variable contoured control surface and SMA torque tubes
built into the wing structure that enabled the wing to be
twisted or torqued.

Several active vibration suppression concepts have
been investigated by a program shared between Daimler-
Benz Aerospace Military Aircraft (DASA), Daimler-Benz
Forschung (DBF), and Deutsche Forchungsantalt fur
Lufund Raumfahrt (DLR); two concepts using aerody-
namic control surfaces and two concepts using piezo-
electric components. In the DASA concept, a thin sur-
face of piezoactuators is set out to flatten the dynamic
portion of the combined static and dynamic maximum
bending moment loading case directly in the shell struc-
ture. The second piezo concept by DLR involves preloaded
PZT block actuators at structural fixtures. Both piezoelec-
tric strategies were aimed at straight open-loop perfor-
mance related to concept weight penalty and input electric
power.

The shape control of a flexible wing structure has a great
potential for improving the aerodynamic lifting-surface
performance. Significant reductions in the shock-induced
drag can be achieved by small adaptive modifications to the
wing cross-sectional profile. The results presented here are
the experimental wind tunnel results obtained to suppress
buffeting actively by using piezoelectric actuators to con-
trol the shape of the wing camber. Two methodologies are
presented and compared. One uses the piezoelectric actua-
tors in the traditional way, placing them at the root to gen-
erate bending moments that compensate for the mechani-
cal vibration along the span of the wing. The other method
consists of using the piezoelectrics to achieve airfoil camber
shape control to control lift, so that the change of lift can be
used to generate the same type of moments and hopefully
result in using fewer piezoactuators and less energy.

The plate wing motion was controlled by six piezo-
ceramic actuators bonded on the surfaces at the wing
mount root portion and two shape control actuators near
the wing tip. The piezo wafer sensors were located at the
wing mount root, and the signal was sent to a digital sig-
nal processor through filters. The control signal was sent
to power amplifiers. The amplified signal drove the piezo-
ceramic actuators and attenuated vibration at the wing
mount. This signal also drove the shape control actuators.
A control law was designed based on a discrete system
model.

Photographs of the test model system are presented in
Fig. 1a. The dimensions were determined on the basis of the
wind tunnel size, blowing air velocity, and the limitations
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Figure 1. (a) The experimental test article that has surface-bonded piezoelectric actuators; (b) first
three modal frequencies and shapes used in the controller design.

of the piezoceramic actuators. Structurally, it was aimed
at having a fairly flexible wing that had low bending and
torsion mode frequencies.

Six piezoceramic sensor patches (1.5′ long; 1.00′ wide;
0.0075′ thick) are bonded to the top and bottom of the plate
near the root. The actuators are divided in two groups,
those to produce moments, two pairs near the leading edge
and one near the trailing edge, all near the root to maxi-
mize the bending moment. The other group, which is re-
sponsible for the camber shape control, is located near the
wing tip to change the wing camber and produce favorable
changes in lift. A finite-element modal analysis was per-
formed to generate natural frequencies and model shapes
(Fig. 1b).

The experimental setup is based on a DSP state-of-the-
art laboratory facility created for testing and validating
the theoretical models and applying of active control
design. A rigid plate was placed at the upstream end of
the test section. The wake from this obstacle was used to
generate buffeting flow. The position of this object was eas-
ily adjusted so that the resulting wake impinged on the
model mounted downstream. Using the control law gain
set to the desired value, the tunnel speed was increased to
and then held constant at a preselected value. Buffet re-
sponse measurements were made at a velocity of 5.5 m/s.
The output signal from the PZT sensor was routed to a
transfer function analyzer that was used to calculate the
autocorrelation function of the response signal.

With respect to the gust alleviation tests, a special flap
was mounted upstream of the model to deflect the flow
so that a vertical wind component would appear (20%
of the wind tunnel velocity). The wind tunnel speed was

maintained at 5 m/s, and the flap would change its in-
cidence at 2.5 Hz, creating a vertical gust of 1 m/s that
excited the bending on the wing. Maintaining the gust at
this frequency and turning on the controller, the amplitude
decreased considerably.

An appreciable buffeting reduction has been ob-
tained, especially when using airfoil shape control, which
combined with the root actuators to decrease the average
buffeting amplitude from 32 to 47.5% (Table 3). The airfoil
shape control also decreased the frequency of the vibration
by 34%. The airfoil shape control has presented a feasible
engineering design solution where the piezoelectric shape
control actuators are used to create favorable changes in
lift characteristics.

Supersonic Panel Flutter

Panel flutter is a self-excited, dynamic instability of thin
plate or shell-like structural components of flight vehicles.
It is a supersonic/hypersonic aeroelastic phenomenon that
is often encountered in the operation of high-speed aircraft
and missiles. The mode of failure for panel flutter is fa-
tigue due to limit-cycle oscillations. Therefore, to increase
the critical dynamic pressure or to suppress the limit-cycle
oscillations is an important design consideration. Conven-
tional design is to increase the panel stiffness, which in
turn, may result in additional weight.

Many researchers have investigated the supersonic
panel flutter suppression problem. Dowell (58) gave a com-
prehensive overview of panel flutter, and Olson (59) and
Bismarck-Nasr (60) presented applications of the finite-
element method to linear flutter problems for isotropic
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Table 3. Active Wing Shape Control (Buffeting Suppression)

Bending Control Only Bending + Shape Control

Average Average
Amplitude Frequency Amplitude Frequency

Control law off 585 mm 1 Hz 620 mm 1 Hz
Control law on 395 mm 0.9 Hz 325 mm 0.66 Hz
Improvement 32% 10% 47.5% 34%

materials. Lee and Cho (61) and Liaw (62) investigated the
use of composite panels in flutter problems due to strin-
gent performance requirements in high-speed aircraft.
Lee and Lee (63) performed supersonic flutter analysis of
anisotropic panels taking into consideration the effects of
panel geometry, boundary conditions, lamination scheme,
flow directions, and thermal effects. Gray and Mei (64)
conducted research on various theoretical considerations
and analytical methods for investigating of nonlinear panel
flutter. Zhou et al. (65) extended this work to include
finite-element methods. Scott and Weishaar (66) proposed
a linear panel flutter control using piezoelectric actua-
tors and sensors. Paige et al. (67) extended this study to
include anisotropic composites. Xue and Mei (68) studied
the feasibility of applying shape memory alloys in linear
panel suppression.

The flutter velocity of panels, or similarly the critical
dynamic pressure, can be increased by making piezoelec-
tric actuators induce in-plane tensile forces that alter the
effective stiffness of the panel. The same voltage is applied
to the top and bottom piezoelectric layers, resulting in uni-
form compression or tension in the plate.

Consider a case #1 where the patches cover only the
center 6% of the plate area (Fig. 2). Here, the mass in-
creases by 17% due to the addition of the piezo patches to
the base structure. Obviously, the effective stiffness also
increases. It was observed that the critical dynamic pres-
sure increased from 267 × 103 to 323 × 103 N/m2, an im-
provement of 27%. Note that this increase is solely due
to the bonding of the piezo patches to the top and bottom
surfaces of the aluminum panel. Subsequently, the piezo

Critical aerodynamic parameter
λcritical = 36.8

#1

#1 #2 #3 #4 #5

46.90 V
400 V

Mass
λcritical

66.7
+42%
+17%

70.5
93.5

+32%
+69%

88.5
92.5
+5%

+86%

91.8
99.2
+8%

+69%

63.9
76.5

+20%
+52%

#2
Configuration

#3 #4 #5

Figure 2. Critical dynamic pressure for five different piezoelec-
tric actuator configurations.

patches were actuated with a voltage of 400 V and, in this
instance, a further increase of 42% was attained, relative
to the case where no voltage was applied. The effective
stiffness was increased by attaching of the piezo patches
in the first instance, and a further increase was obtained
by actuating the piezos with an applied voltage.

Next, the performance of a patch that covered 25% of
the plate area was assessed (configuration #2). Here, a
substantial increase in mass was observed (69%). The
addition of piezo patches with no voltage applied resulted
in an increase of 92% in dynamic pressure. Further appli-
cation of 400 V across each layer resulted in a smaller fur-
ther improvement in dynamic pressure to 645 × 103 N/m2,
or 32% relative to the 0 V case. Thus, it is noted that an
increase in the size of the piezo patches and/or actuating
power does not necessarily result in better performance.
In fact, the 25% patch configuration performed worse than
the 6% patch case. Apparently, the larger piezo patch
configuration resulted in a relatively much larger mass
increase that offset the benefits of increased actuation
capability.

Three more patch configurations were analyzed to probe
this matter further. Let us call these configurations #3, #4,
and #5. In configuration #3, five piezo patches are placed
in a star-shaped form, resulting in a mass increase of 86%.
The flutter dynamic pressure in the presence of an applied
voltage of 400 V exhibits poor performance, a mere 5%
increase in value relative to the no applied voltage case.
In other words, a larger actuation capability, followed by
a much larger mass increase, resulted in negligible im-
provement. For configuration #4, where four piezoelectric
patches were arranged in a cross, the mass increased by
69%. The resultant critical dynamic pressure increased by
8% to 684 × 103 N/m2 due to an applied voltage of 400 V.
Finally, configuration #5, where the piezo patches were ar-
ranged along the perimeter of a square at the center of the
plate, exhibited an increase of 20% in dynamic pressure
and an increase of 52% in mass. Thus, in configuration
#5, better performance was attained in the presence of a
relatively smaller increase in mass, whereas in configura-
tion #3, poor performance was exhibited with and mass
increased.

Another aspect that draws attention is the fact that the
25% central patch configuration and the number #4 config-
uration provide a similar mass increase (69%). However,
the 25% central patch configuration resulted in a 32% im-
provement in dynamic pressure, whereas the actuation in
configuration #4 exhibited a poor 8% improvement. The
performance parameters of interest are the added mass
to stiffness ratio and the shape, size, and location of the
piezoelectric patches on the adaptive composite structure.
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Fuselage Noise Attenuation

During the last few years, there has been an increased un-
derstanding of the mechanisms involved in aircraft interior
noise and the transmission paths from the sources to the
cabin interior. Progress has been made in reducing inte-
rior noise levels, especially for propeller driven aircraft,
when traditional passive noise control methods are sup-
plemented by recent advances in active noise control. The
technical advances have not always translated into large
reductions in interior noise levels, but they have enabled
existing sound levels to be maintained despite increases
in the acoustic power generated by the sources. Because
weight is at a high premium, optimization of airplane
soundproofing is a design challenge.

Most aircraft use passive methods exclusively to control
interior noise. The general concept of cabin soundproofing
has remained constant for years, but design changes have
occurred, particularly in more efficient treatments. The
basic noise control treatment consists of one or more lay-
ers of porous material, an intervening sheet of heavy limp
material, and a covering impervious trim (69). Stiffening
the structural tends to incur a substantial weight penalty.
Broadband passive damping is not useful because the re-
sponse is primarily forced, rather than resonant. Narrow-
band damping using tuned vibration absorbers has yielded
10-dB reductions (70), but the problem is limited by the dif-
ficulty of keeping them tuned in a varying environment.

Active noise suppression methods include control of ei-
ther the acoustic field or the structural vibration. There
have already been flight tests using active control of the
internal sound field that have provided significant reduc-
tions in noise levels (71). However, the many microphones
and speakers required to obtain this performance create
a moderate weight penalty and some difficulty in locating
bulky speakers in the passenger compartment.

The first documented research on acoustic modeling
was reported by Foxwell and Franklin (72) and later,
Warburton (73) considered the effects of an acoustic field
on the vibrations of a cylindrical shell. The use of finite-
elements in acoustics was first suggested by Gladwell (74)
who considered some simple one- and two-dimensional
problems. Craggs (75) presented a model for studying
sound transmission between enclosures that allowed for
flanking as well as direct sound transmission.

The concept of controlling structural vibration to reduce
transmitted noise is not new. Previous analytical and ex-
perimental work established that interior noise in aircraft
is directly coupled to fuselage vibration (76–81). This ob-
servation implies that if the fuselage vibration can be re-
duced, then the associated interior noise levels should fall
everywhere in the interior space, that is, global attenu-
ation would be achieved. Piezoelectric actuators are well
suited for this problem due to their high bandwidth. Jones
and Fuller (82) used piezoelectric actuators bonded to an
aircraft fuselage and obtained acceptable authority over
internal noise using microphone feedback, indicating that
the required actuator strength is feasible.

Jayachandran and Sun (83) studied the potential use
of shallow, spherical-shell actuators, made of piezoelec-
tric materials supported on a flexible foundation along

the edge. The actuators were modeled analytically and
the effects of curvature, mount stiffness, mass, and other
parameters on the natural frequencies, linear stroke, and
volume velocity were studied. Shields et al. (84) investi-
gated sound radiation from a plate into an acoustic cav-
ity controlled by patches of active piezoelectric-damping
composites. Yoon et al. (85) used the fact that anisotropy
and the shape of a distributed piezopolymer actuator have
coupling effects with vibration modes of structure to con-
trol the sound transmission actively through composite
structures. Shen and Sun (86), on the other hand, com-
pared the performance of acoustic microphones and strain
induced by distributed piezoelectric actuators. A uniform
cylindrical shell is used as a simplified model of a section of
fuselage.

The referenced numerical investigations in noise atten-
uation concentrated on either flat plate or simple analytical
models to represent adaptive composite structures. Other
investigations more specifically implemented for aircraft
components do not account for the effects of curvature
of the fuselage to evaluate actuator performance properly
(87–89). These models require refined meshes to capture
the physics of the curved fuselage panel accurately. The
model proposed in this investigation consists of a shell-
type adaptive composite finite element that has electrome-
chanical properties. The acoustic cavity model is based on
a solid brick element.

The results presented in this section are based on finite-
element computer simulations aimed at predicting the ef-
fectiveness of using piezoelectric actuators as passive con-
trol devices to attenuate the transmission of sound through
an aircraft fuselage. A relatively simple model comprised
of a finite, adaptive composite cylinder that has bonded
piezoelectric patches was chosen to represent the aircraft
fuselage. The properties of the cylinder material and its
dimensions were selected to represent a typical aircraft
fuselage and these values were obtained from Thomas et al.
(90). The cylinder is 16 m long, and the propeller plane is at
a distance of 3.5 meters along the axis of the cylinder. The
diameter is 1.3 meters. The objective is to provide a quan-
titative measure of the actuating capabilities of the piezo-
electric patches in internal noise attenuation applications
(Fig. 3a).

Simulations were carried out at a frequency close to
the blade passage frequency at 90 Hz. Forty acoustic
and structural modes were used to model the dynamics
of the coupled acoustic-structural system. Numerical
results are obtained for the following geometric and
material properties for the piezoactuators: Ep = 63 GPa,
ρp = 7650 kg/m3, vp = 0.3, d31 = d32 = −180 × 10−12 m/V,
Lz

p = 0.6 m, Lθ
p = 0.6 m, and hp = 1 mm. It is assumed

that the actuators are perfectly bonded to the aluminum
fuselage shell structure. A constant voltage of 300 V was
applied to each actuator patch.

The finite-element mesh for the structural-acoustic
coupled system is shown in Fig. 3b. Two actuator con-
figurations were selected to study the noise suppressing
capabilities of the actuator geometry (Fig. 3c). It was
observed that the response in the low-frequency range is
very low because no modes are excited in this frequency
range. Figure 3d presents the noise reduction attained
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Figure 3. (a) Passive actuation mechanism for interior noise attenuation; (b) finite-element mesh
for the aircraft fuselage and cavity with 16 elements along the fuselage length; (c) piezoelectric
actuator configuration in chess and line layouts; and (d) noise reduction in the interior of the
fuselage for both actuation configurations.
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in the interior of the fuselage as determined from the
numerical simulations at 90 Hz. It can be observed that
it is possible to attain noise reduction levels of the order
of 10–15 dB for the frequency simulated in this study. The
results presented are compared to those with no actuation
in the presence of the piezoelectric actuators. The effect of
adding the actuators in the dynamics of the coupled system
was taken into account. Noise reduction levels of the order
of 17% were attained for the chess-type actuator pattern,
and for the line-type configuration, the noise reduction
levels obtained were of the order of 22%. This demon-
strates that the actuator layout is an important design
parameter in applying piezoelectric devices for noise sup-
pression, as was observed in the panel flutter suppression
problem.

The results presented here are simply intended to
demonstrate the feasibility of applying piezoelectric
actuators passively to suppress noise in the interior of
closed acoustic cavities such as the interior of an aircraft
fuselage. The design concept is based on the effect of stiff-
ening the structure by actuating of the piezoactuators.

CONCLUDING REMARKS

An overview of the state of the art in adaptive composite
systems design and applications has been presented. This
area of research has been commonly known as the field
of smart structures. Two key technological developments

Structures
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Shape
control

Materials
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electronics

Load path
change

Structural 
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Figure 4. Technologies that need to be addressed to enable adap-
tation in aircraft structures.

have combined to establish the potential feasibility of
smart/adaptive structures. The first is the development of
multifunctional materials (materials science) and their use
in devices such as distributed actuators and sensors (me-
chanical engineering). The second development in the field
of computer science and electrical engineering, is the ad-
vent of ever faster and compact computers, new control
algorithms, and signal processing technologies.

The adaptive structures design concepts presented here
are feasible engineering solutions to problems that require
active vibration suppression and shape control in aircraft
structures. However, for the adaptive composite systems
to see widespread commercial applications, lighter multi-
functional materials, new manufacturing techniques, and
cost reduction will have to be integrated into the design
process. There is also a need to link the engineered so-
lutions to the market needs. Materials supply is not a
viable commercialization position because synthesis and
assembly will ultimately address the design, shaping, and
functional issues of adaptive materials and structures.
Only vertical integration of the manufacturing process will
ensure that materials science research will be directly
connected to design, implementation, and production of
adaptive composite systems.

The multidisciplinary nature of the field of adaptive
composite systems requires a complex and sophisticated
effort for the transition from research to full implementa-
tion and commercialization. Figure 4 depicts technologies
and other aspects of research that must be addressed to
enable adaptation of structural composite structures and
systems.
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INTRODUCTION

Research and development of smart materials and smart
structural systems has been actively pursued during the
last decade. Smart materials are defined as materials
that can adapt to external stimuli, such as load or envi-
ronment. The control capabilities of the material can be
enhanced by material composition, processing, defect or
microstructure, and conditioning to adapt to various lev-
els of stimuli. When these special types of materials are
integrated into the structure, both the sensing and the ac-
tuating mechanisms become integral parts of the struc-
ture through induced strain actuation. The technological
applications of this class of materials span a wide range.
Today, a large variety of materials and techniques exist
(piezoceramics, magnetostrictives, electrostrictives, elec-
trorheological fluids, shape-memory alloys and fiber optics)
that serve as sensors and actuators in smart structures.
A material that is subjected to a mechanical load and
accumulates an electric charge is said to have piezoelec-
tric properties. Conversely, when the piezoelectric mate-
rial is subjected to an applied electrical field, it induces
strain. Thus, piezoelectric materials can be used as active
vibrational dampers for structures where they act as both
sensors and actuators. When placed in discrete locations
on a structure, these materials can sense movement and
can control that motion via localized strains. The strain
is either compressive or tensile depending on the polar-
ity of the applied electric field. Although these materials
generate very low strain, they cover a wide range of ac-
tuating frequency and therefore have more practical ap-
plications. Although piezoelectric materials are relatively
linear and bipolar, they exhibit hysteresis. Magnetostric-
tion is the change in any dimension of a magnetic material
caused by applying an external field. These materials are
monopolar and nonlinear and exhibit hysteresis. At room
temperature and higher, rare-earth transition-metal com-
pounds such as Terfenol-D offer considerable promise as
materials for magnetomechanical actuators. These mate-
rials generate low strains and moderate forces across a
broad frequency range. However, these actuators are of-
ten bulky. Electrostictive materials are similar in charac-
teristics to piezoelectrics and have slightly better strain
capability but high sensitivity to temperature. These ma-
terials are also monopolar and nonlinear but exhibit negli-
gible hysteresis. Electrorheological (ER) fluids consist of a
suspension of fine semiconducting particles in a dielectric
liquid that solidifies in a sufficiently large electric field.
More precisely, the particles align themselves and thereby
form columns that connect the two electrodes. The viscosity
of the fluid clearly undergoes dramatic changes as this pro-
cess takes place, and this effect has been used in a variety

of studies to suppress vibrations by increasing damping.
The very short response time of these fluids represents a
very important feature from the standpoint of vibrational
control. Fiber optics are increasingly becoming popular be-
cause like piezoceramics, they can be easily integrated into
composite structures. Shape-memory alloys (SMA) operate
via a martensitic phase transformation and its subsequent
reversal. The shape-memory effect is driven by cooling and
heating cycles. It is characterized by recoverable strains
as high as 10% and can generate a significant restoring
force. The most common commercially available SMA is
NitinolTM.

An intelligent or smart structure is generally consid-
ered an integrated system of structure, sensors, actuators,
and a control module. Currently, there is a great deal of
interest in applying smart structure technology to various
physical systems. Active vibration, noise, aeroelastic sta-
bility, damping, shape control, health monitoring, process
monitoring, and damage and delamination detection are a
few examples. A significant amount of the early develop-
ment was devoted to application to space-related systems.
Recently, studies have also been conducted to investigate
using this concept to improve fixed wing performance. Du-
ring the last decade, significant research efforts have also
been directed toward applying these concepts to rotary
wing aircraft which is the topic of this article. A review
of the applications of smart materials and structures in
aeronautical systems is presented in (1). The potential for
improving performance, handling qualities in stall, and in-
creasing fatigue life is discussed. Actuators that use smart
materials require relatively slow-acting shape and shape-
distribution changes in this respect. A similar review is
made of applications for improving aeroelastic divergence,
flutter instabilities, and tail buffeting on fixed-wing air-
craft and reducing vibrations, improving external acous-
tics, and providing flight controls for rotary wing aircraft—
all of these require a high-frequency response.

Vibration and noise are two long-standing problems
that have limited the expansion of military and commer-
cial applications of rotorcraft. Helicopters are particularly
susceptible to high vibratory loads compared to fixed wing
aircraft due to the high unsteady load and complex aero-
dynamic environment in which the rotor must operate
and the existence of the complex structural, aerodynamic,
and dynamic coupling. The structural flexibilities in the
rotor blade, lead to vibration and control problems dur-
ing operation (especially at high operating speeds) even
though lightweight and stiff advanced materials such as
composites and ceramics may be regularly used to build
them. Alleviating rotor noise and vibration presents a ma-
jor challenge to the aviation engineering community and is
essential for increased survivability, reliability, and main-
tainability of rotorcraft. The flexibility of the rotor sys-
tem in rotary wing aircraft makes it possible to impose
changes in shape, mechanical properties and stress–strain
fields upon it. The use of smart structures will allow tai-
loring the imposed changes according to the conditions
sensed by the rotor. Most importantly, by using distributed
sensors and actuators, control can be achieved across a
much broader bandwidth than by using a swash plate con-
trol system which is limited to n/rev for an n-bladed rotor.
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Recently, a significant amount of research has been con-
ducted to control vibration using both active and passive
methods. Passive techniques, such as nonstructural tuning
masses and additional stiffening members, can help reduce
vibrational amplitudes. However, such techniques are sub-
ject to significant weight penalties. Active vibrational sup-
pression techniques offer definite advantages compared to
conventional methods because of reduced weight penal-
ties. An early study of different techniques for control-
ling rotary wing vibration by using smart structures was
done (2).

Friedmann and Millott (3) present a concise review of
the state of the art for vibrational reduction in rotorcraft
by using active controls. The principal approaches pre-
sented for vibrational reduction in helicopters are higher
harmonic control (HHC) and individual blade control
(IBC). In HHC, time-dependent pitch control is introduced
into the nonrotating frame through the swash plate. In the
IBC approach, each blade is individually controlled in the
rotating frame. Although the HHC method has been suc-
cessful in reducing hub vibration, a similar reduction in
airframe vibrational levels is not always possible because
conventional HHC methods employ a single frequency of
the form n�. Other factors, including mechanical complex-
ity and weight penalty, also limit its application. In ad-
dition, if the hub moves as a result of a dynamic rotor–
airframe coupling, its filtering characteristics for frequen-
cies other than n/rev are severely degraded, this makes the
HHC scheme ineffective. In the IBC approach, control laws
are synthesized independently and are aimed at minimiz-
ing the modal contribution of each blade to the overall rotor
vibration. Therefore, vibrations due to manufacturing vari-
ability among the blades can be addressed effectively. The
procedure is not restricted by the (n + 1)� phenomenon
specific to the swash plate and hence can be more effective
in addressing airframe vibrations due to rotor–airframe
coupling.

A major improvement in helicopter performance can be
achieved by implementing active rotor control technology.
Smart material actuator technology for operation “on the
blade” is now becoming available and promises to over-
come the size, weight, and complexity of hydraulic and elec-
tric on-rotor actuation which should alleviate the problem.
Blade actuation by smart materials offers the chance for an
electrical system integrated into the blade itself. A study of
different blade actuating systems shows that, in principle,
there is a possibility of achieving this goal. A significant
amount of research has been conducted by using induced
strain actuation for improved IBC. These include using dis-
tributed induced strain actuation for active/passive control
of structural response for improved vibratory response, an
actively controlled flap located on the blade for possible
noise and vibration reduction, actuator driven servoflaps,
an active twist concept for controlling vibration and noise,
and novel active/passive damping treatments for increased
modal damping. Unfortunately, the development of high
force/high deflection actuators, the most critical issue in all
of these applications, has not been addressed adequately
and still remains a topic of future research. Finally, in
all applications involving smart materials, accurate mode-
ling of the material response and the integrated smart

structural response is important because control authority
can be significantly mispredicted if inaccurate theories are
used. In the following sections, the current state of the art
in improving rotor vibratory response and aeromechanical
characteristics is reviewed. Advantages and disadvantages
of these techniques are discussed. Numerical results from
feasibility studies are summarized, and accomplishments
already achieved and the goals to be pursued in the near
future are discussed.

ACTIVE/PASSIVE CONTROL OF STRUCTURAL RESPONSE

Both the first elastic flatwise bending (second for hingeless
rotors) and the first elastic torsion modes of a single blade
require special attention in vibrational control. Theoreti-
cal investigations supported by wind tunnel and flight tests
confirmed that these modes are responsible for the larger
amplitude loads at 3/rev in four-blade hingeless rotors.
IBC, based on a collocated actuator-sensor arrangement
along the blade and tailored to act specifically on the bend-
ing and the torsional modes, is expected to reduce further
the overall dynamic response of helicopters. Induced strain
actuation using both active and passive control has been in-
vestigated by several researchers. Nitzsche and Breitbach
(4,5) investigated the feasibility of employing adaptive ma-
terial to build sensors and actuators for attenuating the
higher harmonic loads of the helicopter rotor based on the
individual blade control (IBC) concept. The results indicate
that the adaptive material has enough power in a number
of applications to accomplish the task without saturating
the applied electrical field. Individual blade control of bea-
ringless composite helicopter rotors aimed at vibrational
attenuation by using adaptive structures is presented by
Nitzsche (6). A periodic model-following regulator was de-
veloped in the frequency domain to approximate the aero-
elastic response of a single blade in forward flight to its
hover characteristics. Two control strategies are investi-
gated: a robust one using distributed control and a cost-
efficient one using lumped control. Selective linearization
of the periodic system at determined frequencies is demon-
strated in both cases. Active and passive control of the
aeroelastic response of helicopter rotors was achieved by
using smart materials to tailor the blade root flexibility (7).
An individual blade controller designed to attenuate the
aeroelastic response of helicopter rotors in forward flight
by tailoring the blade root attachment conditions was de-
veloped. A feasibility analysis indicates that the open-loop
controller that incorporates both passive and active de-
signs is energy efficient and may be realized by available
adaptive structures. A thin-walled cantilever beam is used
to model a helicopter blade (8,9).The integrated distributed
actuator design methodology was based on the converse
piezoelectric effect and aimed at actively control of the
vertical and lateral eigen vibrational characteristics of the
beam.

A helicopter rotor system that employs an adaptive
rotor blade was developed (10). The unique feature of
this system is the replacement of the traditional swash-
plate-based collective control by adaptive rotor blades that
generate lift by using active camber control based on a
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shape-memory alloy. A control scheme that allows a smooth
variation of camber changes was developed. However, ap-
propriate heating and cooling schemes necessary in active
SMA are not discussed.

An adaptive nonlinear neural network control algo-
rithm that can be used for smart structure actuators and
sensors to control the shape and suppress the vibrations of
flexible beams was developed (11). The algorithm couples
an explicitly model-based adaptive component that em-
ploys time-varying estimates of the beam’s material prop-
erties and an adaptive neural network, learning in real
time, which is used to estimate the additional actuator mo-
ments needed to offset the effects of periodic external dis-
turbances. Experimental results for a thin beam that has
bonded piezoceramic sensors and actuators demonstrate
the algorithm’s ability to track desired bending profiles
and reject vibrations caused by external disturbances and
to maintain this performance despite changes in the ma-
terial properties of the structure or in the properties of the
external disturbance. The development of one-dimensional
pure bending, coupled bending and extension, and com-
bined bending, extension, and torsion models of isotropic
beams that use induced-strain actuation is discussed (12).
An adhesive layer of finite thickness between the crystal
and beam is included to incorporate shear lag effects. Ex-
perimental tests evaluated the accuracy and limitations of
the models. The bending and coupled bending and exten-
sion models show acceptable correlation with static test re-
sults, whereas the combined extension, bending, torsional
model indicates the need for model refinement.

Chattopadhyay et al. (13) investigated the reduction
of vibratory loads at a rotor hub using smart materials
and closed-loop control. A comprehensive composite the-
ory was used to model the smart box beam. The theory,
which is based on a refined displacement field, is a three-
dimensional model that approximates the elasticity solu-
tion, so that the beam’s cross-sectional properties are not
reduced to one-dimensional beam parameters. The finite-
state, induced-flow model is used for predicting the dy-
namic loads. Significant reductions in the amplitudes of
dynamic hub loads are shown by using closed-loop control.
Detailed parametric studies assessed the influence of num-
ber of actuators and their locations in vibratory hub load
reduction.

All of this work suggests that distributed induced strain
actuation for IBC is a promising concept. However, the lack
of appropriate rotating blade actuating systems is a ma-
jor barrier that needs to be overcome before the impact of
these concepts can be truly realized in the area of vibra-
tion and noise control. The limited output capability of the
materials and the dynamic operating environment must
be fully addressed and resolved to take advantage of this
technology.

PASSIVE/ACTIVE CONTROL OF DAMPING

Both airframes and rotors are prone to vibratory motions
that can become severe when conditions of resonance, limit
cycle, chaos, or aeromechanical instability are approached.
Current advanced rotor designs tend toward hingeless and
bearingless rotors to reduce life-cycle costs, improve hub

designs, and achieve superior handling qualities. Due to
stress and weight considerations, advanced rotors are de-
signed as soft in-plane rotors. These rotor systems are sus-
ceptible to aeromechanical instabilities such as air and
ground resonance due to the interaction of a poorly damped
regressing lag mode and the body mode. The introduction
of damping into the system may alleviate aeroelastic flut-
ter, reduce gust loading, increase fatigue life expectancy of
rotor blades, improve maneuverability and handling, and
diminish interior noise levels. In conventional articulated
rotors, these instabilities are usually mitigated by using
hydraulic dampers. But hingeless and bearingless heli-
copter rotor designs have elastomeric lag dampers. Elas-
tomeric dampers have received a significant amount of
attention for damping in helicopter design due to the vari-
ety of advantages they exhibit over conventional dampers.
A new technology called Fluidlastic� which combines flu-
ids and bonded elastomeric elements to provide unique
dynamic performance in solving vibrational control and
damping problems in helicopters was introduced (14). The
fluids add a viscous component to the energy dissipation
mechanism in the dampers. These devices accommodate all
relative motion by flexing the elastomer, which eliminates
dynamic seals and achieves a long, predictable service life.
Incorporation of the fluid facilitates the design of devices
that have a much broader range of dynamic characteris-
tics than can be achieved by elastomers alone. Substantial
energy dissipation, as required in lead-lag dampers, can
be provided. Large inertial forces that have little damp-
ing, as required in tuned vibrational absorbers and py-
lon isolators, can also be achieved. However, elastomeric
dampers are sensitive to temperature, exhibite significant
loss of damping at extreme temperatures, and it has been
known that they cause limit cycle oscillations in rotor
blades. They are expensive and are susceptible to fatigue.
These dampers also exhibit complex nonlinear behaviors
that introduce additional modeling issues. As a result, a
variety of alternatives to auxiliary lag dampers are cur-
rently under consideration. The elimination of lag dampers
would further simplify the hub and reduce weight, aerody-
namic drag, and maintenance costs. However, the design
of a damperless, aeromechanically stable configuration is a
true challenge. Several concepts have shown some promise,
but no generally accepted solution has evolved for eliminat-
ing lag dampers (15,16).

Recently, new concepts for enhancing structural damp-
ing characteristics were introduced in the study of adap-
tive structures. Such active damping techniques, based on
combinations of viscoelastic, magnetic, and/or piezoelec-
tric materials, magnetorheological (MR) fluids, shunted
electric circuits, and active nonlinear control strate-
gies, have emerged as candidates for improving struc-
tural performance and reliability. A numerical study of
electrorheological (ER) dampers (17) used two models,
the Newtonian and the Bingham plastic models, to char-
acterize ER fluid behavior. Damping performance of two
damper configurations, the moving electrode and the fixed
electrode, were studied and the effects of electrode gap
sizes, the field strength, and the ER fluid model were quan-
tified. The study provides a basis for designing ER-fluid
based dampers. Magnetorheological fluid dampers are
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attractive candidates for augmenting lag mode damping
in helicopter rotors, where additional damping is required
to avert instabilities during specific flight conditions. MR
fluids change properties dramatically as a magnetic field
is applied. This active damping component presents an
advantage over passive elastomeric and fluid–elastomeric
dampers. The feasibility of using MR fluid-based dampers
for lag damping augmentation in helicopters was explored
by Marathe et al. (18). An analytical study to examine the
influence of MR lag dampers on rotor aeroelasticity was
carried out by integrating a MR damper model and a rotor
aeromechanical model. Two different control schemes are
presented, the on-off scheme and the feedback lineariza-
tion scheme. The two control schemes are compared for lag
transient response in ground resonance and their ability to
reduce damper load in forward flight. The study examines
damper sizing, as related to the magnetic field saturation
limits and lag perturbation amplitudes, to produce the de-
sired damping. It is shown that a MR damper whose size
is comparable to an elastomeric damper can provide suffi-
cient damping for ground resonance stabilization and can
significantly reduce periodic damper loads by judiciously
choosing an operating scheme. An extensive comparative
study of fluid–elastomeric and MR dampers was done (19).
The MR dampers were tested when the magnetic field was
turned off (off condition) and when it was turned on (on con-
dition). The dampers were tested individually and in pairs,
under different preloads, and under conditions of single
and dual frequency excitation. The fluid–elastomeric and
MR (off ) damper behavior was linear, whereas the MR (on)
behavior was nonlinear and the stiffness and damping var-
ied as the displacement amplitude changed.

The concept of active constrained layer (ACL) damping
treatment in reducing vibrational and augmenting stabil-
ity has also been investigated. An ACL system consists of
a viscoelastic damping layer sandwiched between an ac-
tive piezoelectric layer and the host structure. The piezo-
electric layers have sensing and control capabilities that
actively tune the shear of the viscoelastic layer accord-
ing to the structural response. Using such active/passive
control capabilities, the energy dissipation mechanism of
the viscoelastic layer is enhanced, and the damping char-
acteristics of the host structure can be improved. Thus,
the ACL configurations capitalize synergistically on both
passive and active techniques. The merits of ACL for sup-
pressing vibration of flat plates are discussed in (20–22).
The primary concern in ACL configuration is the fact that
the viscoelastic layer reduces the actuating ability of the
piezoelectric layer. An enhanced active constrained Layer
(EACL) concept was introduced by Liao and Wang (23,24)
to improve the active action transmissibility of ACL by
introducing edge elements. The edge elements are mod-
eled as equivalent springs mounted at the boundaries of
the piezoelectric layer. The viscoelastic layer model be-
comes the current active constrained layer system model
as the stiffness of the edge elements approaches zero.
Some important characteristics of enhanced active con-
strained layer damping (EACL) treatments for vibrational
controls are addressed in (23). Analysis indicates that the
edge elements can significantly improve the active action
transmissibility of the current active constrained layer

damping treatment. The authors suggest that although
the edge elements slightly reduce viscoelastic material
passive damping, the EACL still has significant damping
from the viscoelastic material (24). However, debonding
of the edge elements, which are made of aluminum and
are bonded to the piezoelectric and viscoelastic layers still
needs attention before these treatments can be effective in
practical applications.

Limited efforts have been reported in using these novel
damping treatments to improve helicopter aeromechani-
cal stability. Badre-Alam et al. (25) developed a simplified
beam model that uses an enhanced active constrained layer
(EACL) damping treatment to represent the flexbeams
of soft in-plane bearingless main rotors. The goal was to
demonstrate the feasibility of using such damping treat-
ment to improve lag mode damping and aeromechanical
stability. A derivative controller based on the flexbeam
tip transverse velocity was used in this study. Design
optimization was studied to understand the influence of
various design parameters, such as viscoelastic layer thick-
ness, PZT actuator thickness, and edge element stiffness,
on PZT actuator electrical field levels, induced axial stress
levels, and available lag damping. All of this work used a
constrained layer treatment that covered the entire beam
surface. It is well known that segmentation of the ac-
tive constraining layer can effectively increase passive
damping in low-frequency vibrational modes by increas-
ing the number of high shear regions. The use of seg-
mented constrained layer (SCL) damping for improved
rotor aeromechanical stability was recently addressed by
Chattopadhyay et al. (26–28). The rotor blade load-
carrying member was modeled by using a composite box
beam of arbitrary wall thickness. The SCLs were bonded
to the upper and lower surfaces of the box beam to provide
passive damping. A finite element model based on a hybrid
displacement theory was used to capture the transverse
shear effects accurately in the composite primary struc-
ture and in the viscoelastic and piezoelectric layers within
the SCL. Detailed numerical studies assessed the influence
of the number of actuators and their locations on aerome-
chanical stability. Ground and air resonance analysis mod-
els were implemented in the rotor blade built around the
composite box beam by using segmented SCLS. Results
indicate that surface-bonded SCLs significantly increase
rotor lead-lag regressive modal damping in the coupled
rotor-body system (26). A hybrid optimization procedure
was also used (27) to address the complex design problem
of properly placing actuators along the blade spar as well
as to determine the optimal ply stacking sequence of the
host structure for improved modal damping. Active con-
trol, using SCLs was addressed in (28). For rotary wing
applications, the controller must be designed to deal with
the time-variant characteristics of the dynamic model due
to rotor rotation. A transformation matrix was introduced
to transform the time variant problem to a time invariant
problem. A linear quadratic Gaussian (LQG) controller was
designed for the transformed system on the basis of the
available measurement output. Numerical studies showed
that the control system was effective in improving heli-
copter aeromechanical stability across a wide range of op-
erating speeds (28).
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TRAILING EDGE FLAPS

Smart structure activated trailing edge flaps can actively
alter the aerodynamic loads on rotor blades. Using a
suitable feedback control law, such actuators could be
used to counter the vibrations induced by periodic aero-
dynamic loading on the blades, eliminate the bandwidth
constraints, and reduce the weight penalties of previous
actuating methods. The flaps are actuated by piezostack,
bimorph, or magnetostrictive actuators. It is, however, still
unclear if there is a single actuating mechanism that ad-
dresses both noise and vibrational reduction and still has
enough control authority to act as an extra control effec-
tor in its own right. The uncertainties about the actuating
mechanism, the precise amount of flap deflection available,
and the accuracy of current constitutive models of the
actuators lead to significant difficulties in analyzing the
potential of the concept for helicopter applications. Today,
the available materials are not quite ready for real “smart”
applications. The preferred materials, such as piezocera-
mics, have tensile strength that is too low and very low
active strains.

The feasibility of using piezoelectric materials as inte-
grated actuators for a trailing edge helicopter blade flap
was first demonstrated by Spangler and Hall (29). A model
of the dynamic behavior of this actuator was developed for
a fixed airfoil section using an aeroelastic Rayleigh–Ritz
procedure. A set of scaling laws for the dynamic similarity
between scaled test articles and representative full-scale
blades was developed and experimental tests were done
to verify actuator feasibility and effectiveness. The results
include the amplitude response of the flap angle to the ap-
plied electric field as well as the lift and moment on the
airfoil due to flap deflection. A feasible blade actuating
system for individual blade control is now a hinged flap
at the outer third of a rotor blade (30). This flap can be
controlled by a smart (piezoelectric) actuator. Initial anal-
ysis shows that such a system will work as desired. Vi-
brational reduction in a four-bladed helicopter rotor using
an actively controlled flap located on the blade was stud-
ied by Millott and Friedmann (31). This study examined
the influence of using a more sophisticated fully flexible
blade model on the potential of active flap control for re-
ducing vibrations. A deterministic feedback controller was
implemented to reduce the 4/rev hub loads. Trend studies
show that the torsional stiffness of the blade and the span-
wise location of the active flap are important parameters. A
time-domain simulation of the helicopter response to con-
trol was carried out to investigate the validity of the quasi-
static frequency domain approach to formulating control
strategies.

Samak and Chopra (32) developed electromechanical
actuators based on the concept of mechanical amplification
using piezo and electrostrictive stacks as drivers to achieve
high force and high displacement actuation. Two different
actuators were developed. The first, using a piezostack,
actuates a “Flaperon,” which consists of a small movable
surface to trip the boundary layer that is located on the
top surface of a wing model using a NACA0012 airfoil. The
second actuator, using an electrostrictive stack as a driver,
was designed to move a leading edge droop flap hinged

at the 25% chord of a wing model using a VR-12 airfoil.
Experiments to evaluate the actuators were conducted.
The dynamic response of the actuators across a 33 Hz
frequency range showed that 7 lb of actuator force was
obtainable in both cases; the flaperon actuator produced
15 mils of dynamic displacement at 15 Hz, and the droop
flap actuator produced about 6 mils of displacement at
16 Hz. A helicopter trailing edge flap using piezostack actu-
ators was also designed and tested by Spencer and Chopra
(33). A flap actuator was constructed from two piezoelec-
tric stacks arranged in series, and mechanical amplifica-
tion was provided through a hinged arm. A test model
using NACA0012 airfoil was constructed, and the flap per-
formance of the model was tested in no-load conditions. An
analytical model was formulated to calculate the predicted
flap deflection using quasi-steady-state aerodynamics. The
model showed that the high force piezoelectric stacks main-
tained flap deflection across a wide range of free-stream
velocities.

A parametric design of a plain trailing edge flap sys-
tem was studied for a typical helicopter (34). The results
show that plain flaps are effective in implementing multi-
cyclic control. Significant reductions in fixed system 4/rev
hub loads are predicted. The effects of variations in flap
length, spanwise location, chord, and aerodynamic effec-
tiveness could be largely offset by compensating adjust-
ments to the flap commands. A comprehensive aeroelas-
tic analysis was done to investigate plain trailing edge
flaps for vibrational control (35). Results of the analysis are
compared with experimental wind tunnel data and that of
another comprehensive analysis. Correlation between pre-
dicted and measured frequencies and forward flight trim
control predictions are good. Significant discrepancies are
observed in 3/rev in-plane bending. Using a trailing edge
flap moving ±4◦ at 5/rev, the analysis overpredicts the 5/rev
flatwise bending moments due to the flap motion, whereas
the blade torsional moment is predicted fairly well. Varying
the phase angle of the flap motion had a significant effect
on the blade 4/rev flatwise and in-plane bending loads.

A new actuating mechanism for a smart rotor that has
an active trailing edge flap uses a piezo-activated compo-
site bending–torsion coupled beam as an actuator (36).
Spanwise variation in the beam layup and piezoceramic el-
ement phasing maximize the twist response and minimize
the bending response. The surface-bonded piezoceramic
elements are excited to induce spanwise and chordwise
bending of the beam, which results in an induced twist via
structural coupling. The composite beam has an outboard
integral flap, and the flap deflection corresponds to the tip
twist of the beam. Two one-eighth scale model rotor blades
that used the actuator beam were hover tested at various
rotor speeds and collective settings to evaluate the perfor-
mance of the flap drive system. The actuator beam was
excited at various frequencies and rms voltages, and 4/rev
peak-to-peak flap deflections of 3–4◦ were achieved at an
operating speed of 900 rpm. Two active rotor blade concepts
were developed using a piezo-induced bending–torsion cou-
pled composite actuator beam (37). The first is an active
moving blade, and the second is a rotor blade that has an
active linear twist. A spanwise variation in the beam layup
and piezoceramic element phasing maximizes the twist
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response and minimizes the bending response. Two oper-
ational one-eighth Froude scale model rotor blades that
have a 90% main blade section and 5 and 10% span ac-
tive tips were used for hover testing. In the controllable
twist configuration, a nonrotating twist amplitude of 0.8◦

is achieved at 100Vrms and 75Hz. In hover, at 875 rpm, this
reduces to 0.5◦ at 5/rev. The actuating power per blade is
estimated at 1.2% of the hover power required at 8◦ collec-
tive. In the moving blade tip configuration, a nonrotating
deflection amplitude of 1.7◦ is achieved at 100Vrms. Non-
rotating dynamic tests show resonant amplification for all
frequencies up to 5/rev. The deflection at l20Vrms increases
from a low frequency 2.25◦ to 3.5◦ at 4/rev, and for 90 Vrms,
the low-frequency deflection amplitude of 1.5◦ doubles to
3.0◦ at 5/rev.

Koratkar and Chopra (38) reported on the analysis
and testing of a Froude scaled rotor model that uses
piezoceramic-bimorph actuated trailing-edge flaps. Piezo-
ceramic benders mounted into the spar of the blade actuate
the flap, and a rod-cusp mechanism is used to amplify the
actuator tip displacement. An analytical model was de-
veloped by coupling an unsteady-state aerodynamic model
for the flap hinge moment and a structural finite element
beam model for the piezoceramic bender. Two operational
one-eighth (Froude) scale rotor models that had piezo-
bimorph actuated trailing-edge flaps were tested. Flap de-
flections of ±6◦ (4/rev excitation) were achieved in hover
at the Froude scaled operating speed of 900 rpm. Flap
authority of 10% for the rotor thrust was achieved at 4◦

collective for a 4/rev excitation. The analytical model was
used to design a Mach scaled rotor model that had piezo-
bimorph actuated trailing-edge flaps. The analysis indi-
cates that two side by side, tapered, eight-layered bimorphs
excited by a bias voltage (2:1 amplification) can generate
flap deflections of ±6◦ at the Mach scaled operating speed
of 2100 rpm. An active rotor blade that can be flown in
two different configurations (with a moving blade tip or as
a controllable twist blade) was designed and tested (39).
The inboard 90% of the blade that uses a bending–torsion
coupled actuator located in the spar is common to both
blade types. The actuator (both blades) is a piezo-induced
bending–torsion coupled composite beam. Two operational
one-eighth scale model rotor blades were used for hover
testing. In the controllable twist configuration, a nonrotat-
ing twist amplitude of 0.8◦ is achieved at 100V and 75Hz.
In hover, at 875 rpm, this reduces to 0.5◦ at 5/rev. The ac-
tuating power per blade is estimated at 1.2% of the hover
power required at 8◦ collective. In the moving blade tip
configuration, a nonrotating deflection amplitude of 1.7◦ is
achieved at 100V. Nonrotating dynamic tests show reso-
nant amplification for all frequencies up to 5/rev. The de-
flection at 120Vrms increases from a low frequency 2.25◦

to 3.5◦ at 4/rev, and for 90Vrms, the low-frequency deflec-
tion amplitude of 1.5◦ doubles to 3.0◦ at 5/rev. The rotor
blades that had nonactivated moving tips were success-
fully flown in hover at 900 rpm and collective settings
from 4–8◦.

Advances in developing a Froude scaled helicopter rotor
model featured a trailing-edge flap driven by piezoceramic
bimorph actuators for active vibration suppression (40).
Dynamic performance of the actuator and the actuator-flap

assembly were examined. A beam model of the piezo bi-
morph, including rotor moment effects was formulated
to illustrate better the physical mechanisms that af-
fect the system in a rotating environment. An analytic
model and validation tests of Froude and Mach scaled ro-
tors featured piezoelectric bender actuated trailing-edge
flaps for active vibrational suppression (41). A finite ele-
ment structural formulation in conjunction with time do-
main unsteady-state aerodynamics was used to develop the
rotor blade and bender–flap coupled response in hover. A
two-bladed Froude scaled rotor that used piezobender ac-
tuation was tested to investigate the feasibility of piezoben-
der actuation and validate the analytic model. Flap deflec-
tions of ±4 to ±8◦ for 1 to 5/rev bender excitation were
achieved at the Froude scaled operating speed of 900 rpm.
The trailing-edge flap activation resulted in a 10% vari-
ation in the rotor thrust levels at 6◦ collective pitch. The
analytic model shows good correlation with experimental
flap deflections and oscillatory hub loads for different ro-
tor speeds and collective settings. Two Mach scaled rotor
blades using piezo–bender actuation were also designed
and tested. An eight-layered, tapered bender was used, and
the bender performance was improved by selectively apply-
ing large electric fields in the direction of polarization to
individual piezoceramic elements.

Lee and Chopra (42) developed an actuator for a
trailing-edge flap on a full-scale helicopter rotor blade us-
ing a high performance piezoelectric stack device. The ac-
tuator was designed and constructed using two identical
piezostacks that were selected from commercially avail-
able actuators. An analytical model was formulated by
using quasi-steady-state aerodynamics to calculate the
aerodynamic requirement of the flap actuator. A new am-
plification device that used a double-lever mechanism was
also designed. An amplification factor of 19.4 was obtained
experimentally under nonrotating conditions. The flap ac-
tuator can achieve the required flap deflections for active
vibrational control. A systematic approach was used to
design an active trailing-edge flap actuator for helicopter
vibrational suppression (43). The prototype actuator was
developed by using two piezostacks that had a double-
lever amplification mechanism. An extended piezostack
testing methodology, including both high preload and dc/ac
excitation, was used to evaluate the performance of the
piezostacks. The measured actuation stroke at 600 g of cen-
trifugal loading included more than 90% of nonrotating ac-
tuating capability. Koratkar and Chopra (44,45) reported
on the development of a Mach scaled rotor model that uses
piezoelectric bender actuated trailing-edge flaps for indi-
vidual blade control of helicopter vibration. An analytic
model was developed for the coupled actuator-flap-rotor
dynamic response in hover and was validated by using
experimental data obtained from a Froude scaled rotor that
had piezo bender actuated trailing-edge flaps. Future work
in this area will involve designing, fabricating, and testing
two Mach scaled rotor blades using piezo bender actuation.

A full scale demonstration system to provide active con-
trol of noise and vibrations as well as inflight blade track-
ing for the MD-900 helicopter was conceptually sized and
designed (46). Active control is achieved via a trailing-edge
flap and trim tab, both driven by on-blade smart material
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actuators. Fulton and Ormiston (47) studied a trailing-
edge control surface (elevons) used to generate local aero-
dynamic lift and pitching moments. A two-blade, hingeless
rotor that used 10% chord on-blade elevons driven by piezo-
ceramic bimorph actuators was tested in forward flight for
advance ratios from 0.1 to 0.3 at low to moderate thrust
coefficients. The fundamental dynamic response charac-
teristics and the effectiveness of elevon control in reducing
blade vibratory loads were studied. Deflections of +1–5◦ at
a nominal rotor speed of 760 rpm were achieved, and non-
linear actuator response characteristics were evaluated.
Aeroelastic and structural dynamic responses were evalu-
ated across a wide range of rotor speeds using sine sweep
excitation of the elevon up to 100 Hz. Preliminary experi-
mental results include actuator effectiveness, the effects
of low Reynolds number on elevon pitch moments, elevon
control reversal, and the variation of flap bending mode
responses to rotor speed and elevon excitation.

A new, robust individual blade control (IBC) control
methodology for vibrational suppression using a piezo ac-
tuated trailing-edge flap was explored (48). The controller
uses a neural network, learning in real time, to cancel the
effects of periodic aerodynamic loads on the blades adap-
tively, greatly attenuating the resulting vibrations. Com-
plete proof of the stability and convergence of the proposed
neurocontrol strategy is provided, and numerical simu-
lation results for a one-eighth Froude scale blade model
demonstrate that the controller can virtually eliminate
blade vibration from a wide variety of unknown, periodic,
disturbance sources. An innovative approach to vibration
reduction in rotorcraft that consists of modeling the smart
actuating mechanism by using a simple low-order linear
model that matches test data (with an associated varia-
tion or uncertainty) was introduced by Sahasrabudhe
et al. (49). The model is used along with a helicopter flight
dynamic model to optimize flap sizing and placement for
minimum fixed frame vibration. The effectiveness of the
flap in reducing interaxis coupling and as a redundant con-
trol for primary actuator failure was analyzed. Straub and
Charles (50) studied a bearingless rotor that had trailing-
edge flaps for active control of rotor aerodynamics and dy-
namics. The flaps are controlled by piezoelectric actuators
installed in the blade. Two aeroelastic codes are used to ex-
plore the aerodynamics and dynamics of this rotor. Results
show that a simple but efficient code may be used to pre-
dict rotor response and conduct concept development and
active control law development. An advanced code must be
used to obtain more accurate loads and to study the coupled
blade/flap dynamics and stability.

A numerical study to evaluate the aeroelastic steady-
state response of a hingeless rotor blade that used trailing-
edge flap controls was conducted by Yillikci (51). A new
aerodynamic environment due to flap control is formulated
on the basis of Theodorsen’s unsteady-state oscillating
airfoil aerodynamics representation, including unsteady-
state trailing-edge flap motions. Aeroelastic responses of
elastic rotor blades that have flap and pitch controls were
compared, and the responses of different blade configura-
tions that had variable chord and flap geometries were an-
alyzed. Control flap actuation using the magnetostrictive
material Terfenol-D was studied by designing a minimum

weight actuator, subject to a set of actuation and stress
constraints (52). The resulting device can reduce vibration
by more than 90% under cruise conditions.

C-blocks are midrange piezoelectric actuators that show
promise for use in dynamic applications, such as noise
and vibrational control. They can be combined in series
or parallel to generate tailorable performance and ex-
ploit the advantages of bender and stack architectures.
An analytical model of an individual C-block actuator was
developed, and the possible configurations for achieving
improved force and deflection characteristics were investi-
gated (53). The use of C-block actuators in trailing-edge
flap control was addressed (54). It was found that sev-
eral C-blocks, attached in series and in parallel config-
urations were necessary to achieve the required amount
of lift authority. Although important issues such as power
requirements were not investigated, this study shows that
it is possible to attach the C-block actuators directly to
the trailing-edge flap and thereby avoid the need for ex-
cessive hinge moments caused by other types of actuating
mechanisms. A more recent effort in using C-block actua-
tors is discussed in (55). Planar structural actuation that
uses anisotropic, active materials is addressed by Bent
et al. (56). The mechanisms for creating anisotropic actua-
tors and the impact of anisotropy at the individual lamina
level and at the laminated structural level are discussed.
Models for laminated structures were developed using an
augmented classical laminated theory and incorporating
induced stress terms to accommodate anisotropic actuator
materials. Four anisotropic actuators that have different
material anisotropies were compared. A laminate incorpo-
rating piezoelectric fiber composite actuators was manu-
factured and tested.

SERVOFLAP

Although a vast amount of research based on the IBC
concept has been reported, direct use of piezoelectric de-
vices is still infeasible due to excessive power requirements
and lack of sufficient induced strain for adequate control.
For this reason, research efforts have been directed to-
ward servoflap designs to suppress aeroelastic instabili-
ties. Though greater efficiency has been reported, servoflap
concepts increase the complexity of rotor designs and in-
volve expensive aeroelastic computations. Giurgiutiu et al.
(57) investigated the engineering feasibility of induced
strain actuators for active vibrational control. Rotor blade
vibrational reduction based on higher harmonic control–
individual blade control (HHC-IBC) principles is a possi-
ble area for applying the induced strain actuator (ISA).
Recent theoretical and experimental work on achieving
HHC-IBC through conventional and ISA means has been
reviewed. A benchmark specification for a tentative HHC-
IBC device based on the aerodynamic servoflap principle
operated through an ISA was developed. Preliminary stud-
ies based on force, stroke, energy, and output power re-
quirements show that available ISA stacks coupled with
an optimally designed displacement amplifier might meet
the benchmark specifications. Straub (58) investigated
the feasibility of using smart materials for primary and
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active control on the AH-64 helicopter. The results sug-
gest that embedded actuator concepts, that is, pitch, twist,
and camber control, were not practical. Servoflap control
using hinged control surfaces driven by discrete actuators
emerged as the most suitable candidate for smart material
actuation. Preliminary data show that rotor control using
smart materials might be feasible if a combination of smart
materials is used and the rotor design is driven toward low
control loads and motions.

The basic concepts for analyzing, designing, and ex-
perimenting on induced-strain actuators for rotor blade
aeroelastic vibrational control are presented in (59). A
trailing-edge servoflap actuated by a hydraulically ampli-
fied, large-displacement, induced-strain actuator is consid-
ered. The principle of high-power induced-strain actuation
and the energy and energy density of several commercially
available induced-strain actuators and results from static
and dynamic tests on a full scale model are presented.
Prechtl and Hall (60) describe a servoflap that uses a piezo-
electric bender to deflect a trailing-edge flap for a helicopter
rotor blade. The design uses a new flexure mechanism to
connect the piezoelectric bender to the control surface. The
efficiency of the bender was improved by tapering its thick-
ness over its length. The authority of the actuator was also
increased by implementing a nonlinear circuit to control
the applied electric field; this allowed a greater range of
actuator voltages.

An analytically developed smart material actuator that
employed ETREMA TERFENOL-D� to demonstrate its
effectiveness for helicopter rotor servoflap control was
introduced by Ghorayeb et al. (61). The design enables
control of the rotor blade flap by an actuator embedded
in the blade itself. A series of loading conditions char-
acterized by an additive process of steady-state, cyclic,
and active control functions were considered for sustained
flight. Optimization of the overall system gave rise to a
system gain of 3.7 for sustained motion. Magnetostrictive
actuators used in conjunction with an extension-torsion
coupled composite tube were studied for actuating a ro-
tor blade trailing-edge flap to control helicopter vibra-
tion actively (62). Thin-walled beam analysis based on the
Vlasov theory was used to predict the axial force-induced
twist and extension in the composite tube. Tests of the
magnetostrictive actuator/composite tube systems showed
good correlation between measured and predicted twist
values.

A flap-operated, individual blade control (IBC) system
for reducing vibration in the Army UH-60A helicopter is
described (63). An alternative actuating technology us-
ing magnetostrictive materials was adapted. The advan-
tages of the design include all-electric operation, simplic-
ity, reliability, low mass, low voltage, and insensitivity to
centripetal acceleration. The actuator requirements are
derived for 17% chord width flaps integrated into the outer
half-span of the trailing edge. Four flaps per blade for
improved control effectiveness using opposing actuation,
particularly for the first flatwise bending mode which has
a node in the blade region under control, were used. An
optimized magnetostrictive actuator was developed using
Terfenol-D�, material. The impact of magnetostrictive flap
actuators on the development of practical IBC systems for

reducing vibration is discussed. Straub and Merkley (64)
presented the results of a study to define conceptually an
on-blade smart material actuator for primary and active
control of a servoflap rotor. For a previously developed hy-
brid actuator concept, the design of the cyclic and active
(high speed) control actuator and the feasibility of the col-
lective (low speed) actuator and stroke multiplier were in-
vestigated. Sizing of actuator components based on AH-64
servoflap requirements shows that collective control us-
ing shape-memory alloys is well within the capability of
the material. Cyclic and active control using magnetostric-
tive material leads to a reduced maneuver envelope due to
weight and volume constraints.

Teves et al. (65) introduced an active control tech-
nology in the rotating system that uses pitch link actuators
and results in the first flying four-bladed helicopter whose
blades are individually controlled. To reduce the number of
free control parameters, the blade control technology was
tested in the harmonic mode. Recently, the design of large
stroke, electromechanical actuators to power a trailing-
edge servoflap system for feedback control of helicopter ro-
tor vibration, acoustics, and aerodynamic performance was
addressed by Prechtl and Hall (66). A new high-efficiency
discrete actuator, the X-frame actuator, is described.

ACTIVE TWIST

A smart rotor that actively controls blade twist by using
embedded piezoceramic elements as sensors and actuators
to minimize rotor vibrations was developed (67). A one-
eighth Froude-scale, bearingless helicopter rotor model
that uses banks of torsional actuators capable of manipu-
lating blade twist at frequencies from 5 to 100 Hz was
tested for vibrational suppression capability. Experimental
results show that tip twist amplitudes of the order of 0.5◦

are attainable in forward flight by the current actuator con-
figurations. Test results also show that partial reduction of
vibration is possible. Open-loop phase shift control of blade
twist in the first four rotor harmonics produced measured
changes in rotor thrust up to 9% of the steady-state values
that resulted in 3 and 8% reductions in rotor pitching and
rolling moments, respectively. Results from hover tests of
a one-eighth dynamically scaled (Froude scale) helicopter
model that had embedded piezoceramic elements (vibra-
tional suppression) were reported (68). The twist perfor-
mance of several rotor blade configurations as investigated
using accelerometers embedded in the blade tip. A dynami-
cally scaled (Froude scale) helicopter rotor blade was devel-
oped that has embedded piezoceramic elements as sensors
and actuators to control blade vibrations (69). Each blade
of a bearingless rotor model has banks of piezoelectric ac-
tuators embedded in the top and bottom surfaces at ±45◦

angles with respect to the beam axis. A twist distribution
along the blade span is achieved by in-phase excitation
of the top and bottom actuators at equal potentials, and a
bending distribution is achieved by out-of-phase excitation.
A uniform strain beam theory was formulated to predict
analytically the static bending and torsional response of
composite rectangular beams that have piezoelectric ac-
tuators embedded. Parameters such as bond thickness,
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actuator skew angle, and actuator spacing were investi-
gated by experiments and then validated by theory. The
static bending and torsional response of the rotor blades
was experimentally measured and correlated with theory.
The viability of a vibrational reduction system based on
piezoactuation of blade twist was investigated.

The structural and aerodynamic characteristics of a new
class of active flight control surface were developed (70).
The control surface uses a symmetrical, subsonic aerody-
namic shell that is supported at the quarter-chord by a
main spar and actively pitched by an adaptive torqueplate.
Details of the structural mechanics of the torqueplate
and several actuator elements, an interdigitated electrode
(IDE) and constrained directionally attached piezoelectric
(CDAP) elements are presented. An experimental torque-
plate specimen constructed from PSI-5A-S2 piezoceramic
shows high torsional deflections and stiffness as well as ex-
cellent correlation with theory. An active moving blade tip
for a smart rotor that is torsionally actuated via a piezo-
induced bending–torsion coupled composite beam is pre-
sented (91). A novel spanwise variation in the beam layup
and piezoceramic element phasing is used to maximize the
twist response and minimize the bending response. The
bending results in an induced twist via structural coupling,
and this twist deflects the moving tip. A variety of tests
were conducted using a proof-of-concept actuator beam.

An interdigitated electrode piezoelectric in fiber com-
posite (IDEPEC) method uses smart materials to achieve
main spar twist (72). Active materials are embedded in the
composite plies of rotor blades actuated by applied electri-
cal fields. Active twist for a one-sixteenth scale CH-47 ro-
tor blade is demonstrated, and a preliminary design for a
one-sixth scale blade is presented. The benefits of actively
twisting the main rotor spar are demonstrated, and the
influence that active twist may have on rotor design con-
straints and traditional ground rules is illustrated. Over-
all system performance, including economic merit, weight,
and power consumption for this method of actuation is
evaluated, and the feasibility of applying this process to
rotorcraft is discussed. An active blade designed for con-
trolling rotor vibrations and noise was introduced (73). Ac-
tive fiber composites were integrated within the composite
rotor blade spar to induce shear stresses, which results in
a distributed twisting moment along the blade. The design
of an active blade model based on a one-sixth Mach scale
Chinook CH-47D is reviewed. The requirements for the
active fiber composites subjected to 160 kt., 3 g maneuver
loads and the experimentally determined actuator capabil-
ities are reviewed. The testing of a half-span active blade
test article is described. Twist actuation performance is
compared with model predictions. An analytical effort to
examine the effectiveness of embedded piezoelectric ac-
tive fiber composite laminae for alleviating adverse vibra-
tory loads on helicopter rotor blades in high-speed, high-
thrust forward flight conditions is detailed (74). Structural
and piezoelectric actuating properties for a conceptual full-
scale active fiber composite rotor blade were developed
using a classical laminated plate theory approach. The out-
of-plane bending and torsional dynamic responses of the
active fiber composite blade, both with and without piezo-
electric twist control, are calculated by using an aeroelastic

analysis code. The dynamic stall-limited maximum rotor
thrust versus forward flight speed trends for the active
fiber composite blade are compared with those of a base-
line, conventional rotor blade structure. The maximum
stall-limited rotor thrust using active blade twisting is ap-
proximately 5–10% greater than that achievable by using a
conventional passive blade structure. A corresponding 10–
15% increase in dynamic stall-limited forward flight speed
is also shown when the active fiber composite blades are
used. Torsional load buildup due to dynamic stall effects
is delayed by 4% in rotor thrust and 10% in forward flight
speed.

The vibratory load reduction at the rotor hub by using
smart materials and closed-loop control was investigated
by Chattopadhyay et al. (75). The principal load-carrying
member in the blade is represented by a composite box
beam, of arbitrary thickness, that has surface-bonded, self-
sensing piezoelectric actuators. A comprehensive shear de-
formation theory was used to model the smart box beam.
An integrated procedure for rotor vibratory load analy-
sis was developed by coupling an unsteady aerodynamic
model with the rotor blade dynamic model based on the
smart composite box beam theory. The dynamic deforma-
tions of the blade in all three directions, flap, lead-lag, and
torsion, were included in the analysis. The results showed
significant reductions in the amplitudes of rotor dynamic
loads by using closed-loop control. Aeroelastic modeling
procedures used in the design of a piezoelectric control-
lable twist helicopter rotor are described (76). Two aero-
elastic analytical methods were developed for active twist
rotor studies and were used in designing the wind tunnel
model blade. The first procedure uses a simple flap-torsion
dynamic representation of the active twist blade and is
intended for rapid and efficient control law and design op-
timization studies. The second technique employs a com-
mercially available comprehensive rotor analysis package
and is used for more detailed analytical studies. Analyti-
cal predictions of hovering light-twist actuating frequency
responses are presented. Forward flight fixed system n� vi-
bration suppression capabilities of the model active twist
rotor system are also presented. Frequency responses pre-
dicted by using both analytical procedures agree qualita-
tively for all design cases considered; the best correlation
results when uniform blade properties are assumed. The
development of the active twist rotor for hub vibration and
noise reduction studies is described (77). The rotor blade is
integrally twisted by direct strain actuation by distribut-
ing embedded piezoelectric fiber composites along the span
of the blade. The development of the analytical framework
for this type of active blade is presented. The requirements
for the prototype blade and the final design results are
also presented. Active rotor blade tips offer an alterna-
tive approach for main rotor active vibrational control. The
tips are actively pitched via a piezodriven bending–torsion
coupled actuator beam that runs down the length of the
blade. A near Mach scale rotor model design (tip Mach =
0.47) that has adaptive blade tips was reported (78).

A new type of flightworthy solid-state adaptive ro-
tor system uses directionally attached piezoelectric (DAP)
torqueplates to control Hiller servopaddles (79). The ser-
vopaddles change the rotor disk tilt and thereby induce
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changes in forces and moments for flight control. The ser-
vopaddles were constructed from PZT-5H piezoceramic ac-
tuator sheets bonded symmetrically at 45◦. An aluminum
substrate and a high temperature cure was used for pre-
compression. The classical laminate theory (CLT) along
with strip theory aerodynamics and inertial relations was
used in analytical modeling. Because rotor moments are
proportional to servopaddle deflections at a fixed rotational
speed, it was possible to cancel them out by balancing
an aeroelastic coupling between the center of mass, the
aerodynamic center, and the elastic axis. Bench testing of
the rotor system showed good agreement between theory
and experiment. The design and testing of a one-twelfth
scale solid-state adaptive rotor for helicopter flight control
via active pitch manipulation is described (80). The pitch
angle is adjusted by using piezoceramic directionally at-
tached piezoelectric (DAP) torqueplates mounted between
the rotor shaft and the blade root. Analytical models based
on classical laminated plate theory for steady torqueplate
deflection are presented and verified using the solid-state
adaptive rotor test article (Froude scaled).

MODELING

The presence of a sensor and actuator introduces discon-
tinuities in both the geometric and material properties of
a structure. Accurate and validated modeling techniques
are also necessary to account for the presence of multiple
and interacting failure modes. The efficient implementa-
tion of smart materials requires developing accurate an-
alytical models that incorporate their unique properties
and the discrete nature of their positions in the structure.
Important issues that need to be addressed include: (1) a
transducer model for smart materials that addresses the
coupling effects or interactions among all possible fields,
electrical, mechanical, and thermal; (2) a constitutive
model that addresses the application of large induced
strain when driven by a high electrical field, that is, a
hysteresis model; (3) in a composite primary structure, a
laminated smart structure model that efficiently predicts
transverse shear effects accurately; and (4) modeling the
presence of defects to predict the life of the structure ac-
curately. Although, a significant amount of research effort
has been directed to using smart materials for rotary wing
control, all of the issues of basic modeling have not yet been
fully resolved.

In the process of modeling rotor blades that use in-
duced strain actuators, composite box beams can be used
to model the principal load-carrying member in the blade.
These simplified reduced-order models can be designed to
meet the stiffness, mass, and twist distributions of a ref-
erence blade. The use of these models offers physical in-
sight and reduces the computational time requirement,
compared to the detailed finite element model. There-
fore, they can be used efficiently within an optimization
framework. Composite box beam analysis has been inves-
tigated by a number of researchers. Chandra et al. (81)
developed a formulation for a composite thin-walled box
beam that has distributed actuators. The results of the
static analysis were correlated with experimental data.

Chattopadhyay and Seeley (82) developed a rotating com-
posite box beam model that has embedded actuators and
sensors, and results were obtained by developing a formal
optimization technique. Chen and Chopra (83,84) used a
one-dimensional, uniform strain model in their investiga-
tion of using distributed piezo actuators to twist the blade
actively. Later, they refined the one-dimensional uniform
strain theory to include closely spaced actuator interactive
effects, based on a block-force assumption, and developed a
Bernoulli–Euler plate theory to predict the static response
of smart composite beams (85).

In all of this work involving box beams that have em-
bedded actuators and sensors, the analysis was based on
the classical laminate theory (CLT), thereby neglecting
out-of-plane stresses and strains. The need for modeling
transverse shear deformation in composites has been well
documented. Transverse shear effects increase as lami-
nate thickness and material anisotropy increase. In mod-
eling composite laminates that have distributed sensors
and actuators, it is important to have a general frame-
work for evaluating the transverse shear effects accurately.
Full three-dimensional analyses can accurately predict
displacements and stresses, even at a local level, but are too
computationally expensive to be used for practical analysis
of aerospace structures. First-order shear deformation the-
ories that use shear correction factors have been used by
some researchers to analyze composites that use embedded
adaptive materials (86). The dynamical modeling of rotat-
ing blades carrying a tip mass and surface-bonded piezo-
electric actuators is addressed in (87). The blade is modeled
as a thin-walled beam, including anisotropy and secondary
warping. Transverse shear is included using shear correc-
tion factors. Layerwise theory was used in to ascertain the
level of model complexity necessary to represent piezoelec-
tric actuation of beam structures accurately (88). A refined
hybrid plate theory that combines the layerwise theory and
an equivalent single-layer theory with linear piezoelec-
tricity was developed by Mitchell and Reddy to model smart
composite laminates (89).

Several researchers have shown that the higher order
theory can accurately describe transverse shear defor-
mation in composites without being computationally pro-
hibitive. Chattopadhyay et al. developed a higher order
theory for modeling smart composite structures (90–92). In
modeling plates of arbitrary thickness and surface-bonded
self-sensing piezoelectric actuators, it was shown that the
first natural frequency is highly overestimated by the clas-
sical theory, especially for thicker plates, whereas the first-
order and the higher order theories agree well. Larger dif-
ferences between the theories were observed in the second
bending mode. Even the first-order theory, it was shown,
overpredicts these frequencies (90). These results indi-
cate that it is necessary to include an accurate description
of the transverse shear stresses, which are important in
composites due to the large ratio between Young’s mod-
uli and shear moduli. Because a helicopter rotor blade is
very flexible, shear deformation plays an important role.
Therefore, an accurate description of the displacement
field is necessary. The higher order theory was extended
by Chattopadhyay et al. (92) to model a composite box
beam that has surface-bonded piezoelectric actuators and
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sensors. The new theory, based on a refined higher or-
der displacement field of an eccentric plate, is a three-
dimensional model, which approximates the elasticity so-
lution so that the box beam’s cross-sectional properties are
not reduced to one-dimensional beam parameters. Both in-
plane and out-of-plane warping are included automatically
in the formulation.

Coupling of thermal, piezoelectric, and mechanical
fields plays an important role in analyzing smart struc-
tures. However, these issues are ignored in most applica-
tions. In most of the work, a one-way coupling that consid-
ers only the effect of a known field on another field is used.
For example, it is assumed that the piezoelectric field can
be calculated directly from the applied voltage, which is
then introduced in the unknown displacement field as an
induced strain. However, piezoelectric actuation changes
the strain field during active control of the structure, and
the new strain field, in return, also affects piezoelectric
distributions. This is referred to as “two-way” interaction/
coupling. Two-way coupling between piezoelectric and me-
chanical fields was included in the hybrid plate theory de-
veloped by Mitchell and Reddy (89). The piezothermoelas-
tic behavior of composite plates was addressed by Tauchert
(93) using CLT and by Lee and Saravanos using layerwise
theory (94). In this work, a known thermal field was used
to study the effect on mechanical and piezoelectric fields.
The interactions between thermal and mechanical fields
and between thermal and piezoelectric fields were ignored.
Recently, a coupled thermal–piezoelectric–mechanical
(t–p–m) model was developed by Chattopadhyay et al. to
address the two-way coupling of smart composites (95,96).
As shown in their work, coupling affects plate deforma-
tion and can lead to mispredicting the control authority of
smart composite plates.

In all of this work, the material is usually assumed
perfect and is not debonded or delaminated. Seeley and
Chattopadhyay addressed debonded in piezoelectric actua-
tors, which causes significant reductions in control author-
ity (97). Recently Chattopadhyay et al. developed a more
general framework for modeling adaptive composite beams
and plates that have delaminations in the primary struc-
ture by using a refined third-order displacement field (91).

The applications of piezoelectric materials in smart
structures are based mostly on a linear piezoelectric model.
This implies both low electrical fields and low mechanical
strains. However, to obtain greater actuating authority and
increased induced strain for practical applications, an elec-
tric field is required, whose magnitude exceeds the limit
of linear piezoelectric constitutive relationships. Piezoelec-
tric actuators exhibit only mild nonlinear response at low
voltage levels, but it is well known that the response can
be profoundly nonlinear at high field strength (98). The be-
havior of piezoelectric actuators under high applied voltage
was studied by Tiersten using a theory linear in displace-
ment gradients but cubic in electric field (99). Chatto-
padhyay et al. (92) used the experimental results of Craw-
ley and Lazarus (98) to develop an analytical model of the
nonlinear effect. In this model, the coupling coefficients
also depend on the actual strain in the actuator. The benefit
of this model is that the final governing equations remain
linear.

Piezoceramics exhibit constitutive nonlinearity involv-
ing hysteresis due to the variation in polarization if the
magnitude of the applied electric field is higher than that
of the coercive electric field. In addition, hysteretic be-
havior is also related to mechanical loading. Different
hysteretic loops are observed as mechanical stresses vary.
Several phenomenological theories have been proposed
during the last two decades to match experimental results
to assumptions motivated by certain piezoelectric charac-
teristics (100,101). These theories are not completely sat-
isfactory due to weak physical modeling or difficulties in
adapting the models to accommodate varying operating
conditions. Issues such as the crystal structure and inter-
actions between the crystallites, the unique crystallite ori-
entation distributions due to polarization switching, and
stress and strain states are neglected in these models.
A phenomenological hysteretic model based on a simpli-
fied piezoelectric microstructure was recently developed by
Zhou and Chattopadhyay (102). The internal constraint of
180◦ and 90◦ polarization switching was considered. The
energy losses due to orientation switching and the inclu-
sions in piezoelectric materials were modeled. The three-
dimensional stress state was addressed by using a new
form of Gibbs free energy. The research yielded an explicit
form of the constitutive relationships governing hysteresis.

The applications of SMA controllers result from their
large constrained recovery despite their slow response time
and high energy requirement, compared to piezoelectric
materials. Birman (103) published a comprehensive review
of work in the areas of SMA constitutive modeling and ap-
plications. A good overview of shape-memory alloy char-
acteristics and applications was recently presented by
Otsuka and Wayman (104). Lagoudas and Bo (105) stud-
ied the use of more than one active material by model-
ing piezoelectric and SMA layers in a composite laminate.
Hebda and White (106) investigated SMA transformation
behavior within an elastomeric matrix and concentrated
on the two-way shape memory effect (TWSME). Epps and
Chandra (107) embedded SMA wires in a composite beam
to tuning the beam actively. A thermomechanical model
under multiple nonproportional loading cycles was re-
ported by Lagoudas et al. (108).

Simple classical Euler–Bernoulli beam theories or clas-
sical laminate theories have been used in most applica-
tions of SMA fibers. The SMA fibers were heated by ap-
plying electrical current using some control device, and it
was assumed that the heat would not affect the composite.
This important effect was addressed by Turner et al. (109)
who observed significant changes in the properties, and
natural frequencies of laminates by including the ther-
mal effect. However, the model was macromechanical, so
that it depends only on measuring fundamental engineer-
ing properties. In embedded SMA actuators, the large load
transfer over a thin shear layer exacerbates the problem of
debonding and, even using improved composite design and
fabrication, debonding is expected at some point during
the useful life of an active composite. Therefore, mode-
ling must account for incipient damage to enable designing
damage-tolerant active composites. Therefore, although
significant research has been reported in modeling that
uses SMA fibers, a critical gap must be bridged between
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micromechanics and structural lamination theories. The
strain energy absorption of SMA and the performance of
SMA hybrid composites for augmenting damping in rotary
wing structures have not yet been fully explored. Several
issues require further investigation to make these concepts
useful in rotorcraft application.

Several modeling approaches that describe the beha-
vior of elastomeric materials used in helicopter rotor lag
dampers are examined and evaluated in (110). Two of the
models are then used in a simulation of a helicopter ro-
tor startup, and the simulation results are compared to
each other as well as to flight test data. The simple models
(complex modulus models) that predict damper energy dis-
sipation well are inadequate for predicting forced response.
Elastomeric and Fluidlastic(R) damper activities at Boeing
Helicopters and issues that must be considered in design-
ing and analyzing such systems are discussed in (111).
Bench tests were performed on various damper configu-
rations to understand their dynamic characteristics.

FUTURE DIRECTIONS

Smart materials and composite structures have demon-
strated a huge potential for enhancing the performance,
reliability, and agility of rotary wing aircraft. Significant
advances have been made in piezoelectric, electrostrictive,
and magnetostrictive materials; shape-memory alloys; and
active fiber composites. However, practically implement-
ing of these proposed schemes still requires substantial
research in a number of areas. The following is a brief de-
scription of some suggested research directions.

Multifunctional Systems

Multifunctionality will be a cornerstone of future military
platforms and structures, and it is envisioned that these
systems will have sensors and control systems of the or-
der of tens of thousands. The excellent strength, stiffness,
and low weight of heterogeneous materials and their ex-
tensive tailorability make them the material of choice for
many present and future Army applications. Integration
with arrays of distributed actuators, sensors, and micro-
electromechanical systems (MEMS) can lead to the de-
velopment of new generations of efficient multifunctional
systems. These information technology devices that are
fabricated from active materials are self-contained data
processors and embedded components of control devices.
They can potentially be used for a multitude of rotary wing
applications, including vibrational and noise control, de-
tection and active mitigation of structural damage, and
stability augmentation. The control and optimal distribu-
tion of these types of devices still remains a major concern.
Data fusion techniques are also needed to optimize the
number of embedded devices, their distribution, and ma-
terial behavior within the system, so that crucial mission
information is efficiently processed and maintained. Fur-
thermore, the reliability of these embedded devices, not as
stand-alone devices, but as integrated subsystems within
systems that may comprise combinations of heterogeneous
materials, such as resin and metal matrix composites,

high-strength laminated metals, toughened ceramics, and
functionally graded materials must be addressed. New ac-
tuating materials and control systems that have the de-
sired strain and frequency responses are needed so that
these devices, which can range in size from the micro- to
the mesoscale, can be easily integrated within larger scale
heterogeneous host structures for tailored applications. Fi-
nally, research in developing a multidisciplinary analytical
computational and experimental framework is necessary
for designing and optimizing such systems.

Health Monitoring

Structural damage of heterogeneous systems can occur
during production or field operations. Cyclic loading, ex-
cessive vibrations, and low velocity and/or high velocity
impacts can cause structural damage in a rotary wing en-
vironment. Inability to detect damage in heterogeneous
structures that may comprise combinations of composites,
ceramics, and metals is a factor that limits their use in
practice. Therefore, the development of integrated health
monitoring and inspection capabilities is a vital research
issue. The application of active materials to the develop-
ment of novel sensing techniques and the ability to in-
terpret sensor signals effectively and accurately in nearly
real time are fundamental for improving the reliability of
physical systems. Sensors based on active material can rev-
olutionize health monitoring, damage detection, and non-
destructive evaluation. However, this potential can be en-
sured only by deploying ultrareliable sensing techniques.
Advances in the development of microsystems have made it
possible for microsystems to be the enabling technology in
developing viable health monitoring strategies for complex
composite structures. Miniaturized sensory devices could
be incorporated into heterogeneous structures to signal the
presence, location, and extent of local and global failure
modes, such as fiber breakage, fiber pull-out, delamination,
and large matrix structural cracking. This requires inter-
disciplinary approaches that integrate research activities
focused on sensors, actuators, signal processing and inter-
pretation, structural modeling, system integration, elec-
tronics, and computational techniques.

Given the complexity of studying damage phenomena in
solids, it may be necessary to incorporate a hierarchy of an-
alytical networks and achieve structures that have large
sensory array capabilities to ensure structural integrity
and reliability based on continuous and dependable struc-
tural health monitoring, status inspection, and damage
detection with minimal human intervention/involvement.
Because practical structures are often subjected to impact
loads and high strain rates that cause large nonlinear de-
formation and failure, the physical modeling of hetero-
geneous structures that contain integrated microdevices
must be addressed. Investigation of physical models for
nonconservative and nonlinear structural and sensor/
actuator response and robust hierarchical control sys-
tem models for fault-tolerant design of distributed embed-
ded devices will be important. Appropriate numerical and
analytical techniques and optimization procedures also
need to be developed. The precision and reliability of the
health monitoring system strongly rely on the accuracy



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-A-DRV January 12, 2002 18:53

40 ADAPTIVE SYSTEMS, ROTARY WING APPLICATIONS

and analysis that relate sensor measurements to physical
changes due to fracture initiation and progression. It would
be desirable to integrate sensors and actuators based on ac-
tive material, the structural components, the power supply,
and the localized control circuit into a single unit.

Enhanced Structural Damping

Successfully incorporating advanced, active damping
schemes and/or treatments into rotary wing aircraft would
lead to a more comfortable ride, quieter interiors for
greater crew and passenger comfort, safer flight due to
enhanced rotor stability, more economical operation be-
cause of extended fatigue life of airframe and rotor blades,
and improved maneuverability. Therefore, developing a
more effective and economical structural damping ap-
proach that can adjust its mechanical properties to appro-
priate specifications will be beneficial in designing future
rotorcraft systems. Because currently used damping mod-
els are fragmented and ad hoc, they must be generalized to
become useful in design and analysis. Although recent re-
search has demonstrated the feasibility of tailoring damp-
ing methodologies on a small scale, their synthesis on a
practical scale is still not proven. Innovative approaches to
modeling damping, compatible with current finite element
codes, and the introduction of damping mechanisms into a
structure are needed for vibrational suppression, noise re-
duction, increased system performance, extended service
life, and lower maintenance costs. Thus, fundamental re-
search is required to devise actuating schemes, develop,
and validate experimentally new modeling methods and
controller designs for damping mechanisms. The control
issues in this initiative are on the frontier of distributed
nonlinear control. These issues range from structural mod-
eling of control elements, through coupling and feedback to
the elements of the system, to the study of the overall dy-
namics of the control system. Improving the performance
of active vibrational suppression systems by using nonlin-
ear approaches and subsequently exploring the new de-
sign space holds the promise of higher energy dissipation
capabilities, more robustness, and adaptability to chang-
ing demands and diminished requirements from resources
and infrastructure. However, a number of hurdles in sys-
tem concept definition, nonlinear systems modeling, and
design need to be addressed.

Improved Actuators

Much progress has been made recently in using active
materials in actuator design for damping and/or induced
strain. However, successful application of such actuators
will depend upon their cost and ease of system integra-
tion and retrofitting. Therefore, innovative concepts to
address issues in the development of design tools,
methodology, modeling, simulation, prototyping, and real-
time software/hardware implementation are necessary
for a number of designs of actuators based on ac-
tive materials. Low-cost, high-bandwidth, high-authority
(force/displacement characteristics), innovative actuators
for both military and commercial applications need to be
developed, and the associated driving electronics and con-
trol systems must also be addressed.

Aerodynamic Control

The application of smart materials, intelligent systems and
control logic concepts to aerodynamic problems has been
very limited, primarily because of the lack of knowledge
and understanding of the way these techniques might best
be used in aerodynamic flow control. There is a real need for
better understanding of the fluid physics and fluid mecha-
nisms that will become available from using advanced ma-
terials and intelligence technologies. Although major im-
provements in aerodynamic performance and control from
using unsteady flow control techniques seem feasible, their
use will depend upon developing techniques to create the
flow interactions that govern the manner in which these
new flow control ideas are implemented. Much better un-
derstanding must be established concerning the benefits
and difficulties of using the various advanced actuators
that are needed to create physical interaction with flow. Re-
search activity in this area might combine concepts derived
from the areas of adaptive structures, MEMS devices, con-
trol theory, modeling and numerical analysis techniques,
and other relevant technologies to evaluate the various
possible actuators for such applications.
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INTRODUCTION

Probably the most famous photograph in aviation, (Fig. 1)
depicts the first successful manned powered flight on 17
December 1903 by the Wright brothers. It also shows the
first successful airplane that had an active structure. The
Wright brothers’ design must definitely be called smart
in many aspects and design features. They were among
the first pioneers in aviation who had realized that un-
coupled control about all three vehicle axes was required.
They had done systematic experimental aerodynamic re-
search to achieve the maximum possible aerodynamic per-
formance. And they had learned how to design and manu-
facture lightweight structures in their bicycle shop. Their
solution for adequate roll control of the airplane, moreover,
was more than one century ahead of the state of the art in
aviation technology. As we are approaching the centennial
celebrations of this remarkable event, no single airplane
exists yet that uses a smart structural concept to control
the flight of the vehicle.

Rather than fighting the low torsional stiffness of their
braced biplane wing design, they used this characteristic
positively. By the sideways motions of the pilot, who lay on
a sliding cradle, the wires attached to the cradle twisted
the wing tips in opposite directions, thus producing the
desired aerodynamic loads to roll the airplane. Figure 2
from Orville Wright’s book (1) demonstrated this princi-
ple, which is also a very good example of the importance
of integrated or multidisciplinary design concepts, espe-
cially in aeronautics. Unfortunately, this knowledge was
lost and forgotten over the years, mainly because of more
expert knowledge in single disciplines and more formal and

Figure 1. First flight of Wright Flyer I on 17 Dec. 1903 (available
as a postcard).
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Cables attached to cradle-sliding cradle to left of
machine pulls trailing edge of right wing downward

Cable (not attached to cradle) is moved automatically
by downward movement of right wing

The accompanying picture of the Wrights ′ powered machine
(with motor and propellers removed) shows the method of
twisting the rear of the wings. A movement of  only an inch
or two, to the left or right, of the operators ′ hips resting on
the little cradle was enough to give greater lift to whichever
wing needed it, and to restore sidewise balance.

Right Left

Cradle

Figure 2. Active structural concept of the Wright Flyer I for roll
control [adopted from (1)].

bureaucratic processes in designing new airplanes. Only
in recent years, some prophets in aerospace are trying to
spread the news about this old idea again and develop some
new ones. Weisshaar (2), for example, in 1986, cited the suc-
cess of the Wright Flyer as a good example of the need for
integrated design methods. The Wright Flyer also demon-
strates that smart aircraft structures do not necessarily
rely only on advanced active materials.

Even earlier than that, active structural concepts were
studied. Alois Wolfmüller (1864–1948), the producer of the
world’s first motorcycle, bought the No. 2 model of the
production glider “Normal-Segelapparat” (normal soaring
apparatus) from Otto Lilienthal in 1894 (3). Both avia-
tion pioneers were communicating about improvements in
performance and maneuverability by controlling the air
loads through flexible wing twist. Wolfmüller tried to im-
prove performance by introducing a flexible hinge in the
wings to modulate aerodynamic control forces by flexible
deformations.

Today, aircraft control is achieved by control surfaces at-
tached to the main aerodynamic surfaces. These devices—
aileron, elevator, and rudder—create the required forces
and moments to control the motion of the aircraft about
all three axes in space. Depending on the size and speed
of the aircraft, these surfaces are actuated manually or by
hydraulic systems. If the Wright brothers had used sepa-
rate ailerons to roll the airplane, the additional structural
weight might have been too much for the available power
from the engine.

The idea of active or smart structures to control air ve-
hicles is as old as the earliest known attempts to fly in
heavier-than-air machines. Early attempts by humankind
to fly were usually based on efforts to understand and copy
the flight of birds. Besides the difficulty in controlling an
unstable flying vehicle, which requires to day’s high com-
puting power or the complex neural network of animals
to control their muscular systems, it is even more difficult
to sense and actuate the dynamic motions of continuously
deforming, flexible aerodynamic surfaces.

In most of these efforts, the pilot was supposed to actu-
ate birdlike aerodynamic surfaces to produce the required

lift force, create the forward thrust, stabilize the vehicle,
and apply the necessary control inputs in time. For a mul-
titude of reasons, all of these early efforts were doomed to
failure from the beginning:

very limited knowledge of the laws of aerodynamics and
flight mechanics;

insufficient load capacity of the available materials, only
primitive manufacturing techniques, and only a rudi-
mentary understanding of structural mechanics;

not enough sustained power output from the human
body to produce the required thrust or lack of engines
that had sufficient power density;

efforts in trying to copy structural design principles
from nature did not take into account the scaling laws
of physics; the resulting designs were too heavy, too
fragile, or too flexible; and

and, in most cases, also the very complex efforts re-
quired to stabilize and control a flying vehicle with-
out natural stability.

Only in recent years, after almost one century since the
first successful powered flight, was it possible to design,
build, and fly vehicles powered by the human body for the
sole purpose of winning trophies.

For these reasons, the first successes in aviation were
possible only by using design concepts for almost “rigid”
surfaces and natural stability of the vehicles. Nevertheless,
a major contribution to the success of the Wright broth-
ers was their “Smart Structures” flight control system for
the roll axis. They were among the first pioneers in avi-
ation who had realized that uncoupled control about all
three vehicle axes was required. They had done systematic
experimental aerodynamic research to achieve maximum
possible aerodynamic performance. They had a combustion
engine that had sufficient energy density available “just in
time,” and they had learned how to design and manufac-
ture lightweight structures in their bicycle shop.

SMART STRUCTURES FOR FLIGHT IN NATURE

Although complete plants do not fly, they have to withstand
aerodynamic loads by using proper aeroelastic reactions,
and sometimes their existence relies on their aerodynamic
performance. The seeds of some plants are optimized in
shape for long distance flight and mass distribution by mil-
lions of generations in a genetic optimization process. The
interest in micro air vehicles in recent years has increased
aerodynamic research efforts in this area (4). Although not
for free flight, the leaves of trees and their stems are built
to withstand strong winds. The joints between leaves and
branches must have the right amount of flexibility in bend-
ing and torsion to reduce aerodynamic loads and at the
same time avoid excessive unsteady loads from flutter.

More interesting for aircraft applications of smart struc-
tures is the flight of animals. As mentioned before, early
aviators tried to learn from birds. However, the required
knowledge about the physics of flight was missing in
these early attempts. The complex interactions of steady
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Figure 3. “Structural” design concept for dragonflies.

and unsteady aerodynamic forces and the active motions
and passive deformations of wings and feathers are still
not completely understood today. We are only now begin-
ning to understand the functions and importance of the
individual components for the efficiency of animal flight.
Pendleton (5) gives some good examples from the prehis-
toric flying saurian to modern birds that have feathers.

But even more astonishing are the achievements in the
art of flying for another species. Insects show by far the
widest variety and most advanced structural concepts of
active and passive control. An ordinary fly can land and
take off from the tip of your nose or from the ceiling of a
room. Dragonflies like that shown in Fig. 3 use a combi-
nation of passive mass balance to prevent flutter at the
wing tips and an advanced structural design that has stiff
chitin “spar” elements to support the membrane skins and
flexible hinges of resilium to adjust the shape for all flight
conditions.

The variety and large number flying members in the
family of insects has been attributed to their ability to fly,
which offers advantages of reaching and conquering new
territories more easily.

In the context of formal optimization methods in aero-
nautics, genetic algorithms became fashionable in recent
years. The question in the context of technical products
is, can we really wait as long as in nature to get better
products ? Or should we continue to rely on gradient based
methods, which can be seen as targeted “artificial genetic
manipulations” similar to the “biological engineering” ap-
proaches of today?

GENERAL REMARKS ON ASPECTS OF AIRCRAFT DESIGN

One reason that we have not seen more progress in the
application of smart structures in aeronautics may be the
lack of understanding of the interactions between the dif-
ferent classical disciplines in aircraft design and between
these disciplines and the specialists from the smart mate-
rials area for each others’ needs and capabilities.

To assess the possibilities of smart structure applica-
tions for aircraft control, it is advisable to look at some
aspects of aircraft design first. The structural engineer is

usually concerned with the strength of a design for critical
conditions and may be surprised in some cases, how rela-
tively small deformations of the structure can have severe
impacts on the aerodynamic performance or on maneu-
verability. The aerodynamic and flight control engineers
want the structure “as rigid as possible,” but at the same
time want different shapes for different flight conditions.
These requirements may attract the smart structure spe-
cialists to make the design deformable and at the same
time meet tight requirements for the external shape in
changing flight conditions. This requires a look at the stiff-
ness of the structure from the viewpoint of strength, as
well as at the additional internal loads created by active
deformations. And finally, aeroelastic aspects like flutter
stability and effectiveness of deformed aerodynamic sur-
faces have to be considered.

An aircraft design is always a compromise for the aero-
dynamic engineer between different flight conditions: a
small flat wing for cruising with low drag at high speed
and a large, cambered wing for take-off and landing at
low speed. This can be met partially by extendable control
surfaces attached to a fixed surface by complex kinematic
systems. On the other hand, the complexity of these sys-
tems increases the structural weight. Therefore, it looks at-
tractive to replace these mechanisms and integrate their
functions into one actively deformable structure. To con-
sider such options, it is necessary to look at basic struc-
tural design requirements for aircraft wings. They have to
carry loads from 2.5 to 9.0 times the total weight of the
airplane. And they must be strong enough in torsion to
keep the aerodynamic shape and transmit the loads from
control surfaces. To achieve this at an acceptable structural
weight, sophisticated lightweight design concepts were de-
veloped during the first half century of manned aviation.
Besides improvements in materials and manufacturing,
lightweight design by shape —within the prescribed aero-
dynamic shape is the main principle.

Simplified, this principle leads to the placement of ma-
terial on the external shape of the airfoil and to closed
cross sections of maximum area. This provides maximum
strength for a fixed amount of material. At the same time,
this structure also has maximum stiffness. This fact must
be kept in mind when active deformable structural con-
cepts are considered for airframe components.

TRADITIONAL ACTIVE OR ADAPTIVE AIRCRAFT
CONTROL CONCEPTS

One kind of active aircraft control concept was developed
and demonstrated in the early 1980s: artificial stabiliza-
tion of an airplane’s flight path by fast motions of the con-
trol surfaces, commanded by a digital flight control system.
Today, this system helps to reduce trim drag and increase
the agility of all modern fighter aircraft by avoiding nega-
tive contributions from a stabilizer surface to the total lift
force to establish natural static stability.

Most airplanes have wings adaptive by additional de-
ployable surfaces like slats at the leading edge or Fowler
flaps at the trailing edge to provide additional lift for
take-off and landing or to provide clean flow conditions
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for extreme maneuvers. The resulting effects are usually a
combination of increased wing surface, increased camber,
and accelerated air flow. These concepts are well described
in most aerodynamic text books (6), where more sophis-
ticated and exotic concepts like telescope wings can also
be found. Variable wing sweep is rather common for com-
bat aircraft, among them the American F-111. The Mis-
sion Adaptive Wing (MAW) demonstrator version of this
aircraft used a complex mechanical system to adjust the
wing camber for changing flight conditions (5). However,
this system proved too complex and heavy for applications
on production aircraft.

Enhancement of active flutter stability by control sur-
face deflections to create unsteady aerodynamic damping
forces was also demonstrated in the 1970s (7). There are
two main reasons that we do not see them on today’s air-
planes:

flutter within the flight envelope in failure of the system
is considered too critical;

the performance of these systems was not very good be-
cause of the loss of static aeroelastic effectiveness of
the control surfaces as airspeed increased; it is typi-
cally close to zero for ailerons mounted near the wing
tip at the trailing edge.

The last point also applies to the effectiveness of maneuver
load alleviation systems by symmetrical deflected outboard
aileron surfaces.

THE RANGE OF ACTIVE STRUCTURES AND MATERIALS
APPLICATIONS IN AERONAUTICS

Besides aircraft control, including load alleviation, aero-
dynamic performance improvement by shape, and static
aeroelastic applications for maneuverability and static sta-
bility enhancement, which will be the main points of the
following sections, the following main additional applica-
tions in aeronautics are being addressed by theoretical and
experimental research:

Health monitoring. Because piezoelectric materials
can serve as actuators and sensors as well, these
materials can be used to monitor changing static or
dynamic internal loading conditions that result from
airplane maneuvers or from failures in the structure.
Although these functions have been widely discussed
in the literature for two decades, the author knows
of no application to a production airplane to date.

Vibration control. This application can be subdivided
into two categories:

to treat local or global vibrations of structural
components. This was also the first flight test
demonstration of piezo materials applied to a
skin panel affected by engine noise of the Rock-
well B-1B bomber (8).

to reduce vibrational levels on equipment that is
mounted internally or externally on the air-
craft structure. This can be done to support
the integrity of the equipment or to improve

the performance of equipment acting as sen-
sor systems. Because rather small deforma-
tions and forces have to be handled here, the
most promising and near term applications of
smart materials on airplanes in this area were
already predicted in the survey paper by Crowe
and Sater (9).

Active flutter suppression. A lot of research has been
dedicated to this task. The NASA wind tunnel test
program “Piezoelectric Aeroelastic Response Tailor-
ing Investigation”(PARTI) (10) demonstrated this
technology. Applications to real aircraft are rather
unlikely because of the previously mentioned safety
aspects. Panel flutter as a special case for the insta-
bility of individual skin panels at supersonic speed
is also addressed in many publications. The required
effort for installing and controlling active devices is
inappropriate compared to a simple structural rein-
forcement of critical panels.

Acoustic noise reduction. Several research projects
are dealing with cabin noise reduction, especially for
turboprop airplanes.

AIRCRAFT STRUCTURES

Definition of a Structure

To design active structural systems for airplane control, it
is necessary to understand the functions of the structure,
the requirements that define its properties, and the rea-
sons that existing aircraft structures are built in a specific
way.

The main functions of the airframe are

to bear and carry the loads acting on the vehicle;
to provide space and support for engines, equipment,

payload, and fuel; and
to satisfy the tight rigidity and smoothness required by

aerodynamics for the external shape.

In other words, the external shape of the vehicle is defined
by aerodynamic performance requirements, and the struc-
ture has to meet these requirements within this shape at
minimum weight. This requires carefully combining the
shape and load-carrying purpose of the individual struc-
tural elements with the best available material for this
purpose. Early designs used fabric to collect the aerody-
namic pressure loads on a wing surface and transfer them
to the fuselage through a wooden framework supported
by thin wires. As soon as it was discovered that the aero-
dynamic drag of these wires is 100 times higher than
that of a carefully designed airfoil of the same thickness,
design efforts concentrated on cantilevered wings where
the loads could be completely transferred internally. Alu-
minum skins paved the way for modern monocoque air-
frames, where the main loads are carried by a monolithic
shell structure which needs mainly only the internal struc-
ture to maintain the shape. The shape of this shell provides
highest resistance against bending and torsion loads at
minimum weight.
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Rigidity of Wing Structures

Considering active deformations of a wing structure, it is
useful to look at the differences in the possible passive
deformations under different loading conditions. The lift
force is the largest component of the aerodynamic forces. It
corresponds to multiples of the total weight of the airplane,
2.5 times for transport aircraft and currently up to 9 times
for fighters. At the same time, the external shape of a wing
has the smallest dimension in its height and the largest in
a spanwise direction. This means that the structure needs
the largest cross sections of its skins on the upper and lower
surfaces. Therefore, to deform a wing in bending actively
would be difficult but not impossible. However, the bending
deformation of an unswept wing has no impact on the aero-
dynamic characteristics or loading conditions. Only swept
wings are sensitive in this respect. Swept forward, bend-
ing increases the local aerodynamic angle of attack in the
streamwise direction, as indicated in Fig. 4. This increases
the bending moment and causes structural divergence at a
flight speed, called the divergence speed, which depends on
the bending stiffness and geometric properties of the wing.
The same effect reduces the bending moment on a swept-
back wing under load, which acts as a passive load alle-
viation system. But to control these deformations actively
by internal forces would mean stretching and compressing
the skins in the spanwise direction—a rather difficult task.

The aerodynamic drag forces that act in the streamwise
direction are smaller than the lift forces by a factor of 10.
At the same time, the shape of the airfoil creates a high
static moment of resistance in this direction. For these rea-
sons, the loads in this direction need no special attention
in the structural design. An active deformation would be
both very difficult and meaningless.

Torsional loads on a wing can be very high, depend-
ing on the chordwise center of pressure locations and on
additional forces from deflected control surfaces. A center
of pressure in front of the fictive elastic axis through the
wing cross sections causes torsional divergence at a cer-
tain flight speed, and a center of pressure too far behind
the elastic axis twists the wing against the desired angle

Swept back wing

V

Deformations
along elastic axis

Streamwise
deformation

Forward swept wing

V

Deformations
along elastic
axis

Streamwise
deformation

Figure 4. Bending deformation of swept wings and impacts on
the aerodynamic angle-of-attack.

of attack or control surface deflection. Therefore, the wing
torsional deformation is very sensitive to the loads acting
on the wing, to the spanwise lift distribution which is im-
portant in the aerodynamic drag, and to the effectiveness of
the control surfaces. As mentioned before, a closed torque
box that has a maximum cross section is desirable for the
structural designer. But the possibility of adjusting tor-
sional flexibility would also allow several options for active
control of aerodynamic performance, load distribution, and
control effectiveness. This active control by internal forces
could theoretically be achieved by active materials in the
skins or by an internal torque device fixed at the wing root
and attached to the wing tip. Such a device, based on a
shape memory alloy, has already been demonstrated on a
wind-tunnel model (4). For practical applications, the pa-
rameters that define the torsional stiffness of a structure
that has a closed cross section, should be kept in mind.
Torsional stiffness is proportional to the square of the com-
plete cross-sectional area and linearly proportional to the
average thickness of the skin. This demonstrates how dif-
ficult it would be to modify the stiffness by changes in the
skins or by an internal torque tube that has a smaller cross
section.

The most often mentioned application of active struc-
tures for aircraft application is camber control and the in-
tegration of control surface functions into the main sur-
face by camber control. This would mean a high chordwise
bending deformation of the wing box. As mentioned before
for spanwise bending, the skins would have to be stretched
and compressed considerably, but in this case based on a
smaller reference length and a smaller moment arm. For
this reason, we do not see chordwise bending deforma-
tions on conventional wings under load. Aeroelastic tailor-
ing, addressed later, by adjusting the carbon fiber plies in
thickness and direction to meet desired deformation char-
acteristics, was also addressing camber control in the 1970s
and 1980s as one specific option. Because of the previously
mentioned constraints, there has been no application of
this passive aeroelastic control feature on a realistic wing
design.

Structures and Mechanisms

To a certain extent, the main functions of structures and
mechanisms are opposite: a structure must provide rigi-
dity, and a mechanism must provide large defined motions
between parts. If active structures are considered, both
functions must be integrated into the structure, the perfor-
mance of this system should be better, and the total weight
should be lower compared to a conventional design. This
shows the difficulty of developing active structures for air-
craft control.

Therefore, the intention of making the structure more
flexible to allow deformations is a contradiction. Hinges are
required to allow deformations without producing internal
forces. If this function is desired within the structure, the
structure has to become more flexible in distinct small re-
gions. But this attempt will create high internal loads in
regions that have small cross sections, and the desired de-
formations for aircraft control functions will produce a high
number of load cycles.
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Figure 5. A/C performance improvements from materials.

Passive Materials for Aircraft Structures

Lightweight aircraft structures are obtained by optimal
shape and the best suitable materials for the load levels
and type of loading. Figure 5 shows the achievements pro-
duced in aircraft design by new materials. Unfortunately
for active structural concepts, today’s high performance
composite materials are stiffer than previous aluminum
structures. Therefore, it is a mistake for some active
aircraft structures researchers to talk about “highly flex-
ible” composite structures for their designs. On the other
hand, today’s skepticism about future applications of smart
materials may be as wrong as the statement in one of the
earliest textbooks on aircraft structures, where the author
states that metal will never be used on aircraft structures,
because its density is too high compared to wood (11). Ob-
viously, the author was only considering iron at that time.

The figure also indicates the typical performance trends
for new technologies. When they are introduced, they are
inferior to the best available state-of-the-art technology at
the time. The book, ‘The Innovator’s Dilemma,’ by Clayton
M. Christensen (12) describes this trend for several new,
disruptive technologies. First applications are typical on
low-cost, low-performance products.

Typical Load Requirements for Aircraft Structures

A typical fighter aircraft has to be designed to carry a load
nine times its own weight. Applied to a car that has an
empty weight of 1 metric ton plus a 1/2 ton payload, this
would mean an external load of 14.5 tons! The wings for a
transport aircraft have to carry 2.5 times the total weight.
This shows that airplane structures have to be strong,
which means that they are also rather stiff. The upper and
lower skins of the torque box have a typical thickness of
the order of 10 to 20 millimeters, compared to the body of
a car that is less than 1 millimeter thick.

SMART MATERIALS FOR ACTIVE STRUCTURES

Smart materials for active structures applications are
mainly interesting because of their high energy density.
On the other hand, their strain or stroke capacity is rather
limited, compared with other materials for aircraft struc-
tures and with other actuators. And they are rather heavy.
Probably the most complete survey paper on this topic
entitled “Smart aircraft structures” by Crowe and Sater
(9) was presented in 1997 at the AGARD Symposium on

Future Aerospace Technology in the Services of the Al-
liance. It classifies the different concepts and gives an
overview on recent and ongoing research activities. It also
predicts future applications in real systems that have dif-
ferent purposes and for different classes of airplanes.

So far, piezoelectric materials and shape memory al-
loys (SMA) are addressed mainly for potential applications.
Whereas piezos are usually applied as patches in multi-
ple layers, distributed over the surface, or as concentrated
stack actuators, SMAs have been investigated mainly as
wires or torque tubes for active deformation of aerody-
namic surfaces. To date, the results achieved are not very
promising for aircraft control by active structures. For this
purpose, which means large static deformations in a rather
short time, piezo materials respond fast enough, but their
stroke is very limited. SMAs, on the other hand, could pro-
vide larger deformations and higher forces but are not fast
enough for flight control inputs, and their thermal energy
supply issues are rather complex within the airframe and
aircraft environment.

Because of these limitations, the Defense Advanced Re-
search Projects Agency (DARPA) launched an ambitious
research program in 1999, called “Compact Hybrid Actu-
ators” (CHAP), to multiply the stroke and force output of
current actuators by a factor of 10.

THE ROLE OF AEROELASTICITY

The Reputation of Aeroelasticity

Some years after the Wright brothers’ success using their
active wing, designers began to fear the flexibility of the
structure. The famous MIT Lester B. Gardner Lecture
“History of Aeroelasticity” by Raymond L. Bisplinghoff (13)
quotes many of the early incidents involving aeroelastic
phenomena and the famous comment from Theodore von
Kármán “Some fear flutter because they do not understand
it, and some fear it because they do.” Also quoted from a re-
view paper on aeroelastic tailoring by T. A. Weisshaar (2):
“As a result, aeroelasticity helped the phrase “stiffness
penalty” to enter into the design engineer’s language. Aero-
elasticity became, in a manner of speaking, a four-letter-
word....it deserves substantial credit for the widespread be-
lief that the only good structure is a rigid structure.” The
role of aeroelasticity in aviation is depicted in Fig. 6. It
shows the impact on aircraft performance over the years,

Year

Performance

Wright flyer I

Rigid AC
performanceAeroelastic impacts

Active aeroelastic
concepts

Aeroelastic
degradation

1903 2000
Langley
aerodrome

Figure 6. The impact of aeroelasticity on aircraft performance.
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Figure 7. Relationship between aircraft performance, advances
in aeroelasticity, and external stimuli.

caused mainly by increasing speed. But the upper dot in
1903 also indicates that aeroelasticity can act positively,
if properly used and understood today and on faster air-
planes. Smart structural concepts will help to reverse this
negative trend of aeroelastic impact on aircraft perfor-
mance.

Similar to Fig. 5, the progress in aeronautics can also
be connected to the progress in aeroelasticity and related
external stimuli and events, as shown in Fig. 7.

Aeroelastic Effects

Because of the difficulty in describing aeroelastic effects
by using proper theoretical models that involve a good de-
scription of the structure, its flexibility, and structural dy-
namic characteristics, as well as its steady and unsteady
aerodynamic properties, solutions were limited in the early
years of aviation to selected cases that had only a few de-
grees of freedom. More general solutions required the stor-
age space and short computing time of modern computers.
The aeroelastic triangle, (Fig. 8), cited the first time by
Collar (14) in 1946, describes the involved types of forces
in the different aeroelastic phenomena. Looking at these
forces and interactions, it becomes obvious that smart
structures for aeronautical applications will have a close
relationship to aeroelasticity in most cases.

Elastic forces Inertia forces

Aerodynamic forces

Dynamic
aeroelasticity

Structural dynamics

Flight m
echanics

Figure 8. Aeroelastic triangle.

Static Aeroelasticity. No inertial forces are involved, by
definition, in static aeroelastic effects. This is true for
aileron reversal, an effect, where the rolling moment due to
a control surface deflection changes sign at a certain flight
speed due to opposite deformation of the fixed surface in
front of the control surface. This effect has to be avoided
within the flight envelope of the aircraft to avoid disturbing
the pilot when he moves the stick to roll the airplane.

If the Wright Brothers had used conventional ailerons
on their first airplanes, they might have experienced
aileron reversal because of the low torsional stiffness of
their wings, even at very low speeds. On the other hand,
the Wright brothers’ main competitor, Samuel P. Langley,
was very likely less fortunate in using his Aerodrome de-
signs because of insufficient aeroelastic stability (13) af-
ter scaling up the successful smaller unmanned vehicle to
larger dimensions.

It is not sufficient to avoid aileron reversal in fighter
airplanes. Even under the worst flight conditions, a high
roll rate must be achieved to provide high agility. This is
usually done by reinforcing the wing structure because the
basic static design of a fighter wing yields rolling moment
effectiveness slightly above or even below zero under the
worst flight conditions. The basic design of the American
F-18 had to be revised after delivery of the first batch of pro-
duction aircraft. An additional weight of 200 lb per wing
side was added to the Israel Lavi lightweight fighter to
provide sufficient roll power. In addition to the loss of roll
power, the adverse deformation of the control surface re-
quires larger control surface deflections, which result in
higher hinge moments and require stronger actuators. The
difficulty of predicting the most effective distribution of ad-
ditional stiffness for improved roll effectiveness, especially
in conjunction with the introduction of modern compos-
ite materials that have highly anisotropic stiffness proper-
ties in airframe design, inspired the development of formal
mathematical structural optimization methods (15).

Aileron reversal usually has the most severe static
aeroelastic impact on aerodynamic forces and moments.
But all other aerodynamic performance or control charac-
teristics of an airplane are affected as well by static aero-
elastic deformations and aerodynamic load redistributions,
to a more or less severe degree. Weisshaar (16), for exam-
ple, mentions the excessive trim drag due to aeroelastic
wing deformations on the delta wing of a supersonic trans-
port aircraft.

Roll control improvement by active concepts was and
still is the most often studied application of active concepts
for static aeroelastic phenomena in aircraft. Although ac-
tive structures or materials are not involved, the Active
Aeroelastic Wing project (17), or Active Flexible Wing
project, as it was called before, is currently on the way
to flight test trials in 2001 on a modified F-18. This con-
cept originates in several theoretical studies and wind
tunnel demonstrations in the 1980s. A summary of these
activities was presented in a special edition of the Journal
of Aircraft in 1995 (18). Figure 9 depicts the wind tunnel
model installed in the Transonic Dynamics Tunnel at the
NASA-Langley Research Center.

Losses of static aeroelastic effectiveness in lateral sta-
bility and rudder yawing moment are well-known design
drivers for vertical tails. Surprisingly, almost nobody has
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Active flexible wing model mounted in the langley TDT

NASA langley research center 3/1/1991    Image # EL-1996-00022
Figure 9. Active aeroelastic wing model mounted in the NASA
Transonic Dynamics Wind Tunnel (from the Internet).

looked so far into smart structural concepts to obtain better
designs. Sensburg (19) suggested a smart passive solution,
called the diverging tail, achieved by aeroelastic tailoring
of the composite skins and modifying the fin root attach-
ment to a single point aft position to achieve higher yawing
moments compared to a rigid structure.

Aeroelastic divergence was the most severe instability
for early monowing airplanes. If the wing main spar is lo-
cated too far behind the local aerodynamic center of pres-
sure (at 25% chord), a lack of torsional stiffness causes the
wing structure to diverge and break at a certain speed.
As Anthony Fokker describes in his book (20), sufficient
strength of the design had already been demonstrated
by proof load and flight tests for his D-VIII, (Fig. 10),
when regulations called for a reinforced rear spar that
has strength proportional to the front spar. This redistri-
bution of stiffness caused torsional divergence under flight
loads. This example also demonstrates the potential effects

Front spar Rear spar

Figure 10. Fokker D-VIII monoplane, where aeroelastic diver-
gence caused several fatal accidents after reinforcement of the
rear spar (modified by author, photo from the Internet).

and impacts of applying smart structures to an airplane
structure.

The introduction of high-strength composite materials
that had the possibility of creating bending-torsion cou-
pling effects from anisotropic material properties caused a
renaissance of the forward swept wing in the late seventies
(2), this had been ruled out before for higher sweep angles
because of the bending-torsion divergence, as depicted in
Fig. 4.

Static aeroelasticity also includes all effects on aerody-
namic load distributions, the effectiveness of active load
alleviation systems by control surfaces, and flexibility ef-
fects on aerodynamic performance. In this case, the vari-
able inertial loads from the payload or fuel on structural
deformations have to be considered simultaneously.

Dynamic Aeroelasticity. Flutter is the best known dy-
namic aeroelastic stability problem. It belongs to the cate-
gory of self-excited oscillatory systems. In this case, any
small external disturbance from a control surface com-
mand or atmospheric turbulence that excites the eigen-
modes of the structure, creates additional unsteady aero-
dynamic forces at the same time. Depending on the mass
and stiffness distribution and on the phase angles be-
tween the vibrational modes involved, aerodynamic forces
dampen the oscillations or enforce them in the case of
flutter.

Active control for enhancing flutter stability by aerody-
namic control surfaces was fashionable in the late 1970s
(21). In this case, the effectiveness of the system depends
on the static aeroelastic effectiveness of the activated con-
trol surfaces. Mainly because of safety aspects, but also
because of limited effectiveness, none of these systems has
entered service so far. Active control by active structural
devices was a popular research topic in recent years (10),
but, for the same reasons, it is doubtful that we will ever
see applications.

Panel flutter is a special case, where only individ-
ual skin elements of the structure (panels) are affected.
This usually happens at low supersonic speeds, and only
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structural elements that have low static load levels, like
fairings, can usually be affected.. Active control by smart
materials is possible, but there are no considerable impacts
on aircraft effectiveness.

Buffeting is forced vibration where turbulent flow gen-
erated by one aerodynamic surface excites this surface it-
self or another surface located in the turbulent flow re-
gion. Here also, aerodynamic control surfaces located on
the affected part can be used to counteract the vibrations.
Compared to flutter, the aerodynamic effectiveness of these
surfaces is additionally reduced because of the turbulent
flow conditions. Active structural systems are more effec-
tive in this case. For this reason and because the required
active deformations are small, the first large-scale active
structural application in aircraft dealt with the buffeting
problem of fighter aircraft vertical tails under extreme ma-
neuver conditions. After several theoretical (22) and small-
scale experimental studies (23), full-scale ground tests
were performed in a joint Australian–Canadian–USA re-
search program (24) on an F-18 and in a German program
for a simplified fin structure of the Eurofighter (25). In both
cases, piezoelectric material was used.

Aeroelastic Tailoring and Structural Optimization

Weisshaar (26) was one of the first researchers who tried to
give aeroelasticity a better reputation when modern fiber-
reinforced composite materials that had highly anisotropic
directional stiffness were considered for primary aircraft
structures. They provided the possibility of tailoring the
materials’ directional stiffness within the composite lay-up
to meet desired deformation characteristics for improved
aeroelastic performance. Together with formal mathema-
tical optimization methods for the structural design, this
approach allowed minimizing the impact of aeroelasticity.

Any improvement of a technical system is often referred
to as an optimization. In structural design, this expression
is mainly used today for formal analytical and numerical
methods. Some years after the introduction of finite ele-
ment methods (FEM) for analyzing aircraft structures, the
first attempts were made to use these tools in an auto-
mated design process. Although the structural weight is
usually used as the objective function for optimization, the
major advantage of these tools is the fulfillment of aeroe-
lastic constraints, not the weight saving. Other than static
strength requirements, which can be met by adjusting the
dimensions of the individual finite elements, the sensiti-
vities of the elements to aeroelastic constraints cannot be
expressed so easily. The option of tailoring the composite
material’s properties by individual ply orientations and dif-
ferent layer thicknesses for the individual orientations re-
quired and inspired the development of numerical methods
(27).

OVERVIEW OF SMART STRUCTURAL CONCEPTS FOR
AIRCRAFT CONTROL

Classification of Concepts

Active structural concepts for aircraft control can be sub-
divided into these categories:

� the purpose of the active system,
� the types of devices to activate the structure.

In the first case, the intended concepts are aiming at im-
proving

� control effectiveness,
� aerodynamic drag reduction by adaptive shape,
� load alleviation by adaptive deformation, and
� stabilizer effectiveness for trim and static stability.

As mentioned earlier, the majority of the concepts aim to
improve roll control power because it usually has the high-
est sensitivity to structural deformations.

A classification by actuation devices can be given by

� activation of a passive structure by conventional or
novel aerodynamic control surfaces,

� active structural elements, and
� actuators or connecting elements that have adaptive

stiffness between structural components.

An additional classification can be made by

� concepts, where aeroelastic effects are intentionally
used, and

� concepts without special aeroelastic considerations.

As far as aeroelasticity is addressed by concepts, the
intended improvements aim at the high-speed part of the
flight envelope, where aeroelastic effects become more im-
portant. When aeroelastic effects are exploited in a posi-
tive sense, this also means that active aeroelastic effects
can usually be used beneficially only at higher speeds. An
exception is shown later.

Fictitious Control Surface Concepts

To evaluate the potential benefits of smart structural con-
cepts, as well as the required energy to activate them, it is
useful to start with a “virtual concept,” assuming that the
intended structural deformation is created by any device.
Khot, Eastep, and Kolonay (28) call this the “fictitious
control surface” concept. They investigated the aeroelas-
tic loss of roll control power for a conventional trailing
edge control surface and then tried to retwist the wing
by supplying the same amount of strain energy that was
created by the aileron deflection. The main purpose of
this effort was analytical evaluation of the energy re-
quired to maintain a constant roll rate as dynamic pressure
increases. The result, however, an increase in energy ver-
sus dynamic pressure at the same gradient as the reduc-
tion of effectiveness, may be misleading. The achievable
rolling moment from a deformation depends on the po-
sition, where the deformation is initiated by an internal
force or by a control surface deflection. Similarly to a rigid
wing, where a trailing edge surface is much more effec-
tive than a leading edge surface, there are more or less
effective regions on a flexible wing, where a deflection
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of a control surface or a deformation of the structure
by internal forces results in different rolling moments
and requires different efforts to create the deflection or
deformation.

Variable Shear Stiffness Spar Concept

Similarly to the fictitious control surface, a study by Griffin
and Hopkins (29) used a “fictitious” variable stiffness spar
concept to modulate the rolling moment effectiveness of a
generic F-16 wing model. They assumed a small outboard
trailing edge control surface on an analytical F-16 wing
model for roll control, which would operate in a conven-
tional mode at low dynamic pressures, and the negative
“postreversal” effectiveness could be enhanced by turning
the spar web shear stiffness off at high dynamic pressures.
This concept was explained simply by “link elements” at-
tached to the upper and lower spar caps by bolts and
removable pins. The basic principle of this concept was
also experimentally verified by an aeroelastic wind tunnel
model for an unswept, rectangular wing that had remov-
able spars (30). Unfortunately, no reference was found to
show that more technical smart structural solutions were
ever investigated for this concept.

Innovative Control Effector Program

In the Innovative Control Effector (ICE) program from
NASA-Langley (31,32), the positions and required amount
of small, “fictitious control surfaces” were determined by
a genetic optimization process for an advanced “blended
wing-body” configuration. These “control effectors” are el-
ements of the surface grid in the analytical aerodynamic
model that create the “virtual” shape change. See (31) for
an excellent overview of all research activities within the
NASA “Morphing Program.”

Active Flow Control Actuators

Synthetic jet actuators were also developed and tested as
a part of the NASA Morphing Program (31). This device is
based on a piezoelectrically driven diaphragm, which sucks
and blows air through a small orifice. It was originally de-
veloped for cavity noise control. The power output needs
to be multiplied to use it for aircraft control, where much
higher forces are required.

Innovative Aerodynamic Control Surface Concepts

Although there are no active structural components in-
volved, these concepts can also be considered “smart struc-
tures.” In this case, the active deformation of the struc-
ture is actuated by aerodynamic control surfaces. The
January/February 1995 edition of the Journal of Aircraft
(33) was a special issue, dedicated to the U.S. “Active Flexi-
ble Wing Program,” which started in 1985 and later turned
into the “Active Aeroelastic Wing Program,” This basic idea
was improving roll effectiveness for a fighter aircraft wing
by combining two leading edge and two trailing edge con-
trol surfaces, which could also be operated beyond reversal
speed. This concept was demonstrated on an aeroelastic
wind tunnel model by tests that started in 1986. After

Figure 11. Active aeroelastic wing demonstrator aircraft [from
(5)].

theoretical studies on F-16 and F-18 wings, reported by
Pendleton (5,17,34), the F-18, depicted in Fig. 11, was
selected as the candidate for flight test demonstrations,
that are expected to start in 2001. For this purpose, the
wing structure was returned into the original stiffness
version, which had shown aileron reversal in early flight
tests.

Flick and Love (35) studied wing geometry sensitivi-
ties for potential improvements from active aeroelastic con-
cepts based on a combination of leading and trail edge sur-
faces. The results shown in Fig. 12 (5) indicate only very
small advantages for low aspect ratio wings. The theoreti-
cal studies of a generic wing model of the Eurofighter wing
by the first author, however, also resulted in large improve-
ments for this configuration, as can be seen in Fig. 6. Active
aeroelastic concept research by TsAGI in Russia already
demonstrated impressive improvements in flight tests. In
addition to using leading edge control surfaces to improve
roll performance, a small control surface was also mounted
at the tip launcher. Figure 13 from (36) shows the achiev-
able improvement compared to the trailing edge aileron
only. Note the size of the special surface compared with a
conventional aileron.

For high aspect ratio transport aircraft wings, especially
in combination with a winglet, similar devices could be
used for roll control and also for adaptive induced drag re-
duction, or load alleviation, as indicated in Fig. 14 for a con-
cept, called active wing tip control (AWTC) by Schweiger
and Sensburg (37). In this case, the winglet root provides
sufficient space and structural rigidity to integrate the con-
trol device and its actuation system. In flutter stability, the
forward positions of the masses increase the flutter stabil-
ity, which is reduced by the aft position of the winglet.

Of course, the static aeroelastic effectiveness of a control
surface is also important for dynamic applications like flut-
ter suppression or load alleviation for buffeting of vertical
tails. This fact is very often forgotten in favor of optimizing
the control laws.
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Figure 12. AAW technology advantages and wing geometry sensitivities for lightweight fighter
wings [results from (35) figures from (5)]

Active Structures and Materials Concepts

Dynamic applications for flutter suppression (10) or buf-
fetting load alleviation (38,39) by piezoelectric material
were demonstrated on wind tunnel models and in full-scale
ground tests. The involved mass and complexity, mainly for
the electric amplifiers, precludes practical applications at
the moment. For dynamic applications, however, a semiac-
tive solution using shunted piezos (40) that have very little
energy demand is an interesting option.

The use of piezoelectric materials for static deforma-
tions is limited by the small strain capacity, as well as by
the stiffness of the basic structure. Because of these facts,
some researchers realized rather early that it is not ad-
visable to integrate the active material directly into the
load-carrying skins. To achieve large deflections, it is nec-
essary to amplify the active material’s stroke and to un-
couple the to-be-deformed (soft) part of the passive struc-
ture from the (rigid) main load-carrying part. Because this
usually causes a severe “strength penalty” for the main

Computations
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(δs.a. = δa.)

Aileron
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ωδ
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Figure 13. AAW technology in Russia: Flight test results and
comparison with analysis for a special wing tip aileron [results
adapted from (36)].

structures of conventional airplanes, practical applications
are limited to unusual configurations like small UAVs or
missiles (41). As an example, Barrett (42) developed such
a device, where the external shell of a missile fin is twisted
by a PZT bender element.

Compared to piezoelectric materials, which respond
very fast, shape memory alloys (SMA) are rather slow, but
they can produce high forces. This precludes applications
for the speed of flight control motions or higher and al-
lows only adaptation to very slow processes like the pre-
described trajectory of a transport airplane and the parallel
reduction of fuel mass.

Two typical applications of SMAs were investigated in
the DARPA/AFRL/NASA Smart Wing Program (5,31), a
SMA torque tube to twist the wing of a 16% scale wind
tunnel model of a generic fighter aircraft and SMA wires
to actuate the hingeless trailing edge control surfaces. The
ratio between the torque tube cross section and the wing
torque box cross section should be kept in mind. To replace
conventional control surfaces, efforts to create deforma-
tion of a realistic structure still need to be addressed. And,

Active Wing Tip Control Device

-by increased
spanwisemoment arm

Increased
aeroelastic
effectiveness

-by torsion

Reduced aeroelastic effectiveness
for trailing edge aileron

Wing box

Elastic
axis

for:
• Drag reduction
• Increased roll control
• Load alleviation

Figure 14. Advantages of an active wing tip control device on a
transport aircraft wing.
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Figure 15. Comparison of rolling moment effectiveness for con-
ventional and conformal trailing edge control surface [from (5)].

what is even more important than the limitations of actua-
tion speed, aeroelastic aspects should be kept in mind from
the beginning to evaluate and optimize the effectiveness of
such concepts. As depicted in Fig. 15 (5), the effectiveness
of the conformal trailing edge control surface is better than
the conventional control surface a low speed but gets worse
as dynamic pressure increases. As mentioned in this ref-
erence, such concepts are not developed to replace existing
systems but to demonstrate the capabilities of active ma-
terials. If this is the case, realistic applications still need
to be discovered.

Smart materials applications on small RPVs are cur-
rently investigated at the Smart Materials Lab of the
Portugese Air Force together with the Instituto Superior
Técnico in Lisbon (43).

Other Innovative Structural Concepts

Because of the limited stroke of active materials and the
inherent stiffness of a minimum weight aircraft structure,
some researchers try to amplify the stroke by sophisticated

Courtesy of the
U.S. Navy

Figure 16. Goodyear Inflatoplane (1950s) (from the Internet).

kinematic systems and enable larger deformations more
easily by “artificially” reducing the structural stiffness. So
far, all of these concepts show the following disadvantages:

� high complexity for the actuation system,
� higher energy demand compared with the actuation

of conventional control surfaces,
� additional internal loads in the structure from the

forced deformation,
� additional structural weight from the reduced

strength,
� reduced static aeroelastic effectiveness because of ad-

ditional flexibility in the rear wing area, and
� reduced aeroelastic stability (flutter) from the reduced

stiffness.

As one example, such systems are described by Monner, et
al. (44). That paper summarizes active structural research
by the German aerospace research establishment DLR on
an Airbus type transport aircraft wing.

An old idea, the pneumatic airplane, as depicted in
Fig. 16, may be useful, if applied to small UAVs (for stor-
age), or, on larger airplanes to selected structural elements,
like spar webs, to adjust the shape by variable pneumatic
stiffness to control the aeroelastic load redistribution.

Adaptive All-Movable Aerodynamic Surfaces

Adaptive rotational attachment or actuation stiffness for
all-movable aerodynamic surfaces can be seen as a special
class of active aeroelastic structural concepts. If properly
designed, this concept will also provide superior effective-
ness compared to a rigid structure at low speeds. Other
active aeroelastic concepts show their advantages only as
speed increases, in the same way as negative aeroelastic
effects increase.

As an example, a fixed root vertical tail can be made
more effective, if the structure is tailored so that the elastic
axis is located behind the aerodynamic center of pressure.
This wash-in effect, for example, increases the lateral sta-
bility compared to a conventional design on a swept-back
vertical tail, as depicted in Fig. 17. The so-called diverging
tail (19) has improved effectiveness but also experiences
higher bending moments.
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Figure 17. Aerodynamic load distribution for different design ap-
proaches on a vertical tail.

Instead of tailoring the structure, which essentially al-
ways creates a (minimized) weight increase, the tail can
be designed as a reduced size all-movable surface. The
location of the spigot axis is used to tailor the wash-in ef-
fect, and the attachment stiffness is adjusted to the desired
effectiveness. This also allows obtaining the required effec-
tiveness at low speeds using a smaller tail. As described in
(45), the proper shape of the surface in conjunction with
the spigot axis location also enhances flutter stability.

Figure 18 depicts the effectiveness of different spigot
axis locations at different Mach numbers (and dynamic
pressure) using variable stiffness.

The crucial element of the all-movable surface using
adaptive attachment stiffness is the attachment/actuation
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Figure 18. Achievable aeroelastic effectiveness using variable attachment stiffness for different
locations of the spigot axis.

component. This can, for example, be a mechanical spring
that has variable stiffness and a conventional hydraulic ac-
tuator or, as a more advanced system, a hybrid actuator us-
ing smart material elements, such as magnetorheological
fluids. The objective of the current DARPA program “Com-
pact Hybrid Actuators” is to develop such components at
high energy density and 10 times the stroke of current
systems.

Of course, such systems can also be used for horizon-
tal stabilizers or outboard wing sections. Compared to a
horizontal tailplane, where the fuselage flexibility causes
losses of aeroelastic effectiveness, a forward surface can
exploit additional benefits from the fuselage flexibility.

QUALITY OF THE DEFORMATIONS

The amount of internal energy required for the desired de-
formations depends strongly on the static aeroelastic effec-
tiveness involved. As depicted in Fig. 19, the aerodynamic
loads can either deform the structure in the wrong direc-
tion and require additional efforts to compensate for the
deformations caused by external loads, or the internal, ini-
tial deformation is used so that the desired deformations
are only triggered and the major amount of energy required
is supplied by the air at no cost. In the first case, the re-
quired deformation generated by internal forces already
creates a high level of internal strain in the structure, re-
sulting in reinforcement and extra structural weight. In
the second case, the required internal actuation forces and
the strain levels are much smaller. For a favorable solu-
tion, the design process must reduce the total load level
of the structure in the “design case,” thus reducing the to-
tal weight required for the structure and actuation system
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Figure 19. Forced structural deformation and aeroelastic response of different design approaches.

compared to a conventional design, as indicated in Fig. 20,
and achieving better performance.

The effort required and the results achievable for a spe-
cific type of deformation depend strongly on the typical
properties of the wing structure, which in most cases can
be described as a beam. First of all, lift forces create bend-
ing deformations in the direction of the lift force. Because
drag forces are much smaller (1/10) and because of the
shape of the airfoil, in-plane bending deformations can be
neglected. Depending on the chordwise location of the re-
sulting lift force relative to the beam (torque box) shear
center location, it is possible to twist the wing. This can, for
example, be used to reduce the bending deformation. Be-
cause of the high stiffness of a modern wing in a chordwise
section and because of the resulting aerodynamic pressure
distribution that usually acts in one direction, a chordwise
bending deformation (camber) is very difficult to achieve by
internal or external forces. This is also true for a reduced
thickness rear section of a wing, for example, to replace a
deflected control surface.

Concepts performance
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(for desired performance)
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design
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Figure 20. Performance of active structural concepts in weight
and performance.

ACHIEVABLE AMOUNT OF DEFORMATION
AND EFFECTIVENESS OF DIFFERENT
ACTIVE AEROELASTIC CONCEPTS

Classical active aeroelastic concepts rely on the adaptive
use of aerodynamic control surfaces and their aeroelastic
effectiveness under various flight conditions. In conven-
tional designs, the aeroelastic effect is more pronounced as
airspeed increases, as demonstrated in Fig. 21 for potential
losses and gains.

Conventional active aeroelastic concepts exploit the in-
creasing effectiveness in the upper half of this figure,
as well as the recovering effectiveness of a conventional
aileron beyond the reversal speed. A combined operation
of leading and trailing edge surface results in an achievable
roll rate, as indicated in Fig. 22.

To exploit aeroelastic effects more beneficially, increas-
ing the aeroelastic sensitivity of the design in a wider range
of the flight envelope is required. This can be achieved,
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Figure 21. Typical range of aeroelastic effectiveness.
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for example, by an all-movable aerodynamic surface that
has adaptive rotational attachment stiffness. This also pro-
vides high effectiveness at low speeds, and excessive loads
from diverging components or flutter instabilities at high
speeds can be avoided.

The usable aeroelastic effectiveness for conventional
concepts is rather limited between take-off and cruise
speed. Aileron reversal usually occurs between the cruise
speed and limit speed, and too high an effectiveness of lead-
ing edge surfaces must be avoided at the limit speed. On
the other hand, adaptive all-movable concepts can provide
high effectiveness at all speeds and avoid excessive loads at
the high end of the speed envelope, as indicated in Figs. 23
and 24. This means, for example, that a stabilizer surface
can be built smaller than would be required by “rigid” aero-
dynamic low-speed performance.

NEED FOR ANALYZING AND OPTIMIZING THE DESIGN
OF ACTIVE STRUCTURAL CONCEPTS

Of course, active materials and structural components,
together with the stimulating forces, need a correct
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Figure 23. Aeroelastic effectiveness of conventional and
adaptive-all-movable active aeroelastic concepts.
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Figure 24. Usable range of aeroelastic effectiveness for conven-
tional and advanced active aeroelastic concepts.

description in theoretical structural or multidisciplinary
analysis and optimization (MDAO) models and methods.
Once this is provided, the actively deforming structure
needs another approach for static aeroelastic analysis. The
deflections of selected control surfaces of an aircraft that
has conventional control surfaces can be predescribed for
aeroelastic analysis. For an actively deformed structure,
initial deformations without external loads first need to be
determined, for example, by static analysis.

As described before, the deformations achievable in con-
junction with the distribution of external aerodynamic
loads are essential for the effectiveness of active structural
concepts for aircraft control. This requires efficient tools
and methods for simultaneous, multidisciplinary analyti-
cal design. The best design involves optimizing

� external shape,
� arranging the passive structure (topology),
� sizing the passive structure,
� placing and sizing the active elements, and
� a control concept for the active components.

The aims of this approach are the optimum result for the
objective function (minimum weight, aerodynamic perfor-
mance), fulfillment of all constraints like strength, and also
optimization of additional objectives, such as minimum en-
ergy. As depicted in Fig. 25 for the optimization of a passive
structure that has different constraints for the required
rolling moment effectiveness, the energy required to actu-
ate the control surface can be considerably reduced, even
if the required (low) roll rate is already met.

MDO does not mean combining single discipline ana-
lytic tools by formal computing processes. It means first a
good understanding of what is going on. This is essential
for a conventional design. Only from this understanding
can the creative design of an active concept start.

It is also very important to choose the proper analytic
methods for individual disciplines. Usually, not the high-
est level of accuracy is suitable for the simulation of impor-
tant effects for other disciplines. This also refers to refin-
ing the analytic models, where local details are usually not
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ment of a trailing edge aileron of a low aspect ratio fighter wing.

interesting for interactions. It is more important to keep
the models as versatile as possible for changes in the de-
sign concepts and to allow the simulation as many variants
as possible. This also means an efficient process for gener-
ating models, including the knowledge of the user for this
process. Fully automated model generators can create ter-
rible results, if the user cannot interpret or understand the
modeling process.

Any improvement in a technical system is often referred
to as an optimization. In structural design today, this ex-
pression is mainly used for formal analytic and numerical
methods. Some years after the introduction of finite ele-
ment methods (FEM) for analyzing aircraft structures, the
first attempts were made to use these tools in an automated
design process. Although the structural weight is usually
used as the objective function for optimization, the major
advantage of these tools is the fulfillment of aeroelastic con-
straints, not the weight saving. Other than static strength
requirements, which can be met by adjusting the dimen-
sions of individual finite elements, the sensitivities of the
elements to aeroelastic constraints cannot be expressed so
easily.

In the world of aerodynamics, the design of the required
twist and camber distribution for a desired lift at minimum
drag is also an optimization task. Assuming that minimum
drag is achieved by an elliptical lift distribution along the
wingspan, this task can be solved by a closed formal so-
lution and potential flow theory. More sophisticated nu-
merical methods are required for the 2-D airfoil design or
for Euler and Navier–Stokes CFD methods, which are now
maturing for practical use in aircraft design.

Formal optimization methods have been used for con-
ceptual aircraft design for many years. Here, quantities
such as direct operating costs (DOC) can be expressed by
rather simple equations, and the structural weight can be
derived from empirical data. Formal methods such as op-
timum control theory are also available for designing the
flight control system.

So, one might think that these individual optimization
tasks could easily be combined into one global aircraft op-
timization process. The reasons that this task is not so

simple is the different natures of the design variables of in-
dividual disciplines and their cross sensitivities with other
disciplines. The expression multidisciplinary optimization
(MDO) summarizes all activities in this area, which have
intensified in recent years. It must be admitted that today
most existing tools and methods in this area are still single
discipline optimization tasks that have multidisciplinary
constraints.

To design and analyze active aeroelastic aircraft con-
cepts, especially when they are based on active materials
or other active structural members, new quantities are re-
quired to describe their interaction with the structure, the
flight control system, and the resulting aeroelastic effects.

SUMMARY, CONCLUSIONS, AND PREDICTIONS

In the same way as it was wrong in the past to demand
that an aircraft design to be as rigid as possible, it’s wrong
now to demand a design that is as flexible as possible.

It is sometimes said that smart structural concepts can
completely replace conventional control surfaces. But this
looks very unrealistic, at least at the moment. The major
difficulties for successful application are the limited defor-
mation capacity of active materials, as well as their strain
allowables, which are usually below those of the passive
structure. However, this can be resolved by proper design
of the interface between the passive and active structures.
But the essential difficulties are the stiffness and strain
limitations of the passive structure itself. It cannot be ex-
pected that the material of the passive structure just needs
to be replaced by more flexible materials without an exces-
sive weight penalty. It is also not correct to believe that
an active aeroelastic concept becomes more effective, if the
flexibility of the structure is increased. Aeroelastic effec-
tiveness depends on proper aeroelastic design, which needs
certain rigidity of a structure to produce the desired loads.
A very flexible structure would also not be desirable from
the standpoints of aerodynamic shape, stability of the flight
control system, and transmission of static loads.

Because large control surface deflections are required
at low speeds, where aeroelastic effects on a fixed surface
are small, it is more realistic to use conventional control
surfaces for this part of the flight envelope and use active
aeroelastic deformations only at higher speeds. This would
still save weight on the control surfaces and their actua-
tion system due to the reduced loads and actuation power
requirements.

To produce usable deformations of the structure also at
low speeds, all-movable aerodynamic surfaces that have
a variable attachment stiffness are an interesting option.
This concept relies on development efforts for active de-
vices that have a wide range of adjustable stiffness.

The reasons that we have not seen more progress to date
in successfully demonstrating smart structural concepts in
aeronautics may be that

� specialists in aircraft design do not know enough
about the achievements in the area of smart mate-
rials and structures, and

� smart materials and actuation system specialists,
who try to find and demonstrate applications in
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aeronautics, do not know or care enough about real-
world conditions for airplane structures.

What we need is more awareness on both sides, as well
as stronger efforts to learn from each other and work
together.

Although there are strong doubts about useful applica-
tions of smart structures for aircraft control, it should al-
ways be remembered how often leading experts have been
wrong in the past in their predictions, in many cases even
on their own inventions. Norman R. Augustine quotes some
of them in his famous book “Augustine’s Laws” (46):

� “The [flying] machines will eventually be fast; they
will be used in sport but they should not be thought of
as commercial carriers.” – Octave Chanute, aviation
pioneer, 1910.

� “The energy produced by the breaking down of the
atom is a very poor kind of thing. Anyone who expects
a source of power from the transformation of these
atoms is talking moonshine. – Ernest Rutherford,
physicist, ca. 1910.

� “Fooling around with alternative currents is just a
waste of time. Nobody will use it, ever. It’s too dan-
gerous . . . it could kill a man as quick as a bolt of
lightning. Direct current is safe.” – Thomas Edison,
inventor, ca. 1880.

Also quoted by Augustine (46), the eminent scientist Niels
Bohr remarked: “Prediction is very difficult, especially
about the future.”

At the moment it looks more realistic that new hybrid,
concentrated active devices, positioned between a passive
but properly aeroelastically tailored main aerodynamic
surface and the corresponding control surfaces are showing
the like Hopefully this article will inspire useful applica-
tions of smart structures and prevent some unnecessary
research.
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INTRODUCTION

An inextricable link has existed historically between
a building’s characteristics—form, appearance, and
function—and the characteristics of the different materi-
als that were available and suitable for construction. As
exemplified by historical building traditions in stone and
wood, early architects sought to understand intuitively
the intrinsic physical behavior of commonly available
materials to exploit their properties in designing and
constructing buildings. Conversely, later innovations in
the type and availability of materials strongly impacted
the development of new architectural forms as architects
began to respond to changing societal demands and new
building functions emerged. This trend is illustrated by
the development of steel in the nineteenth century and
the related emergence of long-span and high-rise building
forms. Today, architects are beginning to look forward to
using the developments in smart materials to bring new
solutions to long-standing problems and also to exploit the
potential of smart materials in developing new building
functions, forms, and responses. The wide variety of smart
materials available has great potential for use within the
field, but, in this area, their applications remain only
marginally explored.

MATERIAL CONSIDERATIONS IN ARCHITECTURE

Unlike materials used for specific applications or products
such as in refractory linings or engine blocks that are
fundamentally chosen on the basis of performance crite-
ria and cost, the choice of materials for architectural use
has always been based on very different types of criteria.
Performance and cost obviously play a role, but the final
selection is often based on appearance and aesthetics, ease
of constructability in terms of labor skill, local or regional
availability, as well as the material used in nearby exist-
ing buildings. The multimodal nature of the selection pro-
cess coupled with the wide-ranging array of building types,
uses, and locales has resulted in a material palette that en-
compasses all of the major material classes.

TRADITIONAL MATERIAL CLASSIFICATIONS
IN ARCHITECTURE

The Construction Specification Institute (or CSI) devised
a classification system in 1948 that is used throughout
the architectural design and building construction indus-
tries. The classification system is bipartite: the first half
is devoted to the broad classes of materials typically used
in buildings, including paint, laminate, and concrete, and
the second half categorizes standard building components
such as doors, windows, and insulation. The emphasis in
both major groupings is on application, not on fundamental
behavior or properties. For example, in Division 6 the char-
acteristics of wood are discussed in relationship to their
relevance to the intended application: the grade of wood
suitable for load-bearing roof structures or the type of wood
suitable for finish flooring.

The CSI index serves as a template for communication
among architects, contractors, fabricators, and suppliers.
After the preliminary design of a building is completed
and approved, architects prepare construction documents
(known as CDs) that will serve as the “instructions” for
constructing the building. Accompanying each set of CDs
are the “Construction Specifications”: a textual document
that defines each building element documented in the CDs
and specifies the material or component. The Construction
Specifications serve as a binding contract that construc-
tion professionals and contractors must follow. Trade asso-
ciations and manufacturers of building products routinely
write their material and product specifications in CSI for-
mat to streamline the specification process for architects,
and many architectural firms maintain an internal set of
Construction Specifications that is used as the baseline for
all of their projects.

TRADITIONAL TECHNOLOGY CLASSIFICATION
IN ARCHITECTURE

The CSI index also categorizes the technologies used in
architectural design and construction. Unlike the standard
technology classifications used in engineering sciences
that categorize according to process and product, the
CSI specifications categorize by system. As in the CSI
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material classes, the focus of the technology classes is
also on application. The technologies are divided into
two major groups: the first is devoted to building op-
erational systems such as HVAC, lighting, and plumb-
ing systems, and the second is devoted to building con-
struction systems such as structural, drainage, and ver-
tical circulation systems. The specifications for the build-
ing operational systems are almost entirely supplied by
manufacturers.

PROPOSED CLASSIFICATION SYSTEM
FOR SMART MATERIALS

The introduction of smart materials into architecture poses
a challenge to the normative classification system. A smart
material may be considered as a replacement for a con-
ventional material in many components and applications,
but most smart materials have inherent “active” behaviors,
and, as such, are also potentially applicable as technolo-
gies. For example, electrochromic glass can be simultane-
ously a glazing material, a window, a curtain wall system, a
lighting control system, or an automated shading system.
The product would then fall into many separate categories,
rendering it particularly difficult for the architect to take
into consideration the multimodal character and perfor-
mance of the material. Furthermore, many smart mate-
rials are introducing unprecedented technologies into the
field of design, and are also making more commonplace
many technologies, such as sensors, which previously had
only limited application in highly specialized functions.
Table 1 describes a proposed organization in which smart
materials establish a sequential relationship between ma-
terials and technologies. The proposed organization also
maintains the fundamental focus on application of the
traditional classification system.

Table 1. Proposed Classification System for Smart Materials and Systems

Category Fundamental Material Characteristics Fundamental System Behaviors

Traditional materials: Materials have given properties Materials have no or limited
Natural materials (stone, wood) and are “acted upon” intrinsic active response

Fabricated materials (steel, capability but can have good
aluminum, concrete) performance properties

High performance materials: Material properties are designed
Polymers, composites for specific purposes
Smart materials: Properties are designed to Smart materials have active
Property-changing and energy-exchanging respond intelligently to varying responses to external stimuli and

materials external conditions or stimuli can serve as sensors and actuators
Intelligent components: Behaviors are designed to Complex behaviors can be
Smart assemblies, polyvalent walls respond intelligently to varying designed to respond intelligently

external conditions or stimuli in and directly to multimodal demands
discrete locations

Intelligent environments Environments have designed Intelligent environments consist
interactive behaviors and of complex assemblies that often
intelligent response—materials combine traditional materials
and systems “act upon” the with smart materials and
environment components whose interactive

characteristics are enabled
via a computational domain

TAXONOMY OF SMART MATERIALS

Four fundamental characteristics are particularly relevant
in distinguishing a smart material from the traditional
materials used in architecture: (1) capability of property
change (2) capability for energy exchange, (3) discrete
size/location, and (4) reversibility. These characteristics
can potentially be exploited either to optimize a material
property to match transient input conditions better or to
optimize certain behaviors to maintain steady-state condi-
tions in the environment.

Smart Material Characteristics

Property Change. The class of smart materials that has
the greatest volume of potential applications in architec-
ture is the property-changing class. These materials un-
dergo a change in a property or properties—chemical,
thermal, mechanical, magnetic, optical, or electrical—in
response to a change in the conditions of the material’s
environment. The conditions of the environment may be
ambient or may be produced via a direct energy input. In-
cluded in this class are all color-changing materials, such
as thermochromics, electrochromics, and photochromics,
in which the intrinsic surface property of the molecular
spectral absorptivity of visible electromagnetic radiation
is modified by an environmental change (incident solar
radiation, surface temperature) or an energy input to the
material (current, voltage).

Energy Exchange. The next class of materials predicted
to have a large penetration into architecture is the energy-
exchanging class. These materials, which can also be called
“first law” materials, change an input energy into an-
other form to produce an output energy in accordance
with the first law of thermodynamics. Although the energy
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converting efficiency of smart materials such as photo-
voltaics and thermoelectrics is typically much less than
those of conventional energy conversion technologies, the
potential utility of the energy is much greater. For exam-
ple, the direct relationship between input energy and out-
put energy renders many of the energy-exchanging smart
materials, including piezoelectrics, pyroelectrics and pho-
tovoltaics, excellent environmental sensors. The form of
the output energy can further add direct actuating capa-
bilities such as those currently demonstrated by electrore-
strictives, chemoluminescents and conducting polymers.

Reversibility/Directionality. Some of the materials in the
two previous classes also exhibit the characteristic of ei-
ther reversibility or bidirectionality. Many of the electricity
converting materials can reverse their input and output
energy forms. For example, some piezoelectric materials
can produce a current from an applied strain or can de-
form from an applied current. Materials that have a bi-
directional property change or energy-exchange behav-
ior can often allow further exploitation of their transient
change rather than only of the input and output energies
and/or properties. The energy absorption characteristics of
phase changing materials can be used either to stabilize an
environment or to release energy to the environment, de-
pending on the direction in which the phase change is tak-
ing place. The bidirectional nature of shape-memory alloys
can be exploited to produce multiple or switchable outputs,
allowing the material to replace components composed of
many parts.

Size/Location. Regardless of the class of smart material,
one of the most fundamental characteristics that differen-
tiates smart materials from traditional materials is the
discrete size and direct action of the material. The elimi-
nation or reduction in secondary transduction networks,
additional components, and, in some cases, even packaging
and power connections allows minimizing the size of the
active part of the material. A component or element com-
posed of a smart material can be much smaller than a simi-
lar construction using traditional materials and also will
require less infrastructural support. The resulting compo-
nent can then be deployed in the most efficacious location.
The smaller size coupled with the directness of the prop-
erty change or energy exchange renders these materials
particularly effective as sensors: they are less likely to in-
terfere with the environment that they are measuring, and
they are less likely to require calibration.

Relevant Properties and Behaviors

Architectural materials are generally deployed in very
large quantities, and building systems tend to be highly
integrated into the building to maintain homogeneous in-
terior conditions. Materials and systems must also with-
stand very large ranges of transient exterior conditions.
The combination of these two general requirements tends
to result in buildings of high thermal and mechanical in-
ertia. Therefore, even though the typical building uses

several different materials for many functions, there are
only a few areas in which the characteristics of smart mate-
rials can be useful. The transient environmental conditions
experienced by most buildings often results in oversizing
systems to accommodate the full range of the exterior en-
vironmental swing. The swings may be instantaneous, as
in the case of wind, diurnal, or seasonal. These conditions
include those that affect both heat transfer and daylight
transmission through the building envelope (also known
as the building façade or exterior skin) as well as those that
create dynamic loading on the building’s structural support
system. For the building envelope, the property-changing
class of smart materials has the most potential application,
whereas the energy-exchanging class is already finding ap-
plication in building structural systems.

Buildings consume two-thirds of the electrical energy
generated in the United States, and the majority of that
electrical energy is used to support the building’s ambi-
ent environmental systems, primarily lighting and HVAC
(heating, ventilating, and air conditioning) systems. The
intent of these systems is to effect a desired state in the
interior. That state may be defined by a specified illumi-
nance level or by an optimum temperature and relative
humidity. Because conditions are generally maintained at
a steady state, the primary need is for more efficacious
control. Energy-exchanging materials have potential ap-
plication as discrete sources, particularly for lighting deliv-
ery systems, and also as secondary energy supply sources.
The most significant applications of smart materials in
buildings, however, has been and will continue to be as
sensors and actuators for the control systems of these am-
bient environmental systems.

Smart Material Mapping

The material properties and/or characteristics that are
most relevant to architectural requirements are mapped in
Table 2 against examples of smart material applications.

CATEGORIES OF APPLICATIONS

One of the major difficulties in incorporating smart mate-
rials into architectural design is the recognition that very
few materials and systems are under single environmen-
tal influences. For example, the use of a smart material to
control conductive heat transfer through the building en-
velope may adversely impact daylight transmission. Fur-
thermore, because most systems in a building are highly
integrated, it is difficult to optimize performance without
impacting the other systems or disrupting control system
balancing. As an example, many ambient lighting systems
include plenum returns through the luminaires (lighting
fixtures) that make it particularly difficult to decouple
HVAC from lighting systems. The following discussion es-
tablishes four major categories of applications for smart
materials and takes into account the material/behavior
mapping described in Table 2 but also considers the com-
plex systems that are affected. The four categories—
glazing materials, lighting systems, energy systems, and
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Table 2. Mapping of Smart Materials to Architectural Needs

Architectural Need Relevant Material Characteristic Smart Material Application

Control of solar radiation Spectral absorptivity/transmission Electrochromics
transmitting through the building of envelope material Photochromics
envelope Liquid crystal displays

Suspended particle panels
Relative position of envelope material Louver control systems

� exterior radiation sensors
(photovoltaics)

� interior daylight sensors
(photoelectrics)

� controls (shape-memory
alloys)

Control of conductive heat Thermal conductivity of envelope Thermotropics
transfer through the building envelope material Phase change materials

Control of interior heat generation Heat capacity of interior material Phase change materials
Relative location of heat source Fiber-optic systems

Thermoelectrics
Lumen/watt energy conversion ratio Photoluminescents

Light-emitting diodes
Secondary energy supply systems Conversion of ambient energy to Photovoltaics

electrical energy
Optimization of lighting systems Daylight sensing Photovoltaics

Illuminance measurements Photoelectrics
Occupancy sensing
Relative location of source Fiber optics

Electroluminescents
Optimization of HVAC systems Temperature sensing Pyroelectrics

Humidity sensing Hygrometers
Occupancy sensing Photoelectrics
CO2 and chemical detection Biosensors
Relative location of source Thermoelectrics

and/or sink Phase change materials
Control of structural vibration Euler buckling Piezoelectric

Inertial damping Magnetorheological
Electrorheological
Shape-memory alloys

Strain sensing Fiber optics

monitoring/control systems—are also intended to be con-
sistent with the more normative and identifiable classifi-
cation systems of architecture.

Glazing Materials

Whether serving as windows or as glass curtain walls,
glazing materials are extensively used on the building en-
velope. Originally incorporated and developed during the
twentieth century for aesthetic reasons, the current use
of glazing materials also considers the delivery of daylight
into the building’s interior. The majority of developments in
high-performance glazing materials have focused on ther-
mal characteristics—spectral selectivity to reduce radiant
transmission to the interior or low emissivity to reduce ra-
diant loss to the exterior. Glazing introduces the problem-
atic condition in which, depending on the exterior envi-
ronmental conditions, performance criteria that have been
optimized for one set of conditions may be undesirable in
a matter of hours or even moments later. The ideal glaz-
ing material would be switchable—managing the radiant
transmission between exterior to interior to transmit so-
lar radiation when the envelope is conducting heat out

(typical winter daytime condition) and reflect solar radi-
ation when the envelope is conducting heat into the build-
ing (typical summer daytime condition). Photochromics,
thermochromics and thermotropics have been proposed as
switchable glazing materials, although only thermotropics
are currently being developed commercially for this appli-
cation. The basic operation of these materials is that ei-
ther high incident solar radiation (photochromic) or high
exterior temperature (thermochromic or thermotropic)
produces a property change in the material that increases
its opacity, thereby reducing radiant transmission to the
interior. When incident solar radiation lessens or when the
exterior temperature drops, the material reverts to a more
transparent quality, allowing more solar radiation to trans-
mit to the interior.

There are numerous circumstances, however, for which
this type of switching is neither desirable nor useful. Di-
rect solar radiation into the building can create over-
heated zones in particular locations, even in the dead of
winter. Winter sun altitude is also much lower, thereby
significantly increasing the potential for glare if solar
radiation is not controlled. During the summer, reduc-
ing the radiant transmission may increase the need for
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Human perceptions
and actions

External stimuli
(Light level)

Direct user control
e.g., switches

Liquid crystal
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Sensor control
(Light level sensor)

Interface

Building enclosure element (wall)
with controllable transparency

Enabling
technologies

Figure 1. Typical current use of a smart material in architecture. Only a single behavior is
controlled.

interior lighting systems and, because all electrically gen-
erated light has a lower lumen/watt ratio than daylight,
might exacerbate the building’s internal heat gains. As
a result, the majority of efforts to develop smart glazing
have focused on the electrically activated chromogenics—
electrochromics, liquid crystal panels, and suspended
particle panels (see Fig. 1). By using an electrical in-
put to control transparency, these materials can be more
easily incorporated into the control schemes for energy
management systems and/or lighting control systems. The
optimum balance among lighting needs, heating/cooling re-
quirements, and occupant comfort can be determined, and
the transparency can be adjusted to meet these demands
in highly transient conditions.

Lighting Systems

Most high efficiency lighting systems—fluorescent, HID
(high intensity discharge)—are relatively unsuitable for
low-level lighting or task lighting. Furthermore, the typical
ambient lighting system requires enormous infrastructure
for support: electronic control systems, ballasts, integrated
cooling, light diffusers/distributors (often part of the lumi-
naire or lighting fixture). The efficiency and economics of
these systems drop as the overall lighting requirements be-
come smaller or more discrete. Ambient systems are also
difficult to dim and to focus, so that very low-efficiency in-
candescent/halogen systems are still widely used for task
or discrete lighting requirements. The low efficiency of the
typical lighting system results in producing a substantial
amount of heat and can be responsible for as much as 30%
of a commercial building’s cooling load. The development
of fiber-optic lighting systems allows decoupling the deliv-
ered light from the primary energy conversion processes for
generating light. This has the dual advantage of allowing
light delivery to any location in a building, which is much
more efficacious than using ambient lighting systems to de-
liver light, as well as removing the heat source from the oc-
cupied space. Current applications for fiber-optic systems

include many museums and retail display areas, where the
removal of the heat source can profoundly improve the en-
vironmental conditions of the objects under display and the
discrete nature of the light allows better highlighting and
focusing.

Ambient lighting systems are generally designed to pro-
vide a standard illuminance level throughout a space at a
specified height (usually three feet above the floor). The
human eye, however, responds to the relative luminance
contrast between surfaces in the field of vision. A light-
ing level of 100 footcandles may be too low for reading if
the surrounding surfaces provide little contrast and may
be too high if the surfaces provide high contrast. The di-
vision of light into smaller and more discrete sources al-
lows optimizing contrast within the field of vision. Fur-
thermore, the design of lighting for managing contrast
enables using lower levels of lighting. Sources produced
by the various luminescents—chemo, photo, electro—are
starting to find application in architectural interiors, par-
ticularly as emergency lighting systems, because they have
low and in some cases no input power requirements. LED
(light-emitting diode) systems are also being developed as
low energy lighting delivery systems. The latest develop-
ments in polymer LED technology have produced lighting
fixtures that have precise color control. They provide ex-
cellent color rendition and also allow for color variation—
features that are difficult to achieve in standard lighting
systems.

Energy Systems

The majority of buildings in the United States are con-
nected to a utility grid and as such have little need for
primary energy conversion on-site. There are numerous
circumstances, however, where secondary energy conver-
sion can be quite useful, including back-up power genera-
tion, peak demand control, and discrete power for remote
needs. For these situations, photovoltaic energy systems
are increasingly becoming popular because they can be
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readily deployed on roofs or integrated directly into the
building envelope to take advantage of the incident so-
lar radiation. Two other developments in smart materials
hold greater promise for managing energy needs within
a building. The large interior heat loads of most build-
ings coupled with a diurnal exterior temperature swing
has encouraged investigation into thermal mass systems
for maximum exploitation of a building’s thermal iner-
tia. Although theoretically sound, thermal mass systems
have three major problems: (1) very slow response time,
(2) the inability to switch off the phenomenon when it
is not desirable, and (3) the large embodied energy re-
quired to provide the necessary mass of material. Phase
change materials offer the advantages of thermal mass
and very few of its disadvantages. The materials can be
tuned to particular temperatures and can have very rapid
responses. Much less mass is required, and therefore, the
materials can be packaged and distributed throughout the
building much more efficiently and strategically. By lay-
ering phase change materials and other smart materi-
als, such as electrochromics or thermotropics, there may
be a potential to add switching capability that allows ac-
tivating or deactivating of the inertial behavior of the
materials.

The removal of heat generated in a building is becom-
ing an increasing concern as point loads from lighting,
computers, and other electrical equipment escalate. Am-
bient HVAC systems do not distinguish between human-
generated and equipment-generated cooling needs. The
ability to manage and remove the heat generated by a
point load without affecting the ambient environmental
system could improve the operation of the ambient system
and significantly reduce the energy requirements. Ther-
moelectrics are currently being explored for their potential
to manage point loads discretely. Already serving as heat
sinks in the majority of microprocessor cooling packages,
thermoelectrics could be incorporated into integrated cool-
ing for many other types of point sources. Although the
devices are not practical for cooling air directly because of
their low coefficient of performance (COP), they are ideal
for managing the conjugate heat transfer that is charac-
teristic of most nonhuman heat sources encountered in a
building.

Monitoring and Control Systems

The increasing push to reduce the energy used by build-
ing HVAC systems has led to tighter buildings to reduce
infiltration and to larger resets for the control equipment.
This combination of an impermeable building envelope and
more variable interior conditions has led to an increase
in occupant complaints and indoor air quality problems.
Many of the strategies intended to reduce energy can im-
pact human health adversely, and much discussion of the
appropriate compromise between the two requirements
continues. One solution that holds promise is DCV, or “de-
mand controlled ventilation.” DCV adjusts interior venti-
lation depending on the presence of occupants; it reduces
ventilation when no occupants are in a room or zone and
increases ventilation as more occupants enter. Because the

human need for fresh air is linked to activity, simple occu-
pancy sensors are not enough. The level of carbon dioxide
in a room has been proposed as a good surrogate for the
amount of fresh air needed in a space, but many concerns
have arisen in regard to other chemical contamination,
such as finish material outgassing, that is not connected
to occupancy. Chemical sensing for building monitoring
has previously been too expensive to incorporate and too
slow to be useful. New developments in smart sensors for
environmental monitoring, particularly biosensors, hold
great promise for optimizing the controls of ambient HVAC
systems.

The need to control various kinds of motions and,
in particular, vibrations in a structure appears in many
forms. At the level of the whole building structure, ex-
citations resulting from seismic or wind forces can re-
sult in damage to both primary structural systems and
nonstructural elements. User discomfort can also result.
Many pieces of delicate equipment in buildings also need
to be protected from external vibrations by using similar
strategies. Alternatively, many pieces of equipment used in
buildings can produce unwanted vibrations that can prop-
agate through buildings. In response to these needs, meth-
ods of mitigating structural damage have been proposed
that seek to control overall structural responses via con-
trollable smart damping mechanisms used throughout a
structure. Several smart base isolation systems for miti-
gating structural damage in buildings exposed to seismic
excitations have also been proposed. These dampers are
based on various electro- or magnetorheological fluids or
piezoelectric phenomena. Piezoelectric sensors and actua-
tors, for example, have been tested for use in vibrational
control of steel frame structures for semiconductor manu-
facturing facilities.

Active control can be used to modify the behavior of
specific structural elements by stiffening or strengthening
them. Structures can adaptively modify their stiffness
properties, so that they are either stiff or flexible as needed.
In one project, microstrain sensors coupled with piezo-
ceramic actuators were used to control linear buckling,
thereby increasing the bucking load of the column several-
fold.

Several new technologies provide capabilities for dam-
age detection in structures. Various kinds of optical-fiber
sensors have been developed for monitoring damage in ma-
terials as diverse as concrete and fiber-reinforced plastic
composite laminate structures. Optical fibers are usually
embedded in the material. Strain levels can be measured
via wavelength shifts and other techniques. Crack devel-
opment in structures made of concrete, for example, has
been monitored via optical-fiber sensors, and special dis-
tributed systems have been developed for use in the struc-
tural health monitoring of high-performance yachts. Dis-
tributed fiber-optic systems have also been proposed for
leak detection in site applications involving infrastructure
systems. Other site-related structural applications include
using optical-fiber sensors for ground strain measurement
in seismically active areas. Other applications where smart
materials serve as sensors include the use of embedded
temperature sensors in carbon-fiber structures.
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FUTURE DESIGN APPROACHES IN ARCHITECTURE

The previous sections have outlined and discussed smart
materials in conjunction with needs currently defined
in architecture. In some cases, smart materials have
been proposed as replacements for conventional materi-
als, and in other cases, smart materials have been pro-
posed for improving the functionality of standard build-
ing systems. All of these developments can be posi-
tioned into the third category titled “Smart materials” in
Table 1. The impact of incorporating these materials into
standard architectural practice will be significant, partic-
ularly in regard to energy use and building performance,
but far more interesting potentials derive from reconsider-
ing smart materials as fundamental conceptual elements
in design rather than only as mprovements to existing
elements.

As architectural design has always traditionally in-
volved integrated systems and materials—the building
envelope construction depends on the building’s struc-
tural system, the building’s HVAC system depends on the
envelope construction—then the greatest potential may
come from using smart materials to dis-integrate cer-
tain components, behaviors, or environments within the
building. A smart component would be one that func-
tions intelligently without infrastructural support and also
will not disrupt the performance of surrounding systems.
An example of a smart component might be a luminaire
that can sense relative luminances within a visual field
and self-adjust its focus, dimming capacity, and position.

Human actions
or decisions

External stimuli

- Light level
- Sound
- Thermal
- Air
- Other

Direct user control
e.g., switches

Activated smart materials

Liquid crystal film

Thermo-electric devices

Other

Direct action smart materials

Phase change materials

Photochromic films

Other

Sensor control

Computational
control

Interface

Enabling
technologies

Smart building enclosure (Wall)
Discrete and transient control of multiple behaviors

- Stimuli sensors

Other systems
- Glass layers
- Louvers
- Etc.

Figure 2. Control of multiple behaviors via smart building assemblies.

Several different smart materials would be involved in
the development of this component, including sensors
and actuators, electroluminescents or LEDS, and perhaps
even shape-memory alloys. A smart assembly would op-
erate at the next level of functionality beyond the smart
component. There are many “high-tech” assemblies cur-
rently used in architecture. These assemblies integrate
several types of components and technologies to achieve
multiple functions. For example, many of the most ad-
vanced envelope systems incorporate mechanical shad-
ing systems, thermal and ventilation control systems, and
multiple layers of glass into a highly integrated assem-
bly intended to preserve view without incurring energy
penalties. A smart assembly would be designed to man-
ifest the same behaviors, but do so in the most strate-
gic manner (see Fig. 2). Shading could be accomplished
at the micron or molecular level by using smart materi-
als, and thermal control could take place discretely and
transiently by selective placement of phase change ma-
terials and thermoelectrics. The smart assembly would
maximize functionality and minimize the number of
components.

Many development activities have been focused on pro-
posals for “smart rooms” (see Fig. 3). Most of these pro-
posals accept the building as a traditional structure and
seek to insert certain technologies into a room to add in-
creased functionality. Ubiquitous computing, teleconfer-
encing, smart boards, voice and gesture recognition sys-
tems, and wireless communication systems are among the
many smart technologies being developed for incorporation
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Surrounding environment
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Figure 3. Smart rooms: In the current paradigm of a smart room, new smart devices are added
to increase functionalities. The controlling interface is visibly and operationally present.
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Figure 4. Smart rooms—future paradigms: The interface will disappear to the user.
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into buildings. A more interesting and provocative question
might be, “What would a room or building of the future be
like if we could exploit smart materials and technologies to
redesign the environment?” Smarter structures and con-
struction materials might allow significant reductions in
the size of the static building components—buildings could
become thinner, lighter, and more flexible. The energy in-
tensive ambient systems in buildings could be reduced or
even eliminated if we allowed full interactivity between
the occupant and the environmental behavior (see Fig. 4).
Ambient lighting systems could be replaced by discrete
sources that respond to the viewer. HVAC systems could
be minimized if only the zone around an occupant were
conditioned. Fundamentally, actions could be discrete and
direct—the minimum necessary at the point and time for
maximum effect.
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INTRODUCTION

Batteries are the major power sources for portable elec-
tronic devices and toys. They are also used in automo-
biles for starting, lighting, and ignition (SLI batteries). At
present, the worldwide battery market exceeds $30 billion
per year. Rapid technological advances and miniaturiza-
tion in electronics have created an ever-increasing demand
for compact, lightweight batteries. For example, popular
portable electronic devices such as cellular phones, lap-
top computers, and camcorders require batteries of high
energy density. Additionally, a need for more efficient use
of available energy resources as well as air-quality con-
trol have created enormous interest in electric vehicles.
For example, the major automobile manufacturers around
the globe are engaged in developing advanced batteries
for electric vehicles in response to increased environmen-
tal regulations and legislative mandates. The advanced
and high energy density batteries have become possible
due to the discovery and development of smart materials
and processes. This article, after providing a brief introduc-
tion to the basic electrochemical concepts and the princi-
ples involved in batteries, presents the materials and elec-
trochemical aspects of high energy density (lithium-ion)
batteries.

ELECTROCHEMICAL CONCEPTS

A battery is an electrochemical cell that converts the chem-
ical energy of a reaction directly into electrical energy. This
section covers briefly the fundamental principles of electro-
chemical cells. For more detailed information, readers are
referred to several excellent texts available in the litera-
ture (1–4).

Electrochemical Cells

Figure 1 shows a schematic of an electrochemical cell that
consists of three components: an anode or negative elec-
trode, a cathode or positive electrode, and an electrolyte or
ionic conductor. During the electrochemical reaction, the
anode M is oxidized and it gives up electrons to the exter-
nal circuit:

M → Mn+ + ne−, (1)

and the cathode X accepts the electrons from the external
circuit and is reduced:

X + ne− → Xn−. (2)

The electrolyte, on the other hand, acts as a medium for
charge transfer between the anode and cathode as ions
inside the cell. The overall cell reaction is given by adding
the two half-cell reactions (1) and (2):

M + X → Mn+ + Xn−. (3)

The amount of electricity that passes through an elec-
trochemical cell is related by the Faraday law to the masses
of reactants involved and products formed. If a current of
I amperes flows in the circuit for a time of t seconds, then
the amount of charge Q transferred across any interface
in the cell is equal to It coulombs. Now, in accordance with
the Faraday law, the number of moles Nm of the reactants
M or X [see Eqs. (1) and (2)] consumed by the passage of It
coulombs is given by

Nm = It
nNAe

, (4)

where n, NA, and e are, respectively, the number of electrons
given up or accepted by each M or X, Avogadro’s number,
and the charge on an electron. The product NAe is called
the Faraday constant F, which is equal to 96,487 C mol−1,
and Eq. (4) can be reduced to

Nm = It
nF

. (5)

Consequently, the theoretical capacity Q of the electrode is
given by

Q = It = nFNm. (6)

One gram-equivalent weight of an electrode, for example,
theoretically has a capacity of 96,487 C or 26.8 Ah. Gram-
equivalent weight is defined as the atomic or molecular
weight in grams divided by the number of electrons n in-
volved in the reaction.

Thermodynamics of Electrochemical Cells

The driving force for an electrochemical cell to deliver elec-
trical energy to an external circuit is the decrease in the
standard free energy �Go of the cell reaction [Eq. (3)]. The
free energy �Gois related to the standard cell potential Eo

by

�Go = −nFEo, (7)

where n and F are, respectively, the number of electrons
involved in the reaction and the Faraday constant. The cell
potential Eo is the difference between the electrode poten-
tials of the cathode and anode. The values of Eo for various
electrochemical couples are given in terms of standard re-
duction/oxidation potentials in textbooks and handbooks

68
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Figure 1. Schematic of an electrochemical cell.

(5,6). A positive value of Eomeans that the cell reaction oc-
curs spontaneously. The standard potential Eo is the equi-
librium potential when all of the cell components are in
their standard states. For example, the solution species
have unit molar activities, the gases have pressures of 1
atmosphere, and the solid phases are in their most stable
form in their standard states. For conditions other than the
standard state, the cell potential E is given by the Nernst
equation,

E = Eo − RT
nF

ln
aMn+aXn−

aMaX
, (8)

where R is the gas constant, T is the absolute temperature,
and aMn+ , aXn− , aM, and aX are the activities of the products
and reactants involved in cell reaction (3). At room tem-
perature T = 298 K, the Nernst equation can be simplified
to

E = Eo − 0.0591
n

log
aMn+aXn−

aMaX
. (9)

The cell potential also depends on the temperature and
pressure. The dependences are related to the thermody-
namic quantities by

(
∂E
∂T

)
P

= �S
nF

(10)

and (
∂E
∂ P

)
T

= −�V
nF

, (11)

where �S is the entropy change and �V is the volume
change. Thus, the measurement of the cell potential can
be used to determine thermodynamic quantities such as
�G, �S, enthalpy change �H, and equilibrium constants.

Polarization Losses in Electrochemical Cells

The amount of electrical energy that an electrochemical
cell can deliver is related to the free energy change of the
cell reaction [Eq. (7)]. However, when a current I is passed
through the cell, part of the energy is lost as waste heat
due to polarization losses in the cell. The polarization loss
can be classified into three types: activation polarization,
concentration polarization, and ohmic polarization. Acti-
vation polarization is related to the kinetics of electrode
reactions. Concentration polarization is related to the con-
centration differences of the reactants and products at the
electrode surfaces and in the bulk as a result of mass trans-
fer. Ohmic polarization, usually referred to as internal IR
drop, is related to the internal impedance of the cell, which
is a sum of the ionic resistance of the electrolyte and the
electronic resistance of the electrodes.

The different polarization losses are indicated schemat-
ically in Fig. 2 as a function of operating current (2). The
operating (measured) cell voltage Eop is given by

Eop = Eoc − η, (12)

where Eoc is the open-circuit voltage and η is the overvol-
tage from polarization. The overvoltage η is a measure of
the deviation of the cell voltage Eop from the equilibrium
open-circuit voltage Eoc. The overvoltage η from the three
different polarizations is given by

η = ηa + ηc + IRi, (13)

where ηa is the activation polarization at the anode and
cathode, ηc is the concentration polarization at the anode
and cathode, I is the load or operating current, and Ri is the
internal resistance of the cell. The degree of polarization in-
creases and the measured cell voltage Eop decreases as cur-
rent increases. Therefore, the cell will operate close to the
open-circuit voltage Eoc and deliver most of the expected
energy only at very low operating currents. Obviously, the
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Figure 2. Variation of cell voltage with operating current illus-
trating polarization losses: (a) ohmic polarization, (b) activation
polarization, and (c) concentration polarization.
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intrinsic properties of the electrodes and electrolytes as
well as the engineering design of the cell will influence
the polarization losses and hence the performance and ef-
ficiency of electrochemical cells.

BATTERIES

Performance Parameters

As mentioned in the previous section, a battery is an elec-
trochemical device that converts stored chemical energy
directly into electrical energy. The performance character-
istics of a battery are assessed in terms of several param-
eters discussed later (1–3). The cell voltage Eop is the dif-
ference between the electrode potentials of the cathode Ec

and anode Ea:

Eop = Ec − Ea. (14)

Although the theoretical capacity Q of a cell or half-cell
is given by Eq. (6), it is often convenient to calculate the
specific capacity Qsp for purposes of comparison. The spe-
cific capacity Qsp is obtained by dividing the capacity Q of
the cell or half-cell by the mass m or volume V of the cell
or half-cell and is usually expressed in terms of Ah/kg or
Ah/L:

Qsp = Q
m

, (15)

or

Qsp = Q
V

. (16)

The available energy ε of a cell is given by the product of
the cell capacity Q and the average operating voltage Eop

and again is usually given in terms of either gravimetric
energy density (specific energy εsp) in Wh/kg or volumetric
energy density in Wh/L:

εsp = Qsp Eop. (17)

The power P delivered by the cell is given by the product of
the current I flowing and the associated cell voltage Eop and
is generally given in terms of gravimetric power density
(specific power Psp) in W/kg or volumetric power density
in W/L:

Psp = Isp Eop (18)

where Isp is the current density (current per unit weight or
volume).

The discharge characteristic of a battery is another im-
portant parameter, which is given in terms of a plot of cell
voltage versus capacity. The discharge profile and the fi-
nal capacity obtainable depend on the current density Isp

used. Figure 3 compares the discharge profiles for various
current densities. A useful way of defining the influence
of current density on discharge curves is in terms of C
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Figure 3. Discharge profiles at various C rates that illustrate the
influence of current density.

rates:

C = Id

Qn
, (19)

where Id and Qn are, respectively, discharge current and
nominal capacity. For example, a C rate of τ implies that
the nominal capacity of the cell is delivered in 1/τ hours
under the specified current density. In an ideal battery, the
discharge voltage drops sharply to zero when the chemi-
cal reaction reaches completion and the stored energy is
fully consumed (Fig. 3). The discharge curves deviate from
the ideal curve as the discharge rate (or current density)
increases due to the polarization losses discussed in the
previous section.

Coulometric and energy efficiencies and cycle life of sec-
ondary (rechargeable) batteries are some additional impor-
tant parameters. Coulometric efficiency qc is defined as

qC = Qd

Qc
, (20)

where Qd and Qc are, respectively, the discharge and
charge capacities. The reciprocal of the coulometric effi-
ciency is the charging factor f :

f = 1
qC

. (21)

Energy efficiency qE is defined as

qE = qc
Ed

Ec
, (22)

where Ed and Ec are, respectively, the average discharge
and charge voltages. A qC < 1 implies the occurrence of un-
wanted side reactions that produce heat during the charg-
ing process. Intrinsic cell materials characteristics, cell en-
gineering, and cell operating conditions such as current
density and temperature can all influence qC. A qE < qC

implies a deviation of the discharge and charge curves
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Figure 4. Schematic energy diagram of a cell that has an open
circuit.

from the open-circuit voltage profile. Again, polarization
losses arising from materials characteristics, cell engineer-
ing, and operating conditions can influence qE.

The cycle life of a battery is the number of times it can be
charged and discharged repeatedly before the cell capacity
falls below a limiting value. Generally, the limiting value
is set around 70 to 80% of the nominal capacity. The cycle
life depends on the reversible characteristics (structural
and chemical stability) of the electrode materials, cell en-
gineering, and operating conditions such as temperature,
current density, and depth of discharge.

Design Considerations

The equilibrium cell voltage Eoc and the capacity Q of a
battery are determined by the intrinsic properties of the
electrode materials. The cell voltage can be maximized by
choosing anode materials that have a smaller work func-
tion φa and cathode materials that have a larger work func-
tion φc. In other words, the anode should be a good reducing
agent that has a large negative reduction potential, and the
cathode should be a good oxidizing agent that has a large
positive reduction potential. A schematic energy diagram
of an open circuit is shown in Fig. 4. The open-circuit volt-
age Eoc of the cell is given by

Eoc = φc − φa

e
(23)

Table 1. Major Primary Battery Systems

Cell Voltage Capacity
Battery Anode Cathode Cell Reaction (V) (Ah / kg)a

Leclanche Zn MnO2 Zn + 2MnO2 → ZnO · Mn2O3 1.6 224
Magnesium Mg MnO2 Mg + 2MnO2 + H2O → Mn2O3 + Mg(OH)2 2.8 271
Alkaline MnO2 Zn MnO2 Zn+2MnO2 → ZnO + Mn2O3 1.5 224
Mercury Zn HgO Zn + HgO → ZnO + Hg 1.34 190
Zinc–air Zn O2 Zn + 0.5O2 → ZnO 1.65 658
Li–SO2 Li SO2 2Li + 2SO2 → Li2S2O4 3.1 379
Li–MnO2 Li MnO2 Li + MnO2 → LiMnO2 3.1 286

a Based only on active cathode and anode materials.

or by the difference between the electrode potentials of
the cathode and anode [Eq. (14)]. Thermodynamic stability
considerations also require that the Fermi energies EF of
the cathode and anode lie within the band gap Eg of the
electrolyte, as shown in Fig. 4, so that no unwanted reduc-
tion or oxidation of the electrolyte occurs. This implies a
limitation of

φc − φa < Eg. (24)

Alkali and alkaline-earth metals that have a smaller φa

or a larger negative reduction potential are attractive an-
odes, and higher valent transition-metal compounds that
have a larger φc or larger positive reduction potentials are
attractive cathodes to maximize the cell voltage. The cell
capacity, on the other hand, is determined by the atomic
or molecular weight of the elements or compounds used
as electrodes and the degree of reaction (number of elec-
trons involved) per mole of the electrode material [Eq. (6)].
Lightweight elements such as hydrogen, lithium, or oxy-
gen and low molecular weight compounds are preferred as
electrodes to maximize cell capacity.

In addition to high cell voltage and capacity, several
other criteria are important in designing a battery to
achieve high efficiency and minimal energy loss. The elec-
trolyte should have good ionic conductivity, but should be
an electronic insulator to avoid internal short-circuiting.
High ionic conductivity in the electrolyte is essential to
minimize the IR drop or ohmic polarization. Using a given
electrolyte, the IR drop due to electrolyte resistance can
be reduced, and the rate capability can be improved by a
higher electrode interfacial area and thin separators. The
electrode should have a high electronic conductivity and
diffusion rate for the ions to minimize the IR drop. The
electronic conductivity of the electrodes can be improved
by adding electrically conducting additives such as car-
bon. The electrode reaction rates at the cathode and anode
should be high enough to minimize activation polariza-
tion. This is commonly achieved by using a porous elec-
trode design, which can reduce the local current density by
providing high surface area. Adequate flow or passage of
electrolytes is essential to facilitate mass transfer and min-
imize concentration polarization. Electrode porosity and
pore size, optimum separator thickness and structure, and
concentration of the reactants in the electrolytes are im-
portant factors in minimizing concentration polarization.
In addition to these points, the electrolyte should have
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Table 2. Major Secondary Battery Systems

Cell Voltage Capacity
Battery Anode Cathode Cell Reaction (V) (Ah / kg)a

Lead–acid Pb PbO2 Pb + PbO2+ 2H2SO4 → 2PbSO4 + 2H2O 2.1 120
Nickel–cadmium Cd NiOOH Cd + 2NiOOH + 2H2O → 2Ni(OH)2 + Cd(OH)2 1.35 181
Nickel–hydrogen H2 NiOOH H2 + 2NiOOH → 2Ni(OH)2 1.5 289
Nickel–metal hydride MH NiOOH MH + NiOOH → M + Ni(OH)2 1.35 206
Lithium-ion Li Li0.5CoO2 0.5Li + Li0.5CoO2 → LiCoO2 3.7 137

a Based only on active cathode and anode materials.

good chemical stability and should not undergo any di-
rect reaction with the electrodes. In rechargeable batter-
ies, chemical reversibility on the electrodes is crucial to
maintaining good capacity retention. Raw materials and
fabrication costs, cell safety, and environmental factors are
additional considerations.

Types of Batteries

Batteries can be classified into two types: primary (non-
rechargeable) and secondary (rechargeable) batteries.
Electrode materials undergo irreversible chemical reac-
tions in primary batteries, but they exhibit reversible
chemical reactions in secondary batteries. Some major pri-
mary and secondary battery systems are given in Tables 1
and 2 (2). The tables give the cell reactions, voltage, and ca-
pacity for each system. Most of the primary and secondary
systems are based on aqueous electrolytes; the lithium-
based primary systems in Table 1 and the lithium-ion
system in Table 2 are based on nonaqueous electrolytes.
The aqueous systems are limited in cell voltage (≤ 2.1 V)
due to a smaller separation Eg between the highest occu-
pied molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO) of water (Fig. 4) and the con-
sequent vulnerability of water to reduction/oxidation reac-
tions at higher cell voltages. The use of nonaqueous elec-
trolytes that have a larger Eg, on the other hand, permits
higher cell voltages in lithium-based systems.

SMART BATTERIES

The discovery of smart materials and the development of
new processes have revolutionized the electronics indus-
try over the years. The continued reduction in the sizes
and weights of popular portable electronic devices such as
cellular phones and laptop computers has driven the par-
allel, development of smart batteries to power them. In
this regard, lithium-ion batteries have become appealing
because they offer higher energy density (volumetric and
gravimetric) compared to other rechargeable systems (Fig.
5) such as lead–acid, nickel–cadmium, and nickel–metal
hydride batteries (7). Lithium-ion batteries are smaller
and lighter compared to other systems. Lithium-ion bat-
teries have become a commercial reality since Sony Cor-
poration introduced them in 1990 as a result of the dis-
covery of new materials over the years. The history, prin-
ciples, current status, and future challenges of lithium-ion
technology are briefly discussed in the following sections.

For more detailed information, the readers are referred to
several references in the literature (1–3, 8–13).

Lithium-Ion Batteries

Maximizing the energy density of a battery requires using
electrode materials that offer both high capacity and high
cell voltage Eoc. High cell voltage can be achieved by us-
ing an anode material that has a smaller work function φa

and a cathode material that has a larger work function φc,
as shown in [Eq. (23)]. Lithium metal—the lightest solid
in the periodic table—has a high specific capacity and a
high standard oxidation potential (small φa) and is an at-
tractive anode for achieving high energy density. Because
of this objective, batteries that consist of metallic lithium
as an anode and a lithium insertion compound LixMyXz

(M = transition metal and X = nonmetal) as a cathode be-
came appealing during the 1970s; a lithium insertion com-
pound is a host matrix into/from which the guest species
Li+ can be reversibly inserted/extracted. This concept of
a secondary lithium battery was initially demonstrated
using a layered metal sulfide TiS2 as the cathode and a
nonaqueous electrolyte consisting of a lithium salt such as
LiClO4 dissolved in an organic solvent such as propylene
carbonate. In this cell, the Li+ ions produced at the anode
by oxidation of the metallic lithium during discharge mi-
grate through the electrolyte and are inserted into the van
der Waals gap between the sulfide layers of TiS2, and the
electrons flow through the external circuit from the anode
to the cathode to give LixTiS2. During the charging process,
the Li+ ions are extracted from LixTiS2 and the electrons
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Figure 5. Comparison of the gravimetric and volumetric energy
densities of various rechargeable battery systems.
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Figure 6. Schematic of the charging/discharging process in a
lithium-ion cell.

flow from the cathode to the anode through the external
circuit.

In this cell, however, the chemical reactivity of metallic
lithium with the nonaqueous electrolyte results in forming
a passivating film on the anode. Although the passivating
film prevents further corrosion, it leads to nonuniform plat-
ing of lithium during charging, which results in total cell
failure due to dendritic short-circuiting and also in serious
safety problems due to local overheating. These difficul-
ties of the metallic lithium anode forced the use of lithium
insertion compounds as both anodes and cathodes. These
cells are called lithium-ion cells or rocking-chair cells be-
cause the lithium ion shuttles or rocks between the cathode
and anode hosts during the charging/discharging process
(Fig. 6). This strategy, however, requires careful selection
of cathode and anode pairs to maintain high cell voltage
(>3 V) and to minimize the added weight of the insertion
compound anode.

Although the concept of secondary lithium batteries was
initially demonstrated by using a sulfide cathode, it was
recognized during the 1980s that it is difficult to achieve
high cell voltage using sulfide cathodes because an over-
lap of the higher valent Mn+:d energies and the top of the
S:3p energy and the formation of S2−

2 ions lead to an inac-
cessibility of higher oxidation states for Mn+ in a sulfide
LixMySz; the stabilization of the higher oxidation state is
essential to maximize the work function φc and thereby
the cell voltage Eoc [Eq. (23)]. On the other hand, the lo-
cation of O:2p energy much below the S:3p energy and a
larger increase of the Mn+:d energies in an oxide compared
to those in a sulfide, due to a larger Madelung energy, make
the higher valent states accessible in oxides. Accordingly,
transition-metal oxide hosts were pursued as cathodes
during the 1980s (14–16).

Figure 7 compares the electrochemical potential ranges
of some lithium insertion compounds versus metallic
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Figure 7. Electrochemical potential ranges of some lithium in-
sertion compounds with reference to metallic lithium.

lithium. Among them, LiCoO2, LiNiO2, and LiMn2O4

oxides that have a higher electrode potential of 4 V ver-
sus metallic lithium have become attractive cathodes for
lithium-ion cells. Graphite and coke that have lower elec-
trode potentials < 1 V versus metallic lithium and are
lightweight have become attractive anodes. In a lithium-
ion cell made from, for example, a LiCoO2 cathode and a
carbon anode (Fig. 6), the lithium ions migrate from the
LiCoO2 cathode to the LixC6 anode through the electrolyte,
and the electrons flow through the external circuit from
the cathode to the anode during the charging process. Ex-
actly the reverse reaction occurs during the discharging
process.

A lithium insertion compound should have several fea-
tures to be a successful electrode (cathode or anode) in
lithium-ion cells:

� The cathode should have a high lithium chemical
potential (µLi(c)), and the anode should have a low
lithium chemical potential (µLi(a)) to maximize the cell
voltage:

Eoc = µLi(c) − µLi(a)

F
. (25)

The voltage is determined by the energies involved in
both electron transfer and Li+ transfer. The energy
involved in electron transfer is related to the work
functions of the cathode (φc) and anode (φa) as shown
in Eq. (23), whereas that involved in Li+ transfer is
determined by the crystal structure and the coordi-
nation geometry of the site into/from which Li+ ions
are inserted/extracted (17). If we consider only elec-
tron transfer, then Eoc can be given by Eq. (23). This
implies that the Mn+ ion in the insertion compound
LixMyOz should have a high oxidation state to be used
as a cathode and a low oxidation state to be used as
an anode.
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� The insertion compound LixMyOz should allow inser-
tion/extraction of a large amount of lithium x to max-
imize the cell capacity. This depends on the number
of available lithium sites and the accessibility of mul-
tiple valences for M in the insertion host.

� The lithium insertion/extraction process should be re-
versible and have no or minimal changes in the host
structure across the entire range x of lithium inser-
tion/extraction to provide a good cycle life.

� The insertion compound LixMyOz should have good
electronic conductivity σe and Li+-ion conductivity σLi

to minimize polarization losses during the discharg-
ing/charging process and thereby to support a high
current and power densities.

� The insertion compound LixMyOz should be chem-
ically stable and should not react with the elec-
trolyte across the entire range x of lithium insertion/
extraction.

� The Fermi energies of the cathode and anode in the
entire range x of lithium insertion/extraction should
lie within the band gap of the electrolyte, as shown in
Fig. 4, to prevent any unwanted oxidation or reduction
of the electrolyte.

� The insertion compound LixMyOz should be inexpen-
sive, environmentally benign, and lightweight.

Layered Cobalt Oxide Cathodes

LiCoO2 has a layer structure in which the Li+ and Co3+ ions
occupy the alternate (111) planes of a rock salt structure, as
shown in Fig. 8, to give a layer sequence of –O–Li–O–Co–
O– along the c axis. This structure has an oxygen stacking
sequence of ABCABC along the c axis, and the Li+ and
Co3+ ions occupy the octahedral interstitial sites of the cu-
bic close-packed oxygen array. Accordingly, it is designated
as an O3 layer structure. The structure provides reversible
extraction/insertion of lithium ions from/into the lithium
planes. Two-dimensional motion of the Li+ ions between
the strongly bonded CoO2 layers provides fast lithium-ion
diffusion (high σLi), and the edge-shared CoO6 octahedral
arrangement that has a direct Co–Co interaction provides
good electronic conductivity σe necessary for a high rate.
A large work function φc for the highly oxidized Co3+/4+

couple provides a high cell voltage of around 4 V, and the
discharge voltage does not change significantly as the de-
gree of lithium extraction/insertion x in Li1−xCoO2 changes
(Fig. 9). These features have made LiCoO2 an attractive
cathode, and most of the commercial lithium-ion cells are
currently made from LiCoO2.

However, only 50 % of the theoretical capacity of LiCoO2

that corresponds to a reversible extraction of 0.5 lithium
per Co (practical capacity of 140 Ah/kg) can be practi-
cally used. The limitation in practical capacity has been
attributed in the literature (18) to an ordering of Li+

ions and consequent structural distortions around x = 0.5
in Li1−xCoO2. However, it has been shown more recently
that the limited capacity could be due to the tendency of
Li1−xCoO2 to lose oxygen (or react with the electrolyte) at

Li

Co
c/2

O

a

Figure 8. Crystal structure of layered LiCoO2.

a deep charge when (1 − x) < 0.5 (19). Figure 10 shows the
variation of the oxidation state of cobalt and the oxygen
content as the lithium content (1 − x) varies. The data in
Figure 10 were obtained by chemically extracting lithium
from LiCoO2 using the oxidizing agent NO2PF6 in a non-
aqueous (acetonitrile) medium and determining the oxida-
tion state of cobalt by a redox (iodometric) titration. Con-
stancy of the cobalt oxidation state and an oxygen content
significantly less than 2 at low lithium contents demon-
strate the chemical instability of Li1−xCoO2 cathodes at a
deep charge when (1 − x) < 0.5. The tendency of Li1−xCoO2

to lose oxygen at a deep charge is consistent with the re-
cent X-ray absorption spectroscopic (20) and electron en-
ergy loss spectroscopic (21) data. The spectroscopic data in-
dicate that the holes (removal of electrons) are introduced
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Figure 9. Typical discharge curves of layered LiCoO2 (—), lay-
ered LiNi0.85Co0.15O2 (· · ·), and spinel LiMn2O4 (– –).
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Figure 10. Variations of the oxidation state of the transition-
metal ions and oxygen content as lithium content varies in
Li1−xCoO2−δand Li1−xNi0.85Co0.15O2−δ .

into the O:2p band rather than the Co:3d band during the
electrochemical extraction of lithium. Introduction of a sig-
nificant amount of holes into the O:2p band will lead to
evolution of oxygen from the lattice. However, note that
neutral oxygen in the presence of electrolytes in lithium-
ion cells may not be evolved under conditions of overcharge
when (1 − x) < 0.5. Instead, the cathode may react with the
electrolyte due to the highly oxidized nature of the deeply
charged Li1−xCoO2 cathode.

Figure 11 shows the X-ray diffraction patterns of the
Li1−xCoO2 samples that were obtained by chemically ex-
tracting lithium from Li1−xCoO2. The samples maintain
the initial O3 layer structure (CdCl2 structure) for 0.35 ≤
(1 − x) ≤ 1. For lithium contents (1 − x) < 0.35, a sec-
ond phase begins to form as indicated by the appearance
of a shoulder on the right-hand side of the (003) reflection
centered around 2θ = 20◦. The intensity of the new reflec-
tion increases as the lithium content decreases further, and
the end member CoO2−δ consists of reflections correspond-
ing only to the new phase. The X-ray diffraction pattern
of the new phase could be indexed on the basis of a two-
phase mixture consisting of a major P3 phase and a minor
O1 (CdI2 structure) phase. The P3 and O1 phases have
oxygen stacking sequences of ABBCCA and ABABAB, re-
spectively. The Li+ ions occupy prismatic (trigonal prism)
and octahedral sites, respectively, in the P3 and O1 struc-
tures. The formation of the P3 and O1 phases from the
initial O3 structure is due to sliding of the oxide ions,
as shown in Fig. 12. The driving force for the sliding ap-
pears to be structural instability caused by the formation
of oxygen vacancies at low lithium contents (Fig. 10). The
observed transformation of the O3 phase at low lithium
content is consistent with that found in electrochemically

prepared samples (22). The tendency to lose oxygen and the
associated structural transitions limit the practical capac-
ity of LiCoO2 cathodes.

Layered Nickel Oxide Cathodes

LiNiO2 has an O3 layer structure (Fig. 8) like LiCoO2, and
the Ni3+/4+ couple that has a larger φc provides a high
cell voltage of around 4 V. However, LiNiO2 suffers from
a few drawbacks: (1) difficulty in synthesizing LiNiO2 as
a perfectly ordered phase without mixing Li+ and Ni3+

ions in the lithium plane (23,24), (2) Jahn–Teller distor-
tion (tetragonal structural distortion) associated with a
low spin Ni3+:d7 ion (25), (3) irreversible phase transitions
during the charge/discharge process, and (4) safety con-
cerns in the charged state. As a result, LiNiO2 is not a
promising material for commercial cells. However, some
of these difficulties have been overcome by partially sub-
stituting cobalt for nickel. For example, the composition
LiNi0.85Co0.15O2, has been shown to exhibit attractive elec-
trochemical properties (26). It has a reversible capacity of
around 180 Ah/kg (Fig. 9) and excellent cyclability. This
capacity is 30% higher than that of LiCoO2, and it corre-
sponds to 65% of the theoretical capacity. The substitution
of cobalt for nickel has been found to suppress the cation
disorder and Jahn–Teller distortion, as indicated by X-ray
absorption fine structure studies (25). The higher capacity
of LiNi0.85Co0.15O2 has made it an attractive alternate for
LiCoO2.

However, the reason for the higher capacity of
LiNi0.85Co0.15O2 compared to the analogous LiCoO2 cath-
odes was not clear in the literature. The structural sta-
bility of the LiNi0.85Co0.15O2 cathodes during long-term
cycling, particularly under mild heat, also remained to
be assessed. Recent experiments on Li1−xNi0.85Co0.15O2

samples obtained by chemically extracting lithium
from LiNi0.85Co0.15O2 show that the higher capacity of
LiNi0.85Co0.15O2 compared to that of LiCoO2 is due to its re-
sistance to losing oxygen at low lithium contents. Figure 10
compares the variations of the average oxidation state
of the transition-metal ions and the oxygen contents
as lithium content varies in Li1−xNi0.85Co0.15O2 and
Li1−xCoO2. The data show that the former system ex-
hibits better stability without losing much oxygen at a
deep charge. Figure 13 shows the X-ray diffraction pat-
terns of the Li1−xNi0.85Co0.15O2 samples that were obtained
by chemically extracting lithium from LiNi0.85Co0.15O2. In
this case, the initial O3 structure is maintained for a wider
lithium content 0.23 ≤ (1 − x) ≤ 1, and the new phase is
formed at a lower lithium content (1 − x) < 0.23. More
importantly, the X-ray diffraction pattern of the end mem-
ber NiO2−δ could also be indexed on the basis of an O3
structure but had smaller lattice parameters compared
to the initial O3 phase. The observation of an O3 struc-
ture for the chemically prepared NiO2−δ agrees with that
found for the electrochemically prepared sample (27,28).
The absence of a significant amount of oxygen vacancies
appears to prevent the sliding of oxide ion layers and the
structural transformation. The absence of oxygen loss and
the maintenance of the initial O3 structure to a much
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Figure 11. X-ray diffraction patterns of Li1−xCoO2−δ that were synthesized by chemical
delithiation.
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Figure 13. X-ray diffraction patterns of Li1−xNi0.85Co0.15O2−δ that were synthesized by chemical
delithiation.

lower lithium content (1 − x) compared to that in Li1−xCoO2

permit a higher capacity in the Li1−xNi0.85Co0.15O2

system.
The differences in oxygen loss behavior between the

Li1−xCoO2 and the Li1−xNi0.85Co0.15O2 systems can be un-
derstood by considering qualitative energy diagrams for
Li1−xCoO2 and Li1−xNiO2 (Fig. 14). In LiCoO2 that has a
Co3+:3d6 configuration, the t2g band is completely filled,
and the eg band is empty. As lithium is extracted from
LiCoO2, the Co3+ ions are oxidized to Co4+, which is ac-
companied by removal of electrons from the t2g band. Be-
cause the t2g band overlaps the top of the O:2p band,
deeper lithium extraction where (1 − x) < 0.5 results in
a removal of electrons from the O:2p band as well. The
removal of a significant amount of electron density from
the O:2p band will result in oxidation of the O2− ions and
an ultimate loss of oxygen from the lattice. In contrast,
the LiNiO2 system that has a Ni3+:3d7 configuration in-
volves the removal of electrons only from the eg band. For

LiNi0.85Co0.15O2, the electrons will be removed from the eg

band for (1 − x) > 0.15. Because the eg band lies well above
the O:2p band, this system does not lose oxygen down to
a lower lithium content. The band diagrams in Fig. 14 are
consistent with the recent spectroscopic evidence for the
introduction of holes into the O:2p band rather than into
the Co:3d band in LiCoO2 (20,21) and into the Ni:3d band
in Li1−xNiO2 and Li1−xNi0.85Co0.15O2 (29,30).

To assess the structural stability of Li1−xNi0.85Co0.15O2

cathodes during long-term cycling, chemically prepared
Li1−xNi0.85Co0.15O2 samples were subjected to mild heat
and examined by X-ray diffraction (31). The data show a
decrease in the c/a ratio of the unit cell parameters of,
for example, Li0.35Ni0.85Co0.15O2 when heated at T > 50◦C
due to migration of the Ni3+ ions from the nickel plane to
the lithium plane. Interestingly, the cobalt oxide Li0.35CoO2

that has a similar degree of lithium extraction (charging)
shows little or no decrease in the c/a ratio when heated
under similar conditions. Thus, the Li1−xNi0.85Co0.15O2
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Figure 14. Comparison of the qualitative energy diagrams of
Li1−xCoO2 and Li1−xNiO2.

cathodes experience structural instability under mild heat,
whereas the Li1−xCoO2 cathodes do not under similar con-
ditions. Although the LiNi0.85Co0.15O2 cathode has higher
capacity (180 Ah/kg) than the LiCoO2 cathode (140 Ah/kg)
and is more resistant to losing oxygen from the lattice
compared to LiCoO2, the structural instability experienced
due to cation migration may become an issue under cy-
cling at higher temperatures (T > 50◦C). The differences
in the structural stability between the two systems can be
explained by considering the mechanism of cation migra-
tion. The migration of transition-metal ions from octahe-
dral sites in the transition-metal plane to the octahedral
sites in the lithium plane needs to occur via the neighbor-
ing empty tetrahedral sites, as shown in Fig. 15. While
the low spin Co3+:3d6 ion that has strong octahedral site
stabilization energy (32) is unable to migrate to the neigh-
boring tetrahedral site, but the low spin Ni3+:3d7 ion that
has moderate octahedral site stabilization energy is able
to move to the tetrahedral site under mild heat.

b a

c

O Layer

O Layer

Ni Layer

Li Layer

T1

T2

Figure 15. Schematic representation of the diffusion processes
of nickel ions in Li1−xNi0.85Co0.15O2. Dotted and solid squares re-
fer to tetrahedral site and lithium-ion vacancy, respectively. T1
and T2 refer to tetrahedral sites at (0, 0, 0.125) and (0, 0, 0.375),
respectively.

Li (8a site)

Mn (16d site)

O (32e site)

Figure 16. Crystal structure of LiMn2O4 spinel.

Spinel Manganese Oxide Cathodes

Although LiCoO2 and LiNi0.85Co0.15O2 are attractive can-
didates, both Co and Ni are expensive and relatively
toxic. These considerations have created much interest
in manganese oxides because Mn is inexpensive and en-
vironmentally benign (33–35). In this regard, LiMn2O4

that crystallizes in a three-dimensional cubic spinel struc-
ture (Fig. 16) has become appealing (16). In the LiMn2O4

spinel, the Li+ and the Mn3+/4+ ions occupy, respectively,
the 8a tetrahedral and 16d octahedral sites of the cu-
bic close-packed oxygen array. A strong edge-shared oc-
tahedral [Mn2]O4 array permits reversible extraction of
the Li+ ions from the tetrahedral sites without collaps-
ing the three-dimensional spinel framework. An additional
lithium-ion can also be inserted into the empty 16c oc-
tahedral sites of the spinel framework to give the lithi-
ated spinel Li2[Mn2]O4. However, electrostatic repulsion
between the Li+ ions in the 8a tetrahedral and 16c oc-
tahedral sites, which share common faces, causes a dis-
placement of the tetrahedral Li+ ions into the neighboring
empty 16c sites to give an ordered rock salt structure that
has a cation distribution of (Li2)16c[Mn2]16dO4. Thus, theo-
retically, two lithium ions per LiMn2O4 formula unit could
be reversibly inserted/extracted. Although the edge-shared
MnO6 octahedral arrangement that has direct Mn–Mn in-
teraction provides good electrical (small polaron) conduc-
tivity σe, the interconnected interstitial sites in the three-
dimensional spinel framework provide good lithium-ion
conductivity σLi.

The lithium extraction/insertion from/into the 8a tetra-
hedral and 16c octahedral sites of the Li[Mn2]O4 spinel oc-
curs in two distinct steps (16). The former occurs at around
4 V (Fig. 9) maintaining the cubic spinel symmetry; in con-
trast, the latter occurs at around 3 V by a two-phase mecha-
nism involving the cubic spinel Li[Mn2]O4 and the tetrago-
nal lithiated spinel Li2[Mn2]O4. Although both involve the
Mn3+/4+ couple, the 1 V difference between the two pro-
cesses reflects the differences in the site energies (17) as
differentiated by Eq. (23) and (25). A deep energy well for
the 8a tetrahedral Li+ ions and a high activation energy
required for the Li+ ions to move from one 8a tetrahedral
site to another via an energetically unfavorable neighbor-
ing 16c site lead to a higher voltage of 4 V (33). The cubic to
tetragonal transition from Li[Mn2]O4 to Li2[Mn2]O4 is due
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Figure 17. Illustration of the Jahn–Teller distortion in man-
ganese oxides: (a) Mn4+:3d3 that has cubic symmetry (no Jahn–
Teller distortion) and (b) Mn3+:3d4 that has tetragonal symmetry
(Jahn–Teller distortion).

to the Jahn–Teller distortion of the single electron in the
eg orbitals of a high spin Mn3+:3d4 ion (Fig. 17). A coopera-
tive distortion of the MnO6 octahedra that have long Mn–O
bonds along the c axis and short Mn–O bonds along the a
and b axes results in macroscopic tetragonal symmetry for
Li2[Mn2]O4.

Although, in principle, two lithium ions per LiMn2O4

formula unit could be reversibly extracted/inserted
from/into the Li[Mn2]O4 spinel framework, the cubic to
tetragonal transition is accompanied by a 16% increase
in the c/a ratio of the unit cell parameters and a 6.5% in-
crease in unit cell volume. This change is too severe for
the electrodes to maintain structural integrity during the
discharge/charge cycle, and so LiMn2O4 exhibits drastic
capacity fade in the 3 V region. As a result, LiMn2O4 has
limited practical capacity of around 120 Ah/kg (Fig. 9) that
corresponds to an extraction/insertion of 0.4 lithium per
Mn in the 4 V region. Furthermore, even though it has lim-
ited capacity, LiMn2O4 tends to exhibit capacity fade in the
4 V region as well, particularly at elevated temperatures
(50◦C). The capacity fade in the 4 V region has been at-
tributed to a dissolution of manganese into the electrolyte
originating from a disproportionation of Mn3+ into Mn4+

and Mn2+ (36) and the formation of tetragonal Li2[Mn2]O4

on the surface of the particles under conditions of nonequi-
librium cycling (37).

The difficulties of lattice distortions in the LiMn2O4

spinel have motivated strategies to suppress Jahn–Teller
distortion. One way to suppress Jahn–Teller distortion is to
increase the average oxidation state of manganese because
Mn4+:3d3 does not undergo Jahn–Teller distortion. The ox-
idation state of manganese can be increased either by alio-
valent cationic substitutions or by increasing the oxygen
content in LiMn2O4. Using this strategy, Thackeray et al.
(33,38,39) pioneered the Li–Mn–O phase diagram. For ex-
ample, substituting Li for Mn in Li1+xMn2O4 increases the

oxidation state, and the end member Li4Mn5O12(x = 0.33)
has an oxidation state of 4+ for Mn. Similarly, the ox-
idation state increases as oxygen content increases in
LiMn2O4+δ, and the end member Li2Mn4O9 (δ = 0.5) will
have an oxidation state of 4+ for Mn. However, these de-
fective spinels are difficult to synthesize by conventional
high-temperature procedures, and more recently solution-
based syntheses have been pursued to obtain them (40,41).
It is also difficult to extract lithium from Li4Mn5O12 and
Li2Mn4O9 because Mn4+ is difficult to oxidize further and
therefore they are not suitable for lithium-ion cells that
have carbon anodes. Both Li4Mn5O12 and Li2Mn4O9 ex-
hibit most of their capacity in the 3 V region that corre-
sponds to insertion of additional lithium into the 16c sites.
Nevertheless, the Jahn–Teller distortion has been shown
to be delayed until late in the discharge process in both sys-
tems (33,38,39); the cubic symmetry without Jahn–Teller
distortion has been shown to be preserved to x = 2.5 in
Li4+xMn5O12 and x = 1.7 in Li2+xMn4O9.

Other Oxide Cathodes

The difficulties of the LiMn2O4 spinel also motivated the
investigation of several nonspinel manganese oxides, par-
ticularly by employing low-temperature synthesis (33–35).
LiMnO2 obtained by conventional synthesis does not crys-
tallize in the O3 structure of LiCoO2; it adopts an or-
thorhombic rock salt structure in which the oxygen array
is distorted from the ideal cubic close packing (42). How-
ever, LiMnO2 isostructural with layered LiCoO2 can be ob-
tained by ion exchange of NaMnO2 (43) or by partial sub-
stitution of Mn by Cr or Al (44). Unfortunately, both the
orthorhombic LiMnO2 and the layered LiMnO2 (O3 struc-
ture) that have close-packed oxygen arrays tend to trans-
form to spinel-like phases during electrochemical cycling.
In this regard, Na0.5MnO2—designated as Na0.44MnO2 in
the literature—adopts a non-close-packed structure and
has drawn some attention because it does not transform to
spinel-like phases (45,46). However, only a small amount
of lithium could be extracted from the ion-exchanged sam-
ple Na0.5−xLixMnO2 although additional lithium could be
inserted into Na0.5−xLixMnO2. Therefore, it is not attrac-
tive for lithium-ion cells that use carbon anodes. Neverthe-
less, it has been shown that it is a promising candidate for
lithium polymer batteries that employ metallic lithium an-
odes (45). Additionally, it has been shown that amorphous
manganese oxides LixNayMnOzIη synthesized in nonaque-
ous media exhibit high capacity (300 Ah/kg) and good cy-
clabilty (47,48). However, the capacity occurs across the
wide voltage range of 4.3 to 1.5 V that has a continuously
sloping discharge profile, which is not desirable for com-
mercial cells. Not much lithium could be extracted from the
initial material LixNayMnOzIη, and therefore, these amor-
phous oxides also are not attractive for lithium-ion cells
fabricated using carbon anodes.

To improve the cyclability of the LiMn2O4 spinel, par-
tial substitution of Mn by several other transition metals
M = Cr, Co, Ni and Cu in LiMn2−yMyO4 has been pursued
(49–52). These substitutions, however, result in the devel-
opment of two plateaus that correspond to the removal of
lithium from the 8a tetrahedral sites: one around 4 V that
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corresponds to the oxidation of Mn3+ to Mn4+ and the other
around 5 V that corresponds to the oxidation of the other
transition-metal ions. The capacity in the 4-V region de-
creases, whereas that in the 5-V region increases as y in
LiMn2−yMyO4 increases. Although an increase in the cell
voltage is attractive from the view point of energy density,
the LiMn2−yMyO4 oxides are prone to suffer from oxygen
loss and safety concerns in the 5-V region.

LiVO2 adopts the O3 structure of LiCoO2. Although
lithium can be readily extracted from LiVO2, the vana-
dium ions migrate to the lithium planes for (1 − x) < 0.67
in Li1−xVO2 (53). Similarly, the LiV2O4 spinel is plagued
by the migration of vanadium ions during the charge/
discharge process (54). Interestingly, a number of other
vanadium oxides such as VO2(B)—a metastable form of
VO2 obtained by solution-based synthesis (55)—and V6O13

(56) exhibit high capacity and good cyclability. However,
these oxides that have no lithium are not attractive for
lithium-ion cells made using carbon anodes. LiCrO2 also
crystallizes in the O3 structure of LiCoO2, but it is diffi-
cult to extract lithium from this material.

Iron oxides offer significant advantages in both cost and
toxicity compared to other oxides. Although LiFeO2 ob-
tained by conventional procedures adopts a different struc-
ture, layered LiFeO2 that has the O3 structure of LiCoO2

can be obtained by an ion-exchange reaction of NaFeO2.
Unfortunately, the layered LiFeO2 does not exhibit good
electrochemical properties because the high spin Fe3+:3d5

ion tends to move around between the octahedral and tetra-
hedral sites. This problem could, however, be overcome by
designing complex iron oxides that consist of poly ions such
as (SO4)2−and (PO4)3−. For example, it was shown in the
1980s that Fe2(SO4)3 that has a framework structure that
consists of FeO6 octahedra which share all six corners with
(SO4)2− tetrahedra has a capacity of around 130 Ah/kg and
a flat discharge voltage of 3.6 V (57). However, the poor
electronic conductivity of the Fe–O–X–O–Fe (X = S or P)
linkages leads to poor rate capability. Nevertheless, fol-
lowing this initial concept of using poly ions, LiFePO4 that
crystallizes in an olivine structure has recently been shown
to be a promising material; it exhibits a flat discharge volt-
age of around 3.4 V (58). However, LiFePO4 appears to suf-
fer from limited rate capability due to inferior electronic
(σe) and lithium-ion (σLi) conductivity compared to other
oxide cathodes such as LiCoO2 and LiMn2O4.

Carbon Anodes

Carbon has become the material of choice for anodes in
lithium-ion cells (59,60) due to its light weight and low
electrochemical potential that lies close to that of metallic
lithium (Fig. 7). Although the intercalation of alkali metals
into graphitic carbon was known for some time, the recog-
nition of a practical carbon anode began in 1989 (61). A sub-
sequent announcement by Sony Corporation in 1990 com-
mercializing lithium-ion cells that have carbon anodes and
LiCoO2 cathodes intensified the interest in carbon. Carbon
materials can be broadly classified into two categories:
soft carbon (graphitic carbon) and hard carbon (glassy car-
bon). The former has a better ordering of graphene lay-
ers compared to the latter, and they differ significantly in
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Figure 18. Typical first discharge/charge curves of graphite. The
difference between the discharge and charge curves is irreversible
capacity loss.

their physical and chemical properties. The hard carbons
are typically obtained by thermal decomposition of, for
example, phenolic and epoxy resins and products from
petroleum pitch. They have significant amounts of open
micropores, which tend to become closed when heated at
increasingly higher temperatures. Some hard carbons have
been shown to consist of single graphene sheets.

Figure 18 shows a typical first discharge/charge curve
of graphite. It has a theoretical capacity of 372 Ah/kg that
corresponds to an insertion of one lithium per six carbon
atoms (x = 1 in LixC6). It shows a significant amount of ir-
reversible capacity during the first discharge/charge cycle
due to unwanted, irreversible side reactions with the elec-
trolyte. These side reactions can lead to disintegration of
the carbon anode and a decrease in cycle efficiency. More
importantly, using electrolytes that consist of propylene
carbonate (PC), natural graphite cannot be charged be-
cause it leads to an evolution of gas at around 1 V. This
is a major drawback of the graphite anode. However, using
electrolytes that consist of other solvents such as ethylene
carbonate (EC) and diethyl carbonate (DEC), the side re-
actions are suppressed, and it can be cycled without much
difficulty.

The hard carbons generally have higher capacity than
graphite. Several models have been proposed to account
for the increased capacity: adsorption of lithium on both
sides of the single graphene sheets, accommodation of ex-
tra lithium into nanometer size cavities, and storage of ad-
ditional lithium at the edges and surfaces are some of the
explanations. Generally, the capacity of carbon materials
has been found to increase as the fraction of single layer
material increases. However, the hard carbons have a slop-
ing discharge profile between 0 and 1 V, unlike graphite,
which has a nearly flat discharge profile between 0 and
0.3 V (Fig. 18). As a result, for lithium-ion cells that use
the same cathode, the hard carbons will lead to a slightly
lower cell voltage compared to graphite.

Structural modifications to improve the performance of
carbon anodes are being pursued by various groups. In
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this regard, texture control, surface modification by mild
oxidation, and incorporation of other elements such as
B, O, Si, and P have been studied. For example, carbon
fibers that have different textures and compositions such
as C1−y−zSiyOz and BC2N have been investigated.

Other Anodes

The irreversible capacity loss encountered in carbon an-
odes has motivated the search for other anode hosts. In this
regard, a few materials have drawn attention. Li4Ti5O12

that has a cubic spinel structure accommodates three ad-
ditional lithium ions per formula unit into the empty 16c
sites and has negligible change in volume (<0.1%) at a flat
discharge voltage of around 1.5 V (62). However, the higher
voltage (1.5 V) and lower capacity (160 Ah/kg) compared to
that of carbon make it less attractive. SnO2 is another can-
didate that has reversible capacity as high as 600 Ah/kg at
0 to 2 V, but it exhibits high capacity loss during the first cy-
cle (63). More recently, some intermetallic compounds such
as Cu6Sn5 that have an NiAs-type structure have shown
promise (64), and further development of these systems is
in progress.

However, all of the preceding candidates and carbon an-
odes do not contain lithium, and they require that the cath-
odes be in the lithiated (discharged) form. In this regard,
anode hosts based on some lithiated transition-metal ni-
trides (59) and intermetallic compounds (65) are appealing.
For example, Li7−xMnN4 and Li3−xFeN2 exhibit capacities
of, respectively, 210 and 150 Ah/kg and a flat discharge
voltage of around 1.2 V. Li2.6−xCo0.4N and Li2.6−xCu0.4N
whose structures are similar to that of Li3N exhibit a much
higher capacity of around 470 Ah/kg at 0.2 to 1 V; the for-
mation of an amorphous phase during the initial stages
in the latter systems leads to high capacity. Two lithium
per formula unit can be reversibly extracted from Li2CuSn
(65). Further development work is necessary to assess the
full potential of these lithium-containing anodes. If suc-
cessful, they have the possibility of being coupled with
some of the lithium-free cathodes such as vanadium oxides.
However, the resulting lithium-ion cells may have a lower
cell voltage compared to the currently available lithium-
ion cells fabricated using LiCoO2 cathodes and carbon
anodes.

CONCLUDING REMARKS

After providing an introduction to the concepts of elec-
trochemical cells and batteries, lithium-ion batteries that
offer much higher energy density compared to other
rechargeable systems were discussed. Lithium-ion batter-
ies have become commercial due to the development of
smart electrode (cathode and anode) host materials. State-
of-the-art lithiumion cells are made by using a transition-
metal oxide cathode such as a layered lithium cobalt ox-
ide and a carbon anode. However, only 50 to 65% of the
theoretical capacity of the currently available oxide hosts
can be practically used. Chemical instability, structural
instability, or safety concerns in the charged state limit
the usable capacity, depending on the cathode host. The

challenge is to develop smart cathode hosts in which at
least one lithium ion per transition-metal ion can be re-
versibly extracted/inserted and at the same time reduce
the material cost; such a cathode can nearly double the
energy density. There are also possibilities for increasing
the capacity of anode hosts by focusing on amorphous ma-
terials. An alternate approach is to develop cells that use
lithium-containing anodes and lithium-free cathodes. This
strategy will allow using some of the already known high
capacity cathodes such as vanadium oxides that have bet-
ter chemical stability and safety characteristics. From the
view points of safety, cycle, and shelf life, cathodes that
have a lower voltage (3 to 4 V) but have a significantly in-
creased capacity may be desirable for future applications.
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BIOMEDICAL APPLICATIONS

JINHAO QIU

MAMI TANAKA

Tohoku University Sendai
Japan

INTRODUCTION

Biomedical applications of smart materials can be divided
into three categories: (1) implants and stents, such as bone
plates and marrow needles; (2) surgical and dental instru-
ments, devices, and fixtures, such as orthodontic fixtures
and biopsy forceps; and (3) devices and instruments for
medical checkups, such as ultrasonic devices. The appli-
cations of the first category require strict biocompatibility
of a material because it is implanted in the body for long
periods. Among many traditional materials, including met-
als, alloys, and ceramics, that are available commercially,
only a limited number are currently used as prostheses
or biomaterials in medicine and dentistry. The applica-
tions in the second category require excellent mechanical
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characteristics as well as biocompatibility. The third cate-
gory is used mainly for transducers.

Among smart materials, the Ti–Ni shape-memory al-
loy (SMA) has attracted the most attention for biomedical
applications in the first and second categories due to its
excellent biocompatibility and mechanical characteristics.
Research on biomedical applications of the SMA started in
the 1970s with animal experiments initially, followed by
clinical tests. The first example of a successful biomedical
application of the SMA was a bone plate, which was used to
repair broken bones. Now, many medical and dental appli-
cations of SMAs are available, and many new applications
are being developed. On the other hand, piezoelectric ma-
terials have been widely used as transducers for medical
ultrasonic devices due to their sensor function that uses
piezoelectricity and the actuator function that uses inverse
piezoelectricity.

In this article, the properties of SMAs for biomedical
applications are discussed next, followed by some clinical
examples. Recent examples of biomedical applications of
SMAs are summarized there after, and finally the recent
examples of biomedical applications of piezoelectric mate-
rials are summarized.

PROPERTIES OF SMAS FOR BIOMEDICAL APPLICATIONS

The properties of SMAs that are important and have led
to its wide acceptance in biomedical applications are dis-
cussed in this section. Of these properties, biocompatibili-
lity, which simply means the ability of a material to be
accepted by the body, is the most important, especially for
implants. The other important properties include super-
elasticity, the shape-memory effect, hysteresis, and fatigue
resistance. The properties of SMAs for biomedical applica-
tions are discussed in detail in (1).

Biocompatibility

The biocompatibility of a material is its most important
property if it is used as prostheses or biomaterials in
medicine and dentistry. Biocompatibility means that the
material is nontoxic during the implanted period. Because
all materials generate a “foreign body reaction” when im-
planted in the body, the degree of biocompatibility is re-
lated to the extent of this reaction. Due to the rigorous
demands on material properties for biocompatibilty, only
these three metallic materials were qualified for use as
implant materials: Fe–Cr–Ni, Co–Cr and Ti–Al–V before
SMA. Investigations were carried out by many researchers
on the biocompatibility of Ti–Ni (2), and an extensive re-
view can be found in (1). The results of these studies show
that Ti–Ni has superior corrosion resistance due to the for-
mation of a passive titanium oxide layer (TiO2) similar to
that found on Ti alloys. This oxide layer increases the sta-
bility of the surface layers by protecting the bulk material
from corrosion and creates a physical and chemical barrier
to Ni oxidation.

In in vitro dissolution studies, Bishara et al. (3) found
that Ti–Ni appliances release an average of 13.05 µg/day
Ni in saliva, which is significantly lower than the estimated

average dietary intake of 200–300 µg/day. In addition, the
measured nickel blood levels of orthodontic patients who
have Ni–Ti appliances show no significant increase during
a 5-month period.

Shape-Memory Effect

Predeformed SMAs can remember their original shapes be-
fore deformation and can recover the shape when heated
if the plastic deformation takes place in the martensitic
phase (4,5). Shape recovery is the result of transformation
from the low-temperature martensitic phase to the high-
temperature austenitic phase when it is heated. The shape-
memory effect makes it easy to deploy an SMA appliance
in the body and makes it possible to create a prestress
after deployment, when necessary. SMA appliances are
first in a compact state during deployment and then re-
stored to their expanded shape by heating. If the phase
transformation temperature of an SMA is below body tem-
perature, shape recovery can easily be induced by the heat
of the body. When the phase transformation temperature
is higher than the body temperature, SMA appliances are
usually heated by warm salt water or a high frequency
magnetic field.

In recent studies, the shape-memory effect has also been
used for actuator functions in medical applications such
as a urethral valve and artificial sphincter which are dis-
cussed later.

Superelasticity

SMAs exhibit superelasticity when they are in the austen-
itic phase (1,5). Figure 1 shows the typical superelastic
stress–strain curve (solid line) compared with the stress–
strain curve of stainless steel (dashed line). As shown in
the figure, an important feature of superelastic materials is
that they exhibit constant loading and unloading stresses
across a wide range of strain. As shown in Fig. 1, the
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Figure 1. Typical stress–strain curve of superelastic materials
and stainless steel. The superelastic materials exhibit constant
unloading stress over a wide range of strain.
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effective strain range εeff(TN) of Ti–Ni that corresponds
to an optimal force zone is much larger than the εeff(SS)
of stainless steel. Hence, a superelastic device can provide
constant pressure even if the pressed part recedes by a lim-
ited amount during the installed period. On the other hand,
the pressure exerted by an appliance made from stainless
steel will drop drastically if the pressed part deforms, so
that performance deteriorates. The orthodontic arch wire
that is presented as an example of an application in the
next section was the first product to use this property.
Another example of applying this property is superelastic
eyeglass frames (6). These eyeglass frames have become
very popular in the United States, Europe, and Japan and
are available in almost every optician’s store. These frames
can be twisted a full 180◦, but more importantly the frames
press against the head with a constant and comfortable
stress. Not only is “fit” less important, but small bends
and twists that may develop do not cause discomfort to the
wearer.

The superelasticity of SMAs also makes it easy to deploy
SMA stents. Stents made from stainless steel are expanded
against the vessel wall by plastic deformation caused by
inflating a balloon placed inside the stent. Ti–Ni stents,
on the other hand, are self-expanding. More details can be
found later.

Hysteresis of SMA

As shown in Fig. 1, superelastic SMA exhibits a hysteretic
stress–strain relationship; the stress from A to B in the
loading phase and the stress from C to D in the unloading
are different. Hysteresis is usually regarded as a drawback
in traditional engineering applications, but it is useful in
biomedical applications. If the SMA is set at some stress–
strain state, E, for example, upon unloading during deploy-
ment, it should provide a light, constant force against the
organ wall, even under a certain amount of further strain
release (e.g., from E to D). On the other hand, it would gen-
erate a large resistive force to crushing if it is compressed
in the opposite direction because it takes the loading path
from E to F. Hence, the SMA material exhibits a biased
stiffness at point E, which is very important in designing
a SMA stent. Because the stress at the loading phase from
A to B and the stress in the unloading phase from C to D
depend on the material composition of the SMA, the desi-
rable stress–strain curve can be obtained by optimizing the
material composition.

Anti-Kinking Properties

As shown in Fig. 1, the stress of stainless steel remains
nearly constant in the plastic region. This means that a
small increase in stress in the plastic region could lead to
a drastic increase in strain or failure of a medical appli-
ance made from stainless steel (1). On the other hand, the
stiffness of superelastic Ti–Ni increases drastically after
point B at the end of the loading plateau. The increase in
stiffness would prevent the local strain in the high strain
areas from further increasing and partition the strain in
the areas of lower strain. Hence, strain localization is pre-
vented by creating a more uniform strain than could be
realized by using a conventional material.

EXAMPLES OF BIOMEDICAL APPLICATIONS

Orthopedic

Marrow Needles. Figures 2 and 3 show two types of mar-
row needles that are used in the repair of a broken thigh
bone (4,6–8). When a stainless steel Kunster marrow nee-
dle is used, blood flow inside the bone can be blocked, and
recovery can be delayed. It also has the drawback of low
torsional strength. On the other hand, a Kunster marrow
needle of SMA can be inserted into the bone in its initial
straight shape and transformed to a curved shape by heat-
ing, as shown in Fig. 2. Hence, the SMA Kunster marrow

Thigh
bone

Fracture

Mallow

Before heating

(a)

Shape memory
alloy

Fracture closed

SMA after
shape recovery

After heating

(b)

Figure 2. Kunster marrow needle (6).
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Heat
Heat

Figure 3. Marrow needles before and after heating (5,8).

needle can avoid the disadvantages of the stainless steel
needle. The SMA Kunster marrow needle can also provide
a compressive force on the fracture surfaces.

The marrow needle shown in Fig. 3 has a compli-
cated shape for purposes of reinforcement, which makes it
difficult to insert in the broken bone. Using the shape-
memory effect, insertion can be greatly improved, as shown
in the figure, without loosing the reinforcing function, be-
cause the needles can be inserted in a simpler shape and
the necessary size and shape are recovered by heating the
needle in the marrow.

Currently available joint prostheses are made of bone
cement to be fixed in the bone. Stress acting on the joint
prosthesis is quite intense and severe: three to six times the
body weight of the patient under nominal action, and the
stress is cycled up to 106 times. Conventional bone cement
causes several inconveniences: gradual loosening after im-
plantation, resultant infection, and other complications. A
prosthetic joint made of Ti–Ni SMA was developed to avoid
such problems. High wear resistance is also another advan-
tage of the Ti–Ni prosthetic joint.

Bone Staple and Bone Plate. The bone staple shown in
Fig. 4 and the bone plate in Fig. 5 are used to fix broken
bones (4–6). As shown in Fig. 4, a bone staple made of SMA
can be inserted at low temperature in the holes opened in
the bone, and then heated by the body temperature, it re-
covers its original shape to provide a compressive force on
the surfaces of the broken bone. Bone plates are attached
by screws for fixing broken bones. Bone plates made of Ti–
Ni SMA are more effective in connecting broken bones than
bone plates made of conventional material because SMA

Inclination angle

Open at low temperature Insert Heating Closing due to SME
θ

Figure 4. Bone staple used to fix broken
bones (4,6).

SMA bone plate Bone

Compressive force

Figure 5. Bone plate used to fix broken bones (4–6).

bone plates provide compressive force on the fracture sur-
face of the broken bones as well as repair, as shown in Fig. 5.
Healing proceeds faster under uniform compressive force.

Dental Applications

Orthodontic Fixtures. Due to its superelasticity, Ti–Ni is
used in many applications in dentistry. It is obvious that
superelasticity gives the orthodontists better mechanical
characteristics compared to conventional elastic materials
such as stainless steel. Figure 6a,b shows a clinical ex-
ample of orthodontic treatment using a superelastic Ti–Ni
arch wire (5,9). When fixtures made of conventional elas-
tic material such as stainless steel are used, the reforming
force drops, and the fixture loosens due to movement of the
teeth. Hence, the fixture must be replaced several times
before the treatment is finished. An SMA fixture main-
tains a constant reforming force in a wide range of teeth
movement due its superelasticity, so that no replacement is
required after the initial installation. Clinical results also
showed faster movement of the teeth and a shorter chair
time compared with stainless steel wire.

Tooth-root Prosthesis. Among several methods that re-
store the masticatory function of patients missing more
than one tooth, a tooth-root prosthesis is considered the
method that creates the most natural masticatory func-
tion. Blade-type implants made of Ti–Ni SMA, as shown
in Fig. 7, have been used in Japan (5,6). The open angle
of the blade is used to ensure tight initial fixation and to
avoid accidental sinking during mastication. But to make
the insertion operation easy, the tooth-root prosthesis is
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(a)

Misaligned teeth before treatment
(b)

Normally aligned teeth after the first stage of treatment

Figure 6. Orthodontic treatment using a superelastic arch wire:
(a) misaligned teeth before treatment; (b) normally aligned teeth
after the first stage of treatment (5,9).

implanted in the jawbone as a flat shape and then the
opened shape is changed by heating. Fig. 8 shows an X-ray
photograph of the implanted tooth-root prosthesis. More
than 5,000 clinical examples of SMA tooth-root prostheses
have been reported.

Partial Denture. The key to a partial denture is the
development of an attachment for connecting the partial

Figure 7. Tooth-root prosthesis (5,6).

Figure 8. X-ray photo of implanted tooth-root prosthesis (6).

denture to the retained teeth. Clasps have been conven-
tionally used for about a century as the attachment for
a partial denture. One of the drawbacks of clasps made
of conventional elastic materials is loosening during use;
this can be improved by replacing the elastic materials by a
superelastic Ti–Ni alloy (5,10). Another drawback of clasps
is aesthetics because they are visible in the teeth align-
ment. To solve the problem, the size of the attachment
must be smaller than the width of the teeth so that it can
be embedded completely in the teeth. A precision attach-
ment using a small screw has recently become available,
but it has to be designed and fabricated very precisely so
that it lacks flexibility to follow the change in the setting
condition during long-term use due to the shape change of
the jawbone. Because of its flexibility, this problem can be
solved by using an attachment made of SMA.

The SMA attachment consists of two parts: a fixed part
that is made of a conventional dental porcelain-fusible cast
alloy and is attached to the full cast crown on the anchor
teeth and a movable part that is made of Ti–Ni SMA and
is fixed on the side of the partial denture. Examples of
movable and fixed parts are shown in Fig. 9.

Surgical Instruments

Since superelastic tubing became available in the early to
mid-1990s, a variety of catheter products and other en-
dovascular devices using Ti–Ni has appeared on the mar-
ket. Early applications of Ti–Ni were retrieval baskets that
have Ti–Ni kink-resistant shafts, as well as a superelastic
basket to retrieve stones from kidneys, bladders, and bile
ducts. An interesting example is the interaortic balloon
pump (IABP) used in cardiac assist procedures (Fig. 10).
The use of Ni–Ti allowed a reduction in the size of the de-
vice compared with the polymer tube designs and increased
the flexibility and kink resistance compared with stainless
steel tube designs (1).

Biopsy forceps made from stainless steel are very deli-
cate instruments that can be destroyed by even very slight
mishandling. Ti–Ni instruments, on the other hand, can
handle serious bending without buckling, kinking, or per-
manent deformation. Figure 11 shows a 1.5-mm biopsy for-
ceps that consists of thin wall Ti–Ni tubing and a Ti–Ni
actuator wire inside. Together they can be bent around a
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(a)

Movable part
(b)

Fixed part

Figure 9. Shape-memory alloy attachment for partial denture;
(a) movable part; (b) fixed part (4,5).

radius of less than 3 cm without kinking, and still allow for
the opening and closing of the distal grasper jaws without
increased resistance. The instrument continues to operate
smoothly even while bent around tortuous paths.

Figure 10. The Arrow interaortic balloon pump uses a Nitinol™
tube to pressurize the balloon (1).

Figure 11. Ninitol™ tubing that has an internal actuating wire
allows this 0.8-mm diameter grasper to operate while tied in a
knot (1).

Stent

The term stent is used for devices that are used to scaffold
or brace the inside circumference of tubular passages or lu-
mens, such as the esophagus biliary duct, and most impor-
tantly, a host of blood vessels, including coronary, carotid,
iliac, aorta, and femoral arteries (Fig. 12) (1). Stenting in
the cardiovascular system is most often used as a follow-
up to balloon angioplasty, a procedure in which a balloon
is placed in the diseased vessel and expanded to reopen
a clogged lumen. Ballooning provides immediate improve-
ment in blood flow, but 30% of the patients have restenosed
within a year and need further treatment. The place-
ment of a stent immediately after angioplasty, it has been
shown, significantly decreases the propensity for resteno-
sis. Stents are also used to support grafts, for example, in
treating aneurysms (Fig. 13).

Most stents today are stainless steel and are expanded
against a vessel wall by plastic deformation caused by
inflating a balloon placed inside the stent. Ti–Ni stents,
on the other hand, are self-expanding—they are shape-set
to the open configuration, compressed into a catheter, then

Figure 12. A stent that maintains vessel patency and blood flow
to the brain is portrayed in a cutaway view of the internal carotid
artery (1).
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Figure 13. Stentgrafts used to exclude aneurysms, to provide an
artificial replacement for injured vessels, or prevent restenosis
after angioplasty (1).

pushed out of the catheter and allowed to expand against a
vessel wall. Typically, the manufactured stent’s outer dia-
meter is about 10% greater than the vessel’s diameter to
ensure that the stent anchors firmly in place. The flexibi-
lity of Ti–Ni is about 10–20 times greater than stainless
steel, and it can bear a reversible strain as high as 10%.
Ni–Ti stents are made from knitted or welded wire, laser-
cut or photoetched sheet, and laser-cut tubing. The pre-
ferred devices are laser-cut tubing, thus avoiding overlaps
and welds (Fig. 14).

CURRENT BIOMEDICAL APPLICATIONS OF SMA

Artificial Urethral Valve

Urinary incontinence is the involuntary discharge of urine
caused by weakness of the urinary canal sphincter muscles
due to aging and expansion of the prostate gland. How-
ever, the difference in ages, the sex of patients, and the
various causes of the disorder make it difficult to treat the
disease simply by drugs or surgery. In this section, an arti-
ficial urethral valve system driven by an SMA actuator is
introduced (11).

Figure 14. Stents made from laser-cut tubing (1).

Figure 15. Artificial urethral valve.

Urethral Valve. The artificial urethral valve should be
compact and should have no protrusions when it is im-
planted in the lower abdominal region. In addition, it
should be attachable onto various sizes of urethrae. A com-
pact urethral cylindrical valve is presented in Figs. 15
and 16. The valve is 15 mm across and 20 mm long. It is
composed of two semicircular stainless steel shells 0.2 mm
thick and a 0.2-mm circular-arc NitinolTM plate. The shells
and the NitinolTM plate are fixed together by stainless
steel clamps. Further, a cylindrical sponge rubber filling is
placed inside the valve to effect uniform contact between
the valve and the urinary canal. In the normal state, the
valve presses on the canal, so that it is choked. To free the
canal, the valve is opened by actuating the SMA element.
The SMA plate, which is cylindrical at body temperature,
flattens as heat is increased, and the valve, which is closed
by the force of the bias spring in the normal state, is opened
to release the choked urethra and allow urinary flow. To
heat the SMA, a NichromeTM wire, insulated by a poly-
imide membrane, was placed on the surface of the nitinol
plate.

Transcutaneous Energy Transformer System. The energy
to drive an in-dwelled valve should be supplied from out-
side the body. A transcutaneous energy transformer system
will be effective for this purpose (12,13). The system con-
sists of two induction coils that transmit electrical energy
wirelessly from the primary to the secondary coil. In this
study, the primary coil was 70 mm in diameter and had
12 turns, and the secondary coil was 60 mm across and
had eight turns. The coils are spirals formed of twisted
wires that consist of 20 lengths of copper wire 0.2 mm in
diameter.

Experimental Setup. Figure 17 is the schematic of an an-
imal experiment that used the urethrae of male dogs of
average weight 12 kg, whose thickness is similar to that
of human male urethrae. The urinary canal uncovered by
the cut was equipped with the SMA valve and then loaded
with water at a hydrostatic pressure of 75 cmH2O, which
is comparable to human abdominal muscle pressure. The
temperature of the valve and the flow rate of the water
passing through the canal were measured. First, the valve
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(a)

Externals

Bias spring

Stainless steel

SMA

Sponge rubber

(b)

Body
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SMA
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(c)

Heating

Stainless
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Figure 16. Geometry of urethral valve: (a) externals; (b) body;
(c) heating.

Pressure gauge
Thermometer

Flow meter

Urethra
Outlet

Valve

Power
supply Dog

bladder

Water

Oscilloscope

Computer

Figure 17. Schema of animal experiment.
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Figure 18. Time variations of applied direct current, valve temp-
erature, and flow rate of water passing through the valve.

was heated by direct current from the transcutaneous en-
ergy transformer system and then it was left to cool nat-
urally by cutting the electric power to the heating wire.
In the energy transformer system, the secondary coil was
placed under the abdominal wall, and the primary coil on
the skin face-to-face with the secondary coil. The capac-
ity of the condenser to enhance the resonant effect of the
circuit was set at C2 = 1.0 µH. The frequency of the input
current, which should coincide with the resonant frequency
of the circuit, was 90 kHz. Further, the peak-to-peak
amplitude of the current was set at 25 V.

Results and Discussion. Figure 18 shows the open-
ing/closing functions of the valve when it was driven by the
direct current heating of the SMA. The input current to the
heating wire on the SMA, the temperature of the valve, and
the flow rate of water passing out through the urethra are
plotted as functions of time. The valve started to open, and
the water began to flow 20 seconds after electric current
was supplied. The current was cut off when the temper-
ature of the valve reached 45◦C. It is seen that the valve
completely intercepted the water flow 30 seconds after the
electric current was cut off. Thus, the valve possesses the
necessary function of an artificial urethral valve.

Figure 19 illustrates the motor functions of the
valve when it was driven by the transcutaneous energy
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Figure 19. Opening/closing functions of valve driven by transcu-
taneous energy transformer system.
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Intestines

Heating

Cooling

SMA
Silicone sheets

Figure 20. Schematic of the artificial sphincter using SMA.

transformer system. The distance between the primary
and secondary coils was 3–4 mm, and the induced current
to the heating wire was 7.6 V in the peak-to-peak ampli-
tude. The figure shows that the valve started to open and
released the choked canal 6 seconds after the electric cur-
rent was supplied. The current was cut off when the tem-
perature of the valve reached 45◦C, which was 35 seconds
after the current supply was started. It is shown that the
water flow was intercepted 25 seconds after the current
was cut off. These motor functions of the valve showed
that the induction coil system worked well as a transcu-
taneous energy transformer for heating the artificial ure-
thral valve.

Artificial Sphincter

Similar to the urethral valve, the development of an arti-
ficial sphincter is also required for the medical treatment
of patients who have fecal incontinence due to a colostomy,
a congenitally anorectal malformation, or surgical opera-
tions for anorectal diseases. The lack of an anal sphinc-
ter is the main reason for the problem. In this section, an
artificial sphincter using a SMA actuator was one of the
solutions of these problems, as introduced in (14).

Figure 21. Schema of animal experiment.

Artificial anus
Pressure sensor

Pressure meter

Power supply

Artificial sphincter
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Rectum
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Mechanism of Artificial Sphincter. A schematic drawing
of the proposed artificial sphincter is shown in Fig. 20. The
actuator consists of two SMA plates joined by two hinges
and the heating coils attached to the SMA plates. The SMA
plates are 70 mm long. The width and the thickness are 18
and 0.7 mm, respectively. The material used for the SMA
plates, Ti51at%Ni, is known to exhibit an all-round shape-
memory effect (ARSME); it reverses shape to the “mem-
orized” shape in its martensitic phase. Because the high-
est temperature for the complete reverse transformation
might reach 55◦C, thermally insulated materials such as
cork sheets and sponge rubber sheets cover the outer and
inner sides of the SMA plates, respectively. When elec-
tric power is applied to the coils for heating, the reverse
transformation occurs in the SMA plates, accompanied by
shape changes from a flat shape to an arc, the restrained
shape during annealing. The shape change results in a
gap between the two SMA plates to open the intestines.
After switching off the electric power, the shape of the SMA
plates recovers by natural cooling, and the intestines are
closed again.

Animal Experiments. Animal experiments have been
conducted to examine the fundamental functions and the
biocompatibility of the actuator. The experiments were car-
ried out on a pig that had the same dimensions of intestines
as those of the human body.

Preliminary tests of the fundamental functions of the
actuator were conducted. As illustrated in Fig. 21, an arti-
ficial anus was made in the pigs abdomen using a rectum
after the resection of its colons. Then the artificial sphincter
was installed around the rectum located between the ab-
dominal wall and the peritoneum (see Fig. 22). The inside
pressure of the rectum generated by the artificial sphincter
was measured first. A pressure sensor was inserted from
the artificial anus into the intestine and then moved out.
The pressure exhibited a rise of 50 mmHg in the region
clipped by the actuator, corresponding to the width of the
SMA plates: 18 mm (see Fig. 23). The pressure tests were
also carried out when the inner part of the rectum was
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Figure 22. A photograph of the artificial sphincter installed in
the rectum of a pig.

subjected to pressure. The inner pressure of the rectum
was generated by pouring gel into the intestines. Figure 24
shows the pressure change measured during the test. As
seen in Fig. 24, the pressure was increased to 75 mmHg
without any leak of the gel, and then decreased by opening
the artificial sphincter using electric power. Discharge of
the gel from the artificial anus was observed.

A clinical test on a living pig has also been carried out.
The artificial sphincter enables a controlled bowel move-
ment of the pig. From the dissecting examination after six
days of experiments, neither infections nor burn scars were
observed in the body around the artificial sphincter. Fur-
thermore, the artificial anus was in good condition; this
suggested that the pressure due to the artificial sphinc-
ter was tolerable. Additionally, in these experiments,

4 3 2 1 0 cm

50 mm Hg

Artificial sphincter Artificial anus

Figure 23. Pressure distribution in an intestine clipped by the
artificial sphincter.

20 sec

100 mm Hg

a b c

Figure 24. Pressure change in the rectum: (a) start pouring gel into the rectum; (b) switch on the
input power; (c) discharge of gel was observed.

electric power was supplied through a pair of current lead
wires that penetrated the body. The use of an inductive
power transmission for the power supplement of the actu-
ator could lead to a complete implantation-type artificial
sphincter based on further research.

CURRENT BIOMEDICAL APPLICATIONS
OF PIEZOELECTRIC MATERIALS

Due to its piezoelectricity, a piezoelectric material has a
sensor function that can convert a mechanical signal to an
electric signal. Electrical voltage generated by mechani-
cal stress in piezoelectric materials decays very fast due
to charge dissipation. The voltage signal takes the form
of a very brief potential wave at the onset of the applied
force and a similar brief wave at termination. It increases
as force is applied but drops to zero when the force re-
mains constant. There is no response during the stationary
plateau of the applied stimulus. Voltage drops to a negative
peak as the pressure is removed and subsequently decays
to zero (15). The response is quite similar to the response
of the Pacinian corpuscle in the human skin (16),one of the
sensory receptors in the dermis. PVDF (polyvinylidene flu-
oride) piezofilm is suitable for uses in the biomedical field,
because it is very flexible and sensitive to the fast variation
of stress or strain. In this section, several recent studies of
medical applications of PVDF film are introduced.

Active Palpation Sensor for Detecting Prostatic
Cancer and Hypertrophy

Prostatic carcinoma and hypertrophy are examined in gen-
eral by rectal palpation where the doctor’s index finger is
used as a probe together, in most cases, with ultrasonic
tomography. The two lesions found in this study are diag-
nosed by noticing their morphological features. Prostatic
hypertrophy is a symmetrical enlargement of the prostate
glands; the stiffness varies from soft to hard. Prostatic
cancer, on the other hand, is a hard asymmetrical uneven
tumor. Palpation depends on the tactile perception of the
forefinger, which is said to be ambiguous, subjective, and
much affected by the physician’s experiences. Hence, the
development of a palpation sensor for detecting prostatic
cancer and hypertrophy is important.

Palpation Sensor and Measurement System. The geometry
of an active palpation sensor and tip probe are presented
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Figure 25. Active palpation sensor that has a recessed sensor
head.

in Figs. 25 and 26. The tip probe is mounted on a linear
z-translation aluminum bar. It fits into a cylindrical outer
aluminum shell 15 mm in diameter and is driven by a dc
micromotor and crank mechanism. The drive mechanism
is essentially the same as that of an electric toothbrush.
The probe is positioned so that its face is to the prostate
gland, and, it is oscillated at about 50 Hz at a constant
peak-to-peak amplitude of 2 mm. The probe is an assembly
of layered media.

The base is a thin aluminum circular plate 10 mm in
diameter, on which a cylindrical rubber sponge 8 mm in
diameter and 4 mm thick, a PVDF piezopolymer film 6 mm
across and 28 µm thick as the sensory receptor, and a thin
acetate film as a protect cover for the piezopolymer film
are stacked in sequence. Furthermore, a convex layer of
vulcanized rubber 3 mm across was placed on the sur-
face of the acetate film to enhance the sensitivity of the
sensor (17).

In the experiment, the sensor head is pressed sinu-
soidally against the object, and the output signal from the
piezopolymer film is collected for 100 ms, sent to a digi-
tal storage oscilloscope for every sampling time of 0.2 ms,
and further forwarded to a personal computer via a GP-IB
interface as 500 eight-bit data for processing.

Signal Processing. The output voltage from the piezo-
polymer film is proportional to the rate of the strain in-
duced in the film, which means that the maximum ampli-
tude of the signal from the sensor is rather superposed
by noises from the measuring system. Bearing this fact in
mind, the following data analysis can be done by using the
absolute output signal of the sensor integrated across the
period of data collection:

I =
N∑

n=1

|V(n)|, (1)

Table 1. Average µ, Minimum Imin, Maximum Imax, and Standard Deviation σ
of Output

µ Imin Imax σ

Elastic soft or elastic firm 0.93 0.8 1.0 0.11
Elastic firm 1.72 1.0 3.4 0.75
Hard 16.0 11.5 18.8 2.40

Figure 26. Geometry of a sensory receptor.

where I is the integrated output signal and N (= 500) is
the total number of data collected in a period of 100 ms.

Clinical Test. Rectal palpation was done by using the
sensor to verify the discrimination function of the sen-
sor. First, the doctor examined the stiffness of the prostate
gland of a person by using his own index finger. Next, the
sensor protected by a medical rubber glove was inserted
into the subject’s rectum. The relative position of the sen-
sor to the prostate gland was monitored by the ultrasonic
diagnostic, and the sensor was placed face to face to the
prostate gland and driven to generate sensor output. The
examinees in this time were eight in total. One 74-year-old
person was suffering from a carcinoma. Four persons of
average age 77 were patients who had prostatic hypertro-
phy, and two persons (average age 52) suffered from pro-
statitis. The last person diagnosed had no definite lesions
on his prostate gland. The stiffness of the prostate glands
diagnosed this time was “elastic soft or elastic firm,” “def-
initely elastic firm,” and “hard.” The results obtained are
presented in Table 1, which shows the average, the mini-
mum and maximum output, and the standard deviation
of the output. It is seen clearly that the output from the
prostate gland of the diagnosis “hard” is greater than the
output of the gland of “elastic firm.”

Haptic Sensor for Monitoring Skin Conditions

Assessing the pharmaceutical action of liniments on skin
disease is a matter of importance to dermatologists. This
has drawn much attention to the development of objective
techniques for measuring the morphological features of
skin (18). Evaluating the substantiation of the cosmetic
efficacy of toiletries is another of the objective measuring
techniques. The features that affect the health appraisal
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Figure 27. Tribosensor.

and/or the physical beauty of skin are the morphology such
as rashes, chaps, or wrinkles. This noninvasive technology
has made great advances in the studies of dermatology
during the last decade, and several methods have been de-
veloped to measure the mechanical properties of the der-
mis such as measuring transepidermal water loss using
an evaporimeter (19) and image processing of a negative
replica of the dermis (20).These methods, however, fall in
the category of indirect measuring techniques for the der-
mis. In this section, the development of haptic tribosensors
for monitoring skin conditions and distinguishing atophic
and normal healthy skins directly is introduced.

Tribosensor. A tactile sensor for measuring skin surface
conditions is presented in Figs. 27 and 28. The sensor is a
layered medium, whose construction is analogous to that
of the human finger. It is composed of an aluminum shell
as the phalanx, sponge rubber 3 mm thick as the digital
pulp, a PVDF piezopolymer film 28 µm thick and 12 mm
across as the sensory receptor, an acetate film as a protec-
tive cover for the piezofilm, and gauze on the surface as the
fingerprint that enhances the tactile sensitivity of the sen-
sor. The sensor was attached to the tip of an acrylic elastic
beam, and a strain gauge was mounted on the surface of
the beam to monitor the force applied to the skin by the
sensor.

Aluminum pipe

Sponge rubber

Electrode

PVDF
Cellophane film

GauzePVDF

Figure 28. Schematic of PVDF piezofilm sensor.

Table 2. Segmented Frequency Range for Power Spectrum Integration

Level 1 2 3 4

Frequency range (Hz) 29–88 98–586 596–1191 1201–19990

Earth

Arm

Sensor
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Band-pass filter

GPIB

Computer
Oscilloscope

Figure 29. Setup of measuring instruments.

Measuring Apparatus. A measurement system using the
tribosensor is presented in Figure 29. The sensor was
moved by hand over the sample skin to maintain a constant
speed and force. The voltage signal from the PVDF sensory
film was sent to a digital storage oscilloscope as eight-bit
quantitized digital signals of 4096 points and then trans-
mitted to a personal computer via a GPIB board for signal
processing. The sampling frequency was held constant at
40 kHz. In the process of measurement, it was necessary
to reduce the potential difference between the surface of
the skin and the sensor to minimize the overlap of noises
on the sensor signal. To this end, the subject and the sen-
sor were grounded by fitting a grounding conductor around
the wrist. Still, some noises from the power sources, which
were due to outside sources, were observed around 50 Hz
and 100 MHz, respectively. Thus, a band-pass filter that
had cutoff frequencies of 70 Hz and 20kHz was inserted
after the sensor to remove the noise effect.

Signal Processing and Identification of Skins. Dermatitis
is a factor that affects the skin condition. The neck skin of
subject A, who was suffering from mossybacked atopic der-
matitis, was compared with the healthy skins of subjects
B–E. The sensor was moved by hand over a prescribed re-
gion of skin to maintain a constant speed and force. Hence,
a method of identifying sample skins employing signal
processing and neural network-based training was intro-
duced. First, the variance was calculated as an index to
extract the features of the collected data:

V = 1
N

N∑
j=1

(
x( j) − x

)2
, (2)
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Table 3. Rate of Correct Answer for Discrimination of Atopic and Normal Skins

Input Parameter Pi Pi , V

Cycle of Training 103 104 103 104

A 0% 0% 100% 100%
B 100% 100% 100% 100%
C 100% 100% 100% 100%
D 100% 100% 100% 100%
E 100% 87% 100% 100%

where, x( j) is the jth quantitized digital signal, x̄ is the
average of x( j), and N is the total number of digital
signals.

Next, FFT analysis was introduced to extract the fea-
tures of the collected data. Careful reading of the spectra
obtained led to an understanding that there were some dif-
ferences in the distribution profiles of spectra among the
subjects. In the light of this, the power spectrum was seg-
mented into several frequency ranges, and the ratio of the
power in an individual frequency range to the power of
the whole frequency range was calculated and used as the
second index that described the characters of the sample
skin:

(Rs)i = (S )i/S,

(S )i =
∫

i
P( f )df, S =

∑
i

(S )i, (3)

where P( f ) is the power spectrum density, S is the to-
tal power distributed across the frequency range consid-
ered, and (S )i is the power at frequency level i. Here, the
level i(=1–4) stands for the range of frequencies given in
Table 2.

Discrimination of Skin that has Atopic Dermatitis. The
neural network was trained to recognize atopic and nor-
mal healthy skins. The neural network employed was
a hierarchical network; the training method used was
instructor-assisted training, in which the correct answers
were provided as an aid to the training; the training algo-
rithm employed was back-propagation. Two networks were
examined. One was the network that used the four power
ratios (Rs)i, i = 1–4, as the cell input, and the other used
the variance V in addition to (Rs)i . Five sets of data were ob-
tained for each skin. The neural network had an input sen-
sory layer of four or five cells, an intermediate association
layer that had the same number of cells as the input layer,
and an output response layer that had a single cell. The
correct output value was set to one for the atopic skin, and
zero was set for the healthy skin. Training was repeated
by using the gradient descent method until the error func-
tion became sufficiently small, up to 103 and 104 cycles.
The networks were constructed separately three times for
three sets of randomly selected initial values of synaptic
weights. After completing the training of 12 individual net-
works, the recognition experiments were performed on the
atopic skin and the healthy skin using the newly obtained
five sets of data for each subject. The results obtained are

shown in Table 3. Here, the percentage denotes the rate
of the correct answer averaged across the three networks
of randomly selected initial synaptic weights. Atopic der-
matitis cannot be identified without the input of the vari-
ance, and the recognition was perfect when the variance
was introduced as the input.
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INTRODUCTION

In recent years, biomedical diagnostics research has led to
the development of simple, less invasive, and more accu-
rate evaluative techniques. Much of this is due to biosensor
technology, which has played an important role in material
improvements used to sense, carry signals, and respond
to signals. Biosensor devices can measure micromolar or
even smaller quantities of biological substances, including
chlorides, glucose, lactose, and urea. Pietro (1) defines
biosensors as “any discrete sensing device that relies on
a biologically derived component as an integral part of
its detection mechanism,” although sensors that are used
to monitor biological conditions are usually also included.
Medical applications abound, ranging from diagnostic tests
for home testing to in vivo monitoring of vital conditions
and using feedback to control drug delivery or send am-
plified signals of a change in patient health. Smart mate-
rials are frequently combined with biological components
to create systems that respond to environmental condi-
tions, such as temperature, pH, concentration of particular
analytes, or even light. These smart materials are typi-
cally polymeric, and most have the common characteristic
that changing environmental condition cause a thermody-
namic change between hydrophilic and hydrophobic states,
as detailed later. pH paper strips may be one of the sim-
plest sensing devices; they relay a physiological condition
through a colorimetric response, and because they are a
form of dry chemistry, they simplify detection and diag-
nostics, which is especially important for home diagnostic
kits.

This article presents the use of intelligent polymers in
sensing systems, that range from traditional biosensors to
advanced self-responsive systems. This review of biomed-
ical diagnostics using smart polymers examines some of
the medical applications for intelligent polymers used
in electrode-based systems and in bioconjugate systems.
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Figure 1. Steps involved in biomedical sensing using intelligent polymers. First, the substrate (S)
diffuses to an enzyme immobilized in the polymeric device and reacts; the signal that a particular
substrate is present is then transmitted to the surrounding polymer by diffusion of the products
(P, H+) of the enzymatic reaction, such as hydrogen ions. The hydrogen ions, in turn, ellicit a
swelling response from a smart material, such as pH-sensitive poly(acrylic acid), which can then
deliver an embedded drug by diffusion.

Sensing devices are categorized by the mechanisms of sig-
nal detection and response, and examples of systems that
monitor analytes, such as glucose, are addressed. Addi-
tional modes of response beyond the traditional electronic
signal as well as synthesis techniques and examples of me-
dical diagnostics using smart polymers, will be discussed.

Smart materials sense their environment, judge the
magnitude of changes, and respond to obtain the most ther-
modynamically favorable state. This response can cause
changes such as surface modification (from hydrophobic
to hydrophilic or vice versa), swelling or shrinking of
gels, enzyme solubility (if covalently attached to a phase-
separating polymer), and binding of polymer and proteins
(especially in reversible ionic interactions) (2). These re-
versible phenomena are useful for biosensors in protecting
biological materials, collecting and concentrating analytes,
and responding to stimuli to transduce a signal or deliver a
drug (3). Smart materials act as on/off switches and can be
barriers for an enzyme to protect it from the body’s immune
system and from harmful solutes or pH conditions. The
ability of polymers to phase separate can also aid in sepa-
rating and preserving enzymes or antibodies to be reused
in future diagnostic tests.

The use of intelligent polymer systems in sensors pro-
vides the possibilities of combining sensing, transduction
of signals, and response in the same independent device
and the possibility of controlling biological events based on
the signal by delivery of drugs or other means. These three
behaviors (sensing, transduction, and response) are char-
acteristic of biosensors, although the traditional response
is often electronic (Fig. 1).

Sensing and response processes in smart materials are
reversible, and after the hydrogen ions diffuse from the
polymer, it returns to its normal unswollen state, and drug
release stops. This creates a positive feedback mechanism
whereby the device senses abnormal biological or biomed-
ical events and treats the diseased state only when the
triggering molecule is present. An example of the struc-
ture of a feedback drug delivery biosensor is shown in
Fig. 2, where a silicon chip is used as a platform for the
biosensor (4). This is similar to the current research of the
National Science Foundation’s “Lab on a Chip” technology
program, where chemical moieties are analyzed on a mole-
cular scale. In the scheme shown, drug reservoirs are kept
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Figure 2. Model scheme for the structure of a sensor device [reprinted with permission from (4);
copyright 1996 The Controlled Release Society, Inc.].

behind molecular gates made of pH-sensitive poly(acrylic
acid) to yield a sensor that provides a drug delivery feed-
back response to changing pH.

Traditional biosensors include electrochemical sensors
that have been under development since the early 1970s
and in which enzymes, antibodies, chemoreceptors, and cel-
lular tissue are used as catalysts for reactions that create
electrical signals (5). An example of an electrochemical
sensor is shown in Fig. 3, where an enzyme is deposited
directly onto a metal conducting electrode and a poly-
mer or protein is used to immobilize the enzyme. This

Figure 3. SEM photograph (200x) of a portion of the working
electrode that had glucose oxidase and albumin electrodeposited
and cross-linked onto the exposed surface. The visible metal layer
surrounding the layer of glucose oxidase and albumin is the con-
ductor underlying the insulating layer [reprinted with permission
from (6); copyright 1994 American Chemical Society].

particular device was designed for subcutaneous implan-
tation to monitor glucose concentrations in diabetic pa-
tients (6). The magnitude of the sensor response is pro-
portional to the analyte concentrations, but the response
also depends on the diffusion of the analyte to the enzyme
or receptor, the kinetics of the enzyme reaction, and the
diffusion of reaction products (such as O2 or H2O2) to an
electrode. Biosensor technologies include biochemical sen-
sors, enzymatic sensors, cellular sensors, sensors for redox
reactions, antigen/antibody interactions, and other mate-
rials that provide recognition surfaces (7). They typically
include a specific reaction site (sensor), a mode of trans-
porting the signal (transducer), and a signal measurement
or feedback mecanism (responder). These sensing materi-
als can involve antibody/antigen (8) or enzyme/substrate
interactions, where the interaction is highly specific and a
singular target analyte can be recognized (9). Organelles,
whole cells, or tissue can also be used as the sensor (10).
Spichiger-Keller (11) divides the types of sensors by the
recognition processes used (Table 1). Biosensor devices are
one class of intelligent materials, but they can also be com-
bined with smart polymers (such as those sensitive to en-
vironmental pH or temperature) to aid in signal collec-
tion through specific interactions with the analyte, signal
transduction, or the response mechanism (as depicted in
Fig. 1).

Because of the complex nature of biosensors, it is impor-
tant to understand the requirements of sensing in general,
and then apply those guidelines to the additional require-
ments needed to use the sensor in a biological environment.
Complications can arise when multiple functional materi-
als are combined into the sensor device. Several important
characteristics of biosensors ensure accurate, reproducible,
and specific results. Diamond (12) summarized some of the
important considerations in Table 2. Many of the charac-
teristics, such as reproducibility of results, robustness, and
proportional signal output, are common to process con-
trol theory. In addition to the requirements of Table 2,
materials (especially the surfaces exposed to biological
environments) must be biocompatible, the device should
be as noninvasive as possible for medical applications,
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Table 1. Classification According to the Type of Recognition Processa

Chemical Reaction
Sensor Type Reacting Pairs Recognition Process

Chemical sensors in the Host–guest; ligand–analyte; Complexation
strict sense carrier–ion; association, addition,

ion, neutral species, typical equilibrium
and gas sensors reactions

Oxide semiconductor Inorganic metal oxide; Absorption, reduction,
sensors layer–reactive gases oxidation

Enzymatic sensors Active site–substrate– Metabolic turnover,
cosubstrate mediated sensing typical steady state,
reactions; active site–
mediator-electrode Kinetic reactions

Immunochemical sensors Antibody (catalytic antibody)– Affinity, association,
antigen; antibody–antigenic
protein–hapten Equilibrium reactions

Receptrodes, Receptor–substrate Association, affinity,
living organs, bilayers metabolic turnover
hybrides as abzymes, etc.

a Reprinted with permission from Wiley-VCH and the author (11). Copyright 1998 Wiley-VCH.

Table 2. Ideal Characteristics of a Sensora

Characteristic Comments

Signal output should be proportional This is becoming less important because
or bear a simple mathematical of on-device electronics and
relationship to the amount of the integration of complex signal processing
species in the sample options to produce so-called smart sensors.

No hysteresis The sensor signal should return to baseline
after responding to the analyte.

Fast response times Slow response times arising from multiple
sensing membranes or sluggish exchange
kinetics can seriously limit the range of
possible application and prevent use in
real-time monitoring situations.

Good signal-to-noise(S/N) The S/N ratio determines the limit of
characteristics detection; can be improved by using the

sensor in flow analysis rather
than for steady-state measurements; S/N
ratio can also be improved by filter or
impedance conversion circuitry built
into the device(“smart” sensor).

Selective Without adequate selectivity, the user can not
confidently relate the signal obtained to
the target species concentration.

Sensitive Sensitivity is defined as the change in signal
per unit change in concentration (i.e., the
slope of the calibration curve); this determines
the ability of the device to discriminate
accurately and precisely between
small differences in analyte concentration.

a (From (12) copyright C© 1998. Reprinted by permission of John Wiley & Sons, Inc.
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and biosensors must have adequate lifetimes, especially
if implanted. Immobilization is often necessary in enzy-
matic or immunosensors, so that the active material can be
kept near the electrode or other transduction and feedback
device.

The ideal biosensor characteristics listed in Table 2 pro-
vide some of the driving forces for research in this field.
Hysteresis limits the effective lifetime of a sensing device;
because of repetitive cycling, the sensor’s response becomes
less reproducible. Poshossian et al. (13) report a penicillin
biosensor based on a pH-sensitive gel that has a hystere-
sis of less than 4 mV (less than 0.4% of the signal) and
a usable lifetime of at least one year; perhaps more im-
portantly, they demonstrated that by using an absorptive
technique to immobilize penicillinase, the sensor could be
regenerated by desorption and resorption of fresh enzyme.
To achieve faster responses in immobilized enzyme-based
systems, macroporous gels have been employed to reduce
any potential hindrances due to diffusion (14). The limits of
sensitivity are also important in creating sensing devices.
The minimum detection level has dropped as low as the
nanomolar level (15), but the range of analyte concentra-
tion across which the biosensor is useful must also match
the system being monitored.

Although the functioning of a biosensor must be accu-
rate and robust, the largest barrier to successful imple-
mentation of a biomedical sensing device is ensuring that
it is readily usable and simple for patient compliance. The
development of assays that extract metabolites across the
skin (16–18) or those that sample biological fluids that are
more readily collected, such as urine, sweat, or saliva (19),
are examples.

Compared to all sensor markets, the medical and bio-
logical fields have become leading drivers for new re-
search in recent years and have great potential for improv-
ing pharmaceutical processing, medical diagnostics, and
patient treatment (12). The driving forces for future de-
velopment of biomedical sensing devices include improving
and diversifying recognition mechanisms, developing new
materials for immobilization that meet the stringent re-
quirements of biocompatibility, developing materials that
do not use enzymes or biological components (using tech-
niques such as enzyme mimics and molecular imprinting),
improving the flexibility of design (especially through dry
chemistry and removing the requirement for electrolytic
fluids in the sensor), discovery and development of new
sensor molecules that are highly specific to diseased states,
and improving signal processing and reproducibility (12).
Many biosensors have a linear response to concentrations
across only a narrow window, so one continuing focus
will be to develop sensors that are more robust and have
proportional responses across a wider range of analyte
concentrations.

A variety of biological components have been used in
sensing mechanisms for biosensors; the majority is based
on enzymes because enzymatic reactions are highly spe-
cific, occur at low analyte concentrations, and can differ-
entiate between enantiomers and compounds of similar
structures. Particular enzymes can also be selected to cat-
alyze any of a range of medically significant biochemical
reactions. Because obtaining highly purified enzymes or

proteins is often expensive, McCormack et al. (9) suggest
using whole cells in the substrate recognition step. Cell-
based sensors would be more adaptable and resilient com-
pared to proteins or enzymes and may lead to biosensor
products that have longer lifetimes; cells can carry out
more complex reactions by using multiple enzymes and
metabolic pathways to produce a product that signals a re-
sponse from the biosensor. On the negative side, cell-based
biosensors are much more complex, and the direct cause–
effect (reactant–product) relationship of enzymatic reac-
tions becomes more difficult to define. One example where
a cell-based sensor would be preferred is in monitoring the
products of cell metabolism to determine the availability of
nutrient supply. If carbon or nitrogen sources are in short
supply, secondary metabolites may be formed, which could
be monitored; alternatively, if the oxygen supply is short,
partial metabolites, such as lactates, may build up in the
tissue near the biosensor. This would be potentially use-
ful in monitoring cells used for tissue engineering or im-
planted organs to verify that the region is becoming vas-
cularized and not rejected by the host. It is also possible
to use multiple cells or even plant or mammalian tissue
in combination with sensors to monitor the production of
highly specific metabolites.

MEDICAL, THERAPEUTIC, AND DIAGNOSTIC
APPLICATIONS OF BIOSENSORS

Biosensors have made it possible to reduce human health
care costs by using available at-home test kits so that pa-
tients can monitor their own glucose levels, pregnancy hor-
mones, and cholesterol (20). Most of these kits can moni-
tor easily collected biological specimens, such as saliva or
urine, or require training the patient to collect blood sam-
ples (for glucose monitoring). Several ex vivo diagnostic
tests, including glucose and cholesterol screenings, have
been made possible through biosensors that incorporate
enzyme assays into dry chemistry electrodes (21). In many
of these tests, polymers are included with the biological
sensing component along with a simple readout, such as
an indicating dye. Biosensors are used in many biological
systems, including control of reactions in biological reac-
tors for producing pharmaceutical agents (22), measuring
analytes in biological samples, such as blood or urine (23),
and monitoring health information in vivo (16).

As an example of biosensors used with smart mate-
rials, Mizutani et al. (24) developed enzyme electrodes
based on oxidoreductase enzymes for monitoring lactates
and ethanol. Their device consisted of a stimuli-responsive
“smart” polymer system of poly(L-lysine)/poly(4-styrene-
sulfonate) to which enzymes are bound by ionic interac-
tions with the polymers. The ionic polymer is involved in
both enzyme immobilization and in screening solutes such
as L-ascorbic acid and uric acid, which interfere with sig-
nal transduction if they are near the electrode. Lactate
levels in sour milk and human serum were tested using
the biosensor and were compared to conventional test kit
methods (Table 3). Results must compare favorably in ac-
curacy and reproducibility to consider biosensor devices
feasible.
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Table 3. Comparison of Results Obtained for L-Lactic
Acid in Human Sera and Sour Milk by Different Methodsa

L-Lactate Concentration (mM)
Sample Proposed Method F-kit method

Serum 1 2.03 2.02
Serum 2 1.44 1.36
Serum 3 2.80 2.86
Serum 4 1.75 1.67
Sour milk 1 63.8 61.4
Sour milk 2 74.6 73.0
Sour milk 3 53.3 53.6
Sour milk 4 87.7 86.1
Sour milk 5 72.4 74.4

aReprinted with permission from. Copyright 1996 American Chemical
Society.

Medical applications of biosensors cover a wide range
of analytes (Table 4) and medical conditions (Table 5).
Diabetes monitoring and treatment is the primary thrust
of research and product development in current medical
sensing technology, but as the understanding of molecular
biochemistry advances, there are possibilities of develop-
ing economically feasible sensors based any of these condi-
tions and more.

Some of the enzymes of potential use in biomedical
sensors are listed in Table 6. Much of biosensor develop-
ment has focused on oxidoreductases because changes in
oxidized states of chemicals cause electron flow that can be
detected by using electrodes.

Biomaterials that respond to environmental changes
and fractures to self-repair are considered smart materials
that sense biological events and give feedback by releasing
healing chemicals. In these systems, the “sensing” is not
as sophisticated as in traditional biosensors, but the use
of self-repairing structures in biomaterials makes them
able to sense stresses and cracks and respond in vivo with-
out surgical procedures to replace or reset the implant.
Dry (30) described techniques to improve biomaterial per-
formance by using smart materials that self-heal upon
mechanical erosion. This is particularly important in de-
veloping load-bearing biomechanical materials for replac-
ing bones and joints. Hastings (33) also cites the use of
smart materials that self-repair upon shear and fracture or
release drugs or hormones in conjunction with biomaterial
implants to reduce inflammatory response. These devices
typically use encapsulation to hold the active ingredient,
and shear or pressure are used to break the capsule wall
and trigger release.

Another area where biosensing is done nontraditionally
is targeted drug delivery. Some of the same interactions, es-
pecially using chemoreceptors, can be used to design drug

Table 4. Examples of Chemical Analytes Subject
to Biosensing

Lactate Pyruvate Glucose
Fructose Galactose CO2
O2 Ascorbic acid Cholesterol
Urea/uric acid

Table 5. Examples of Biomedical Applications of
Sensing Materials

Diabetes monitoring and treatment (25)
Detection of viruses/toxins (26, 27)
Monitoring metabolic substrate use (biological oxygen

demand) (9)
Monitoring metabolic products (such as lactates or partial

oxidation metabolites) (28)
Determining the efficiency of dialysis and filtering (in organs

or ex vivo) (19)
Biopharmaceutical production and testing (e.g., monitoring cell

activity in fermenters) (22, 29)
Repair of fractured tissue or bone (30)
Targeted drug delivery (such as cardiovascular or

gastrointestinal) (31, 32)

carrier surfaces so that a drug is delivered to a specific area.
Yang and Robinson (34) used glycoproteins to bind drug
delivery vehicles to a selected site. These surface deriva-
tives may be used to anchor controlled release devices or
biosensors to a particular type of cell in the body. Smart
polymers used in biosensors for drug delivery are detailed
later in this article.

Monitoring lactate and pyruvate levels by using a
biosensor can indicate when secondary and partial oxi-
dation products are formed in vivo and indicate when
the supply of nutrients or oxygen to tissue is insuffi-
cient (35). These enzymatic electrochemical sensors are
used in extracorporeal evaluation of blood in patients who
have an artificial pancreases; and the lifetime of the sen-
sor is 30 days/300 assays. The results from the biosensor
correlated well with spectrophotometric analysis of blood
serum.

Many biomedical sensing devices have been proposed
and constructed for monitoring blood glucose levels, and
some of these approaches are detailed later in this article.
The reader is referred to Campanella and Tomassetti (36)
for a review of biosensors for clinical and pharmaceutical
analysis.

POLYMERS AS ELECTRODE COATINGS
AND BIOSENSOR MEDIATORS

To date, most research on biosensors has focused on de-
vices that consist of a metal layer to conduct electrons as
the signal, an enzyme or antibody to sense the presence
of a particular analyte, and a membrane to immobilize
the enzyme and also possibly aid in transducing the sig-
nal to the electrode. A common approach used to design
glucose sensors, as demonstrated by Johnson et al. (6), is
based on glucose oxidase, which is immobilized between
an outer membrane permeable to glucose and oxygen and
a platinum electrode to reduce the formed hydrogen per-
oxide and transmit electronic signals (Fig. 4). The design
of the membrane is crucial to operation because the pore
size must allow rapid diffusion of glucose and oxygen and
yet retain the enzyme.

Polymer gel coatings on electrodes serve multiple pur-
poses. Polymer gels form semipermeable membranes to
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Table 6. Enzymes Used in Biosensors

Enzyme Medical Use

Lactate dehydrogenase Test for metabolic acidosis
Alcohol dehydrogenase, alcohol oxidase Test for blood alcohol content
Monoamine oxidase Drug testing—amphetamines or cocaine
Glucose-6-phosphate dehydrogenase Test for diabetes
Glucose oxidase Test for high/low glucose concentration in blood
Isocitrate dehydrogenase Test for normal metabolism (citric acid cycle)
Lactate oxidase, pyruvate oxidase Detect partial oxidation metabolism—sports medicine
Catalase Used in conjunction with glucose oxidase to drive reaction toward

gluconic acid product by consuming hydrogen peroxide
Ascorbate oxidase Monitoring of vitamin levels
Urease Detoxification of blood
Cholesterol oxidase Detect cholesterol levels

control substrate diffusion and immobilize an enzyme
near an electrode. Because hydrophilic polymers, such
as poly(vinyl alcohol), poly(lactic acid-co-glycolic acid),
and poly(ethylene glycol) have densities and compositions
similar to those of natural tissue and interact minimally
with the immune system, they are used to make biosen-
sor surfaces more biocompatible. The definition of biocom-
patibility has been redefined in recent years from totally
inert when exposed to living tissue to actively integrat-
ing with the biological components (37). Some of the im-
portant characteristics of biocompatible materials include
thromboresistance, infection resistance, and minimal ef-
fects on blood flow and nutrient supply (38), but the physi-
cal aspects of biocompatibility may change for the intended
application, so as to obtain the desired host–material in-
teraction (39). The surface characteristics of implanted bio-
materials are often modified to create interfaces that have
low platelet adhesion by derivatizing polymers with hep-
arin or poly(ethylene glycol) (40,41). Interfacial properties
are important for biocompatibility, but the polymer matrix
can also act as a signal mediator to transmit electrons from
the reaction site to the electrode, especially if the polymer
is doped with conducting materials (42,43). Electron trans-
fer in many polymer systems is hindered by the insulating
nature of polymers, so several materials have been used to
dope or modify the electrical properties of polymers used in
immobilization. The use of naturally occurring redox chem-
icals, such as FAD/FADH2 and NAD/NADH, has improved
signal transduction and response time for some biosensors

Outer membrane

Glucose oxidase

Pt black electrode

β-D-Glucose

Membrane ≈ 1000 × more
permeable to O2 than
glucose

Glucose + O2   H2O2 + G.A.

H2O2

H2O2
O2 + 2H+ + 2e−+0.6 V

O2

Figure 4. Block schematic of a hydrogen peroxide-based elec-
troenzymatic glucose sensor that has a differentially permeable
outer membrane layer [reprinted with permission from (6); copy-
right 1994 American Chemical Society].

(5). Good mediators should have reversible kinetics so that
they are ready to transmit multiple signals; they should be
independent of environmental factors such as temperature
or pH, be stable, and be retained easily near the surface
of the electrode. Some small molecules, such as quinone,
methylene blue, thionine, and ferrocene, have been used
because they diffuse easily through porous polymers (5).
These mediators have been successfully applied to such
commercial products as home glucose meters. Usmani (44)
and Chen et al. (45) used osmium-containing poly(4-vinyl
pyridine), ferrocene-modified polysiloxanes, quinones,
and other organic salts to aid in signaling and charge
transport.

Polymers selected for use in biosensors must meet many
requirements: they must not interfere with the chemistry
of the reaction in the sensor and must also be neutral and
stabilizing for biological components used in the sensor,
such as enzymes (21). Many smart polymers are ionic to
accommodate pH-sensitive transitions, but ionic interac-
tions between the polymer and biological substances may
cause interference with or fouling of the sensor device
(46,47). The method used for synthesis may also leave
residual monomer, cross-linking agent, or solvent trapped
within the polymer gel, which can be detrimental in sensi-
tive measurements. So care must be taken to purify poly-
mers used in biosensors or to select techniques that do
not use any potentially harmful or interfering chemicals.
Particle size and porosity must also be considered because
the diffusion path and surface area exposed to a solution
being monitored may greatly affect the amplitude of the
response.

IMMOBILIZATION TECHNIQUES AND MATERIALS

Enzymes are often used in biomedical sensing devices to
catalyze reactions that are specific for certain substrates.
The products formed by enzymes embedded in smart poly-
mer networks in turn ellicit a response, such as swelling
to release drugs for treatment, markers for detection, or
phase separation to change the hydrophilic/hydrophobic
balance of the local environment. Oxidation–reduction
enzymes lend themselves well to combination with pH-
sensitive polymers because hydrogen ions can be used
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Figure 5. Synthesis of hydrogels with or without immobilized
biomolecules [reprinted from (48); copyright 1987 with permission
from Elsevier Science].

or released as a result of enzymatic reactions. Hoffman (48)
presents three possible methods of immobilizing an enzyme
in a hydrogel: equilibrium partitioning, cross-linking in
the presence of active agent, or derivatizing the enzyme
with a reactive double bond to form covalent linkages the
polymer gels (Fig. 5).

Enzymes are typically large protein molecules that have
molecular weights in the tens to hundreds of thousands
and can be combined with polymer gels and networks by
a number of methods. The methods described before by
Hoffman (48) can be used, as can other methods devel-
oped recently (49–52). Platé, Valuev, and co-workers used
a macromonomer reaction for incorporating enzymes into
polymer networks. These systems are formed by first form-
ing a reactive derivative of the target enzyme by attaching
a polymerizable double bond, such as an acrylate, to the
enzyme by reacting it with acryloyl chloride (Fig. 6).

+
 

Enzyme  

Enzyme active site

HCl + 

Reactive for polymerization 

H2C = CH − C = O

H2C = CH − C = O

Cl

N-terminus 

Acryloyl chloride Hydrochloric acid  ′′Enzyme macromonomer ′′   

NH3 + 

Lysine
 amino acid 

Peptide
bond Figure 6. Macromonomer procedure

for preparing derivatized enzymes
that have an active double bond for
polymerization.

Table 7. Physical and Chemical
Methods of Immobilization

Entrapment within a polymeric gel
Microencapsulation in a semiporous capsule
Cross-linking the enzyme
Covalent linkages
Chemisorption
Physical adsorption to polymer surfaces
Chemical binding using macromonomeric

techniques or pendent chain chemistry

Acryloyl chloride is particularly reactive to basic groups,
such as amino organic groups found commonly in enzymes
on the side groups of amino acids, such as lysine, histidine,
and arginine. The reaction forms an acrylate linkage
through one of these enzyme subgroups, which is reactive
to free radical polymerizations to form cross-linked gels.
As long as the solutions used to form the macromonomers
and polymer gels do not destroy the folded structure of the
enzyme and the double bond reaction does not take place in
the enzyme active site, the result is a polymer that has an
active enzyme covalently attached and immobilized. The
activity of the enzyme is typically reduced somewhat dur-
ing the derivatization procedure, depending on the envi-
ronmental pH and temperature, as well as the effect of
the polymerization chemicals on the protein configuration.
Because the active site of an enzyme is only a small por-
tion of the protein’s molecular structure, attachment of
the acrylate double bond within the active site occurs in
only a small fraction of enzyme molecules, although inhi-
bition of enzyme kinetics may occur due to linkages any-
where on the enzyme. The resulting systems synthesized
by the macromonomer technique include a biological chem-
ical, such as an enzyme or protein, dispersed throughout
a polymer network but chemically immobilized within the
membrane.

In addition to the methods mentioned before, enzymes
and antibodies (8) can be entrapped by physical or chemi-
cal methods (Table 7). Immobilization normally uses poly-
mers to restrict diffusion or to serve as matrices for ad-
sorbing or binding enzymes. A variety of polymers, both
synthetic and naturally occurring, have been used for
chemical linkages to enzymes or in gelled forms to con-
trol diffusion (Table 8). Some standard microencapsula-
tion techniques that can be used for immobilization in-
clude spray drying, rotary atomization, coextrusion, fluid
bed coating, solvent evaporation, and emulsion and sus-
pension polymerization (53).
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Table 8. Materials Used in Immobilizing
Enzymes and Biological Components a

Synthetic Polymers Natural Materials

Polyacrylamides Agarose
Poly(maleic anhydrides) Dextrans
Poly(meth)acrylic acids Cellulose
Acrylates Glass
Poly(vinyl alcohol) Collagen
DacronTM Alumina
Nylon Polysaccharides
Polystyrenes Polypeptides

aCompiled from 23,54,55.

Immobilization provides several advantages to biosen-
sors. Immobilization can improve enzyme stability and pre-
serve its biological providing activity by a nondenaturing
environment (55) and preventing the loss of enzyme to the
surrounding fluid; this allows using the device to multi-
ple times. The polymer matrices used can be designed to
control the diffusion of the substrate to the enzyme, and
conducting polymers can transduce redox charges from en-
zyme active sites to electrode surfaces (19). Immobilization
is also used to protect enzymes from denaturing proteins
and helps avoid extreme pH and chemical microenviron-
ments for the biomolecule (56). Enzyme stability is crucial
for commercial viability because destabilization can result
in false biosensor readings.

The sterility of medical devices is also of utmost impor-
tance in developing biosensors. This issue can lead to se-
lecting particular methods of immobilization even though
the activity of the enzyme and the structure of the mem-
brane may not be ideal. Some alternatives to chemical
cross-linking of polymers include radiative cross-linking
(57), thermal gelation, or the use of ionic polymers, such
as alginates, that do not require monomer or organic sol-
vents. Preservation of the biological activity is paramount
in ensuring the robustness of the biosensing device; or-
ganic solvents, extreme pH or temperature, and radiation
can affect the structure and thus the activity of proteins
and enzymes.

Pazur et al. (58) and Gibson and Woodward (55) stud-
ied the activity of alcohol oxidase stabilized by saccharides
and stored in dry form. The activity was monitored as a
function of time, and certain sugars, especially cellobiose,
inositol, and trehalose, maintained the enzyme at high ac-
tivity levels, and the resulting mixtures also demonstrated
higher activity in methanol oxidation (Fig. 7). Enzyme ac-
tivity can be altered in many ways. The geometric struc-
ture of the polypeptides that make up enzymes must be
kept intact, so that the active site of the enzyme retains its
configuration. Enzymatic structure can be altered by pH,
temperature, organic solvents, and shear stresses as well
as the presence of other chemicals in solution. These chem-
icals can act as inhibitors or activators to alter the rates of
substrate/enzyme reaction. The reaction mechanisms are
shown in Scheme 1.

E + S ↔ ES ↔ E + P (1)

E + I ↔ EI (2)
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Figure 7. Alcohol oxidase stabilization by disaccharides. Sugars
were added to the enzyme at concentrations of 1–10% immedi-
ately before drying. The solutions were dried in shallow dishes at
30◦C under a vacuum and then harvested, ground to a powder,
and stored in vials at 37◦C. Enzymatic activity was assayed with
methanol as a substrate using an oxygen electrode and a colori-
metric assay [reprinted with permission from (55); copyright 1992
American Chemical Society].

E + A ↔ EA (3)

EA + S ↔ EAS ↔ EA + P (4)

Scheme 1. Enzyme (E) reaction mechanisms for sub-
strate (S) conversion involve the formation of an enzyme–
substrate complex at the active site, which catalyzes the
conversion of substrate(s) to product(s) (P). The presence
of an inhibitor (I) chemical can reduce reaction velocities
because fewer enzymes are available for complexation with
the substrate. Alternatively, enzyme activators (A) help to
stabilize the enzyme conformation and may make the ac-
tive site more accessible to forming the substrate–enzyme
complex (EAS, when the enzyme is complexed with both
the activator and substrate).

Enzyme activity can also be reduced due to diffu-
sional limitations imposed by the polymer network on
interactions between the enzyme and its substrate. The
Damköhler number, Da, as defined following, provides a
measure of the importance of diffusional resistance to nor-
mal enzyme kinetic behavior:

Da = vmax(
Des

δ2

)
s0

(1)

In Eq. (1), vmax is the maximum reaction velocity for
the enzyme–substrate reaction, Des is the effective dif-
fusion coefficient for diffusion of the substrate through
the polymer membrane, taking tortuosity and porosity
into account; δ is the distance required for the solute to
diffuse through the membrane; and s0 is the substrate
concentration in the bulk solution (59). For Da values
greater than 1, the enzyme–substrate reaction proceeds
as usual, but for Da much less than 1, the matrix is a sig-
nificant hindrance to substrate diffusion and lowers the
observed reaction rates.
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SMART POLYMERS FOR IMMOBILIZATION
AND BIOCONJUGATE MATERIALS

The recent research in smart polymers has led to in-
triguing materials for applications ranging from sepa-
rations and surface modifications to drug delivery and
self-contained biomedical sensing devices. In addition to
the materials listed in Table 7, many researchers have
used smart polymers to immobilize enzymes. The devices
formed by this combination afford possibilities of protect-
ing the enzyme from temperature or pH swings or acting
as part of a biosensor response mechanism. Chen et al.
(60) immobilized α-amylase by esterifying the side chains
of temperature-sensitive poly(N-isopropylacrylamide) and
poly(N-acryloxysuccinimide) gels to improve the thermal
stability of the enzymes by preventing structural changes
and exposure to solvent as the immobilized enzyme is ex-
posed to high temperatures. There was no significant loss
in enzymatic activity after immobilization when exposed
to high temperatures because the temperature-sensitive
phase separation of the polymer network shielded the
amylase from solutions above the polymer lower critical
solution temperature (LCST). Above this temperature (in
aqueous solutions, at approximately 30◦C for polymers
based on N-isopropylacrylamide), the gel collapses, reduc-
ing the amount of water surrounding the enzyme, and the
polymer collapses providing stabilization to the enzyme
structure.

In addition to protecting enzymes from thermal de-
naturation, thermally reversible gels can also be used to
control rates of reaction. For example, the temperature-
dependence of α-chymotrypsin activity was affected by
the polymer behavior when immobilized by physical en-
trapment in poly(N-isopropylacrylamide-co-hydroxyethyl
methacrylate) gels (61). Figure 8 shows the effect of tem-
perature on free enzymatic activity versus enzyme bound
in the temperature-sensitive gel. The maximum reaction
rate for the immobilized enzyme was observed below the
gel’s LCST, at 30◦C, and decreasing activity observed at
higher temperatures was attributed to the polymer which
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Figure 8. The variation of relative activities of the free enzyme
and enzyme–gel matrix vs. temperature [from (61); copyright C©
1998; reprinted by permission of John Wiley & Sons, Inc].

caused a change in enzyme conformation and diffusion lim-
itations on the substrate, which must pass through the col-
lapsed porous structure.

Smart polymers have also been used to influence bind-
ing and interactions between polymers and solutes, which
can be controlled thermodynamically using pH, electrical
current, temperature, or solution ionic strength as modula-
tors for reversible processes in separations (62). These ma-
terials can be used to improve or modulate the sensitivity
of biosensors by concentrating very low levels of analytes
near the electrode or sensing device to amplify the signal
(63). Schild (64) and Ogata (65) used phase-separating
polymers to collect a particular analyte (Figure 9), such
as immunoglobulin G (IgG). This method can aid in con-
centrating the analyte for detection, such as in antigen
capture fluorescence immunoassays (48), where IgG con-
centrations can be correlated with fluorescent intensity.
This method would be ideal for use in combination with
optical detectors. As shown in Fig. 9, antibodies bound or
otherwise immobilized to temperature-sensitive polymers
can be designed to select and attract antigens.

BIOSENSOR OPERATION

In Table 1, biosensors are categorized by recognition
processes. They can also be classified by the response
mechanism used. Biosensor responses can be categorized
as chemical such as production of dissolved oxygen or
hydrogen ions, electrical, optical (using fluorescent or
colored molecules), or mechanical (7). Colorimetric dyes,
pH indicators, and bioluminescent molecules create optical
responses that can be quantified spectrophotometrically;
electrodes are used to deliver electronic signals that can
be interpreted by computerized or simplified controllers;
and smart polymers can change shape to give an optical
response, swell, or shrink to control diffusion of a drug
for release (Table 9). Bioluminescent molecules, such as
luciferin, can be used in sensors, where light is emitted
through metabolic production of adenosine triphosphate
(ATP), so they are often used to detect bacteria in food and
pharmaceutical production (20,66). Bioluminescence can
also be used to monitor uptake of ATP due to the pres-
ence of glucose in sufficient quantity to begin the glycolytic
metabolic pathway at the first reaction to convert glucose
to glucose-6-phosphate; this results in reduced lumines-
cent intensity (20).

Intelligent materials are used in biosensors in three
main areas: signal detection, transmission of signal to a
measuring electrode or the response element, and control-
ling the feedback response to the signal. Intelligent mate-
rials are those that respond to changes in the neighboring
environment, and the response can be of different types.
Polymer swelling can lead to physical work, such as shut-
ting off a valve or making contact between the sensor and
a secondary component. Swelling is also used in controlled
drug delivery, whereby diffusion of embedded drugs con-
trolled by the porosity of the cross-linked polymer carrier
can be triggered by environmental changes that indicate
the need for therapeutic agents. The material may provide
a pathway for electron transport by using semiconducting
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Figure 9. Immounoassay scheme for PNI-
PAAm [reprinted from (64); copyright 1992,
with permission from Elsevier Science].

4. Centrifuge and
remove supernatant

5. Add cold buffer

6. Repeat steps 3,4 and 5 for
further removal of non-polymer bound species

7. Transfer to cuvette and measure signal

3. Heat T > LCST

2. Incubate

1. Reagent addition

1st Antibody Antigen

PNIPAAM
2nd Antibody
 with label

polymers, such as polypyrrole (67), polyaniline, or
poly(vinyl pyridine) (68). Schuhmann (69) showed ways
to improve electron transfer mediation in immobilized en-
zyme systems by using polypyrrole or polyazulen to facili-
tate electron hopping, similar to semiconductor materials,
so that the signal could be transferred from the enzyme to
the electrode (Fig. 10). Many intelligent polymers behave
according to two-component thermodynamics and phases
separate from a homogeneous solution as the polymer
turns from a primarily hydrophilic to a hydrophobic entity.

The signal can be transduced by using amperometric or
potentiometric methods, field effect transistors, piezoelec-
tricic crystals, thermistors or optoelectronic systems (10),
or by using closed-loop systems within the device where
feedback is sent by using a smart polymer. Amplification

Table 9. Smart Material Responses to Analyte Detection

Releasing drugs or chemicals by diffusion through
enlarging pores or squeezing out of shrinking pores

Acting as a mechanical valve by reversibly swelling
Reversible adhesion
Completing a circuit by changing electrical properties or shape
Visual response by changing from transparent

to opaque or changing shape
Trapping molecules to separate or concentrate

of the signal is important, especially when the target
molecule is in very small concentrations. Skaife and
Abbott (70) used liquid crystals to measure the binding
of IgG, where the concentration ranged from 1–100 nM.

GLUCOSE SENSORS

Much of the recent literature on biomedical sensing has
focused on methodologies for detecting glucose levels in di-
abetic patients to sense the need for insulin release without
requiring self-diagnosis through needle sticks. Diabetes is
a highly prevalent disease in the United States, and many
researchers have been searching for methods of mimick-
ing a naturally functioning pancreas through tissue en-
gineering, encapsulating pancreatic islets of Langerhans
cells, creating insulin pumps that use electronic glucose
sensors, or developing responsive polymers to detect high
glucose levels and deliver insulin. As of 1996, the blood
glucose monitoring market in the United States amounted
to approximately $750 million per year and was growing
at a rate of 10% per year (21). There is great potential
and motivation to study more convenient, reproducible,
and cheaper methods of determining blood glucose, and be-
cause of the recent intensity of research in this area, many
novel glucose monitors, such as the Glucoprocesseur(R)
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Redox polymer

Electron hopping

Polymer-bound redox mediator

GOD

GOD

GOD

Electrode

Figure 10. Electron transfer in a redox
polymer via electron hopping between adja-
cent redox centers [reprinted with permission
from (69); copyright 1994 American Chemical
Society].

marketed by Solea-Tacussel in France as early as 1988
(10), Bayer’s Glucometer® DEX® Diabetes Care System,
and Roche Diagnostics’ Accu-ChekTM line, have reached
consumers.

Glucose sensors include a range of devices. Amperomet-
ric biosensors use immobilized glucose oxidase, an enzyme
that converts glucose to gluconic acid and hydrogen per-
oxide. Hydrogen peroxide is measured by electrodes and
can be correlated with the glucose levels, even at micromo-
lar concentrations (6, 71–73). Subcutaneous insulin pumps
are either user-controlled or contain a glucose-sensing sys-
tem that creates a closed-loop feedback insulin delivery
system to provide a simplified method for monitoring and
treating hyperglycemia (21). Diabetic glucose is typically
monitored by sampling a small quantity of blood and using
a chemical test kit; biosensors have been developed to ana-
lyze samples extracted across the skin by electroporation or
iontophoresis (16). Several methods using smart materials
for insulin delivery incorporate glucose-sensitive enzymes
or chemical linkages that are disrupted by glucose (74,75).

Martin et al. (76) studied ultrathin film composite glu-
cose sensors based on a glucose-permeable membrane to
immobilize a solution of glucose oxidase, ferrocene as a me-
diator, and amperometric electrodes. Transduction of sig-
nals from the reaction is rapid because all diffusion is in
the aqueous phase. They found a linear relationship be-
tween glucose concentration and current in the range of
2–22 mM glucose (Fig. 11).

Schuhmann et al. (69) demonstrated that adding elec-
tron transport functional groups to polymers (such as
the material shown in Fig. 10) using conducting polymers
(β-amino(polypyrrole), poly(4-aminophenyl)azulen, or poly
(N-(4-aminophenyl)-2,2’-dithienyl) pyrrole), the ampero-
metric response to glucose could be modified (Fig. 12).
The poly (N-(4-aminophenyl)-2,2’-dithienyl) pyrrole con-
duction mediator showed the greatest proportional am-
perage response to glucose, but the linear relationship
ended around 5 mM glucose concentration. The other
two mediator-conducting polymers provided nearly lin-
ear current–concentration curves across the range from
1–14 mM glucose. Fortier et al. (77) verified the same
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general behavior of glucose oxidase electrodes, using a
catalytic current from 0–200 microamps generated from
0–20 mM glucose solutions. Sung et al. (78) also used
polypyrrole composites with polyanionic–GOx conjugates
to improve electrical conduction within the hydrogel to
achieve a correlation between glucose concentration and
current. These results may provide a rationale for selecting
particular components based on the glucose concentration
range of interest.

These devices are designed for subcutaneous implan-
tation, but biomedical diagnostic sensors can also be valu-
able for use ex vivo or on the surface of the skin to
monitor] glucose levels. A unique use of biosensors in de-
tecting glucose is a method developed by Berner et al. (16),
where glucose can be monitored without sampling blood.
Glucose is iontophoretically extracted across the skin, a
noninvasive method that may be much more convenient
for diabetic patients. A smart material is used to sense
glucose, using glucose oxidase to create hydrogen perox-
ide, which is determined electrochemically by a platinum
electrode. Tierney et al. (15) developed a hydrogel coating
for an electrode that incorporates glucose oxidase to make
it possible to sense glucose levels electro-osmotically ex-
tracted from the skin as a diagnostic indicator for diabetic
patients. Micromolar concentrations of H2O2 can be cor-
related with electrical signals of the order of several hun-
dred nanoamps. The glucose sensors were also tested for
response time to a small (2 nM) increase in glucose concen-
tration (Fig. 13). The biosensor’s response was an increase
in current of 1.5 µA in about 30 seconds. Tamada et al. (79)
also used the transdermal extraction technique to monitor
glucose concentrations in blood.

Intelligent polymers have been used in a number of in-
sulin delivery systems. Podual et al. (75) offer a different
method for detecting glucose. Their method is based on glu-
cose oxidase, as those mentioned before, to cause the reac-
tion to produce gluconic acid, but the response is due to the
localized increased concentration of acid (decreased pH)
within the polymer membrane which causes pH-sensitive
polybasic hydrogels to swell and release embedded in-
sulin. Catalase, a second enzyme in the gels developed by
Podual et al., was used to help drive the reaction toward
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Figure 13. Biosensor response to 2-nmol glucose spike [reprinted
with permission from (15); copyright 1998 The Controlled Release
Society, Inc.].
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g-EG) hydrogels as a function of time in response to swelling in
glucose solutions at 37◦C [reprinted with permission from (80);
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the formation of more gluconic acid by removing the hy-
drogen peroxide produced. Hassan et al. (80) used gels
based on this technique to demonstrate that pH-sensitive
hydrogels that contain glucose oxidase incorporated by
Valuev’s macromonomer technique are responsive to glu-
cose concentrations, swell rapidly as glucose is converted
to gluconic acid, and return to normal swelling states as
the hydrogen ions dissipate from the localized area within
the gel (Fig. 14).

Another method for glucose-sensitive insulin release
was proposed by Kim et al. (74) and Okano and Yoshida
(81), where glycosylated insulin is attached to concavalin
A and encapsulated in a semipermeable membrane that al-
lows glucose to diffuse in. Concavalin A prefers to bind to
glucose, and insulin is released in proportion to the glucose
that enters the capsule.

Okano (82) also demonstrated a concept using smart
polymers to sense the presence of glucose. Insulin is en-
capsulated inside a composite polymer membrane that is
cross-linked with boric acid (Fig. 15). Glucose disrupts the
borate cross-links and opens small pores in the membrane,
which allow the encapsulated insulin to diffuse through
the network until the glucose level returns to normal. This
method may require some improvements to function in vivo
because the pH and the buffering effect of physiological flu-
ids may disrupt the release mechanism.

Yuk et al. (83) showed that the pH- and temperature-
responsive copolymers P(DMAEMA-co-EAAm) could be
pressed into tablets that include glucose oxidase and in-
sulin; an observed pulsatile release of insulin occurs, and
release is turned on at glucose concentrations of 5.0 g/L
and off when it dropped to 0.5 g/L (Fig. 16). This method
makes it possible to combine sterilizable polymers and
known amounts of insulin and glucose oxidase without the
complications of forming hydrogel systems, which gener-
ally require a solvent. This method also may prevent degra-
dation or inactivation of biological components, including
both the enzyme and insulin, during the immobilization
step.
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OTHER ANALYTES FOR BIOLOGICAL SENSING

There is tremendous potential for biosensors based on an-
alytes besides glucose. In addition to the chemicals listed
in Table 4, biosensors have been developed that respond
to or measure pH, chloride levels, magnesium (18), biliru-
bin, blood gases (84), triglycerides (21), creatinine, and var-
ious saccharides (23,85). For example, Karube and Sode
(85) used microbial detectors to determine fish freshness
by immobilizing CO2-using bacteria to measure metabolic
rates in fish. They also developed microbial immobiliza-
tion methods for determining creatinine levels in kid-
ney dialysis and enzymatic immobilization methods to de-
termine hypoxanthine concentrations. Maeda et al. (86)
formed block copolymers of poly(styrene-co-acrylonitrile)
with poly(L-glutamate) which respond to Ca2+ and urea
and produce smart materials that give a linear cur-
rent response to urea concentration (Fig. 17), because the
poly(L-glutamate) changes conformation in response to
high urea concentrations.

Sirkar and Pishko (87) showed that hydrogel biosensors
can detect galactose and lactose by incorporating their re-
spective oxidases into polymer networks. Galactose sens-
ing is useful in monitoring liver response to sepsis (88), and
lactose monitoring can be used in sports medicine, myocar-
dial infarction, and pulmonary edema to determine lack of
oxygen supply to tissue (89). Sirkar and Pishko’s biosensors
produce a nanoamp range current proportional to galactose
concentrations, but also noted that oxygen in the air sur-
rounding the device reduces the response, due to enzyme
inhibition by O2.

MODES OF RESPONSE IN SMART POLYMERS

As shown in Fig. 1, the use of smart materials in con-
junction with sensing devices makes it possible to have
a closed-loop device that responds by pH-stimulated drug
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Figure 18. An “on-off” release profile of acetaminophen from
NiPAAm/AAc gel in response to a temperature change between
35 and 40◦C [reprinted from (93); copyright 1997, with permis-
sion from Elsevier Science].

delivery. Kaetsu et al. (4) immobilized acetylcholine es-
terase and glucose oxidase in poly(acrylic acid) to achieve
a biosensor that has a pH-sensitive drug delivery feed-
back mechanism, and they showed that the device can
deliver drugs in response to elevated substrate concen-
trations.

Ichikawa and Fukumori (90) developed temperature-
sensitive networks that have small temperature-
responsive beads made of poly(N-isopropylacrylamide)
dispersed in ethylcellulose that allow the pores to open
as temperature increased for drug delivery. Drug delivery
based on pH- and temperature-responsive materials has
been extensively researched (64,91–95), and is reviewed
elsewhere within this article. Using materials that act
similarly to amperometric biosensors, Guiseppi-Elie et al.
(96) showed that electroconductive gels synthesized from
polyaniline/polypyrrole could respond to an electric charge
for direct delivery of peptides. These drug delivery sys-
tems do not respond directly to an increase in a particular
molecular concentration (except for [H+] in pH-responsive
systems), but they do sense changes in biological condi-
tions that may occur naturally, such as pH-gradients in
the gastrointestinal tract, pH changes due to the coagu-
lation cascade, or temperature changes in tissue which is
necrosed or nutrient-starved. Gutowska et al. (93) showed
an on-off acetominophen delivery system as a function of

A Polymerize B CSurface extraction

Figure 20. Method of forming molecularly imprinted surfaces on polymers. (a) Target molecules
(such as proteins or antibodies) are placed at the surface of a prepolymer solution. This solution is
then polymerized or cross-linked in the presence of the target molecule at the surface (b), creating
a geometry on the surface of the polymer which is complementary to the target molecule and can
fit together like a jigsaw puzzle after surface extraction (c).

(a)

(b)

Figure 19. (a) A long bi-gel strip that has one PAAM side mod-
ulated by NIPA gel. At room temperature, the bi-gel is straight.
(b) When the sample temperature is raised to 39◦C, the gel be-
comes a spiral [From (Vol); copyright 1997; reprinted by permis-
sion of John Wiley & Sons, Inc.].

temperature for a gel made from N-isopropylacrylamide
and acrylic acid (Fig. 18).

Targeted drug delivery devices also fit in the category of
materials for biomedical sensing because they are designed
to detect cellular or other biological surfaces or chemicals
in the body to trigger release. Enteric delivery systems (97)
are a well-used version of targeted systems. Other targeted
systems rely on surface modification, so that the carrier
recognizes the target tissue or biomolecules (98).

A unique response for diagnostic tests using biosensors
and smart polymers is the change of device shape observed
when asymetrical gels are exposed to variations in temper-
ature or pH. Zhang et al. (99) and Hu et al. (100) showed
that PNIPAAm asymmetrical gels bend due to differen-
tial swelling capacities to change shape as temperature
changes (Fig. 19). These gels have potential applications
based on visual observation of analyte level changes and
also on the possibility of controlling electrical conduction
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Figure 21. Mechanism of selective interaction between a molecularly imprinted polymer surface
and biological molecules. The surface is designed to match the three-dimensional geometry of
proteins or other biomolecules and prevent interactions with nontarget molecules. If the imprinted
polymer is an environmentally sensitive material, a change in pH, temperature, or other conditions
will provide a transition mechanism to attract and release the target molecule.

by alternately completing and disconnecting molecular
switches if the asymmetric gels are formed from semicon-
ducting polymers.

MOLECULAR IMPRINTING

Molecular imprinting is a relatively new research area
that may have applications in biomedical sensing. Poly-
mer templates are formed, as shown in Fig. 20, where an
imprint of the target molecule is placed on the surface
of the polymer or gel to enhance interactions and bind-
ing between the surfaces and mimick the complementary
geometries of enzymes and substrates. These materials
can easily be mass-produced and would be much cheaper
than their biosensor counterparts, which use enzymes or
cells for detection. The combination of smart materials and
molecularly imprinted surfaces may make binding interac-
tions reversible because the geometrically complementary
site will match only under specific physiological conditions
(Fig. 21).

A recent example of the development of molecularly
imprinted polymers is reported by Sreenivasan (102),
who created cholesterol-recognition sites in radiation-
polymerized poly(2-hydroxyethyl methacrylate) which in-
creased the affinity for molecular interactions between
the polymer and cholesterol, so that it was easier to de-
tect very small quantities of “imprinted” analytes. Arnold
et al. (103) reported the use of molecularly imprinted
polymers in combination with fiber-optic luminescence to
create highly sensitive chemical sensors. Several other
researchers have reported methods of synthesizing im-
printed devices (104) and advantages of this technique
(105). This field shows much promise for making synthetic
biosensors that do not rely on often expensive enzymes or
microbes for detection.

POSSIBILITIES FOR FUTURE DEVELOPMENT

Based on rapid advances in thin film chemistry, design of
microchips, and tissue and cellular engineering, it is quite
foreseeable that biological sensors can be made more repro-
ducibly to detect analytes and disease states using complex
enzyme or cellular reactions. Intelligent polymers will be
used in these devices in the feedback loop—either in con-
ducting a signal or in responding to treat the abnormality

directly—through combination with drug reservoirs, for
example. Some of the challenges still lying ahead for the
developing materials for biomedical sensing include im-
provements in biocompatibility, lifetime of the sensor, mini-
mizing signal drift, maximizing sensitivity, developing the
capability to recalibrate sensors in vivo, and using materi-
als that are sterile or sterilizable.
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INTRODUCTION

Literally, the term biomimetics means to imitate life. Prac-
tically, biomimetics is an interdisciplinary effort aimed
at understanding biological principles and then applying
those principles to improve existing technology. This ap-
proach can mean changing a design to match a biologi-
cal pattern, or it can mean actually using biological ma-
terials, for example, proteins, to improve performance (1).
Biomimetics had its earliest and strongest footholds in ma-
terials science, and it is rapidly spreading to areas such as
electromagnetic sensors and computer science.

The area of biomimetics covered in this article applies
to sensing electromagnetic (EM) radiation. Volumes have
been written regarding how higher organisms perceive
visible light, and thus, this will be largely ignored here.
Mostly, coverage is limited to biological sensing of EM ra-
diation on either side of the visible, the ultraviolet, and the
infrared. From a biological sensing perspective, spectral re-
gions are defined as follows: near-ultraviolet wavelengths
(λ) from 200–400 nm and infrared wavelengths from 0.75–
15 µm (Fig. 1). Operationally, both the ultraviolet and
infrared extend over larger wavelength intervals. This
article outlines some of the electromagnetic detection/
sensitive systems in biology.

BIOLOGICAL ULTRAVIOLET AND VISIBLE SYSTEMS

The electromagnetic spectrum extends from gamma and
X rays of wavelengths less than 0.1 nm through ultravio-
let, visible, infrared, radio, and electric waves. The solar
spectrum of radiation that reaches the earth’s surface
ranges from 300–900 nm; radiation in the ultraviolet (200–
300 nm) is mostly absorbed by the ozone layer in the upper
atmosphere. Light that passes through the atmosphere
reaches the earth’s surface and also enters large water bod-
ies. As penetration increases, the extremes of the visible
spectrum are absorbed, allowing a narrow radiation of

Visible
0.4-0.7µm

Near-ultraviolet
0.2-0.4µm

Near-infrared
0.75-3 µm

Mid-infrared
3-6 µm

Far-infrared
6-15 µm

Figure 1. Chart of EM radiation definitions used in this article.

blue-green light (500 nm) to penetrate at depths greater
than 100 meters. Radiation in the near ultraviolet, from
300–500 nm, is important in photobiological responses that
include phototropism, phototaxis, and vision. For example,
the spectral sensitivity of many insects and some birds is
from 360–380 nm, and for invertebrates, it is from 500–
600 nm. Radiation from 600–700 nm is important in
photosynthesis, and radiation from 660 nm into the
near-infrared is important for plant and animal growth,
flowering of plants, and sexual cycles in animals. Nucleic
acids and proteins absorb ultraviolet radiation at 260 nm
and 280 nm, respectively. Absorption at these wavelengths
produces damaging effects including mutations and cell
death. Fortunately, organisms can repair the damaging ef-
fects of ultraviolet light on their genetic material by acti-
vating UV repair mechanisms.

Insect Vision

The discovery of visual sensitivity in insects dates back to
the 1800s, but substantial proof of the visual sensitivity of
insects was provided in the last 20 years or so. The spec-
tral range visible to insects extends from the ultraviolet
through the red. Studies of the behavioral response of in-
sects suggest that insects have wavelength-dependent be-
haviors. The ability of an organism to discriminate diffe-
rences in wavelength distribution and use this information
to direct its behavioral response within a given environ-
mental setting enables it to select its food source, avoid
detection by prey, and identify potential mates (2).

The compound eyes of insects are made of eye facets,
or ommatidia. The number of ommatidia varies from one
species to an other: about 10,000 in the eyes of dragonflies,
5500 in worker honeybees, 800 in Drosophila, and one in
ants. Each ommatidium is a complete eye that consists of
an optical system and the photoreceptor, which converts
light energy to electric energy. The optical system consists
of the corneal lens and the crystalline cone that transmits
the image to the photoreceptors. The compound eye of the
common fruit fly Drosophila melanogaster is composed of
about 800 ommatidia (Fig. 2); each ommatidium is approx-
imately 10 µm in diameter and 100 µm long. The ommatid-
ium consists of a corneal lens, a crystalline cone, retinula
cells, and a sheath of pigment cells that extend across the
entire length of the rhabdom (2). The rhabdom consists of
eight individual rhabdomeres (R1 to R8), but as seen in
Fig. 2D, only R1–R7 are visible; R8 is not visible because
it lies underneath R7 (1). The ommatidia of honeybees
consist of nine rhabdomeres (3). The rhabdomeres con-
tain unique photopigments (opsins) that have character-
istic spectral properties.

Image formation depends on the optical properties of
the corneal lens and crystalline cone that aids in maximi-
zing the amount and quality of light and focuses that light
onto the rhabdomeres. The chromoproteins (rhodopsins)
within the rhabdomeres interact with visible photons and
in turn convert light energy to electrical energy (4). The
rhabdom acts as a light guide or waveguide, mainly be-
cause of its long narrow cylindrical geometry. The length
of the rhabdom increases the probability that an entering
photon of visible light will interact with the visual pigment.
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Figure 2. (A) Scanning electron micrograph of the adult eye; (B) longitudinal section through the
eye showing the corneal lens, crystalline cone, rhabdom and the pigment sheath; (C) cross section
through the ommatidium; and (D) cross section through the rhabdom to show the orientation of
the photoreceptors (courtesy of John Archie Pollock).

Light that enters the rhabdom at a certain angle to its long
axis is totally reflected and contained within the rhabdom,
whereas light that enters at oblique angles is lost.

Rhabdomeres whose diameters (0.5 µm) are similar to
the wavelength of light in the visible spectrum function as
waveguides. The rhabdomere can transmit or guide this
electromagnetic energy within its small cross-sectional
area. The small cross-sectional area of rhabdomeres
prevents light from being uniformly distributed which
causes interference. This, in turn, causes the light to

propagate in patterns known as modes (dielectric wave-
guide). The effect of confining the photopigment within a
rhabdomere of small cross section, it is believed, causes a
shift from its visible absorptive peak to lower wavelengths
and increases the UV peak absorption (5). In other words,
the physical properties (size and shape) of rhabdomeres
affect their spectral, polarization, angular, and absolute
sensitivity. For example, in Drosophila, photoreceptor R7
that has a smaller diameter filters out a high proportion
of the ultraviolet and blue light, whereas R8 (beneath R7)
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Figure 3. A scanning electron micrograph of a transparent insect
wing (courtesy H. Ghiradella).

receives longer wavelengths. In bees, the rhabdomeres that
are short and have a larger cross-sectional area mediate po-
larized vision (3). The sky appears bright blue because sun-
light is scattered by molecules in the atmosphere (Rayleigh
scattering), and as a result the light becomes polarized. The
polarization pattern of skylight offers insects a reference
for orientation. The ommatidia in the dorsal rim of com-
pound eyes in insects are used as a polarized light detector
(3). Rhabdomeres generally fall into three classes that are
maximally sensitive to light: 350 nm (ultraviolet), 440 nm
(blue), and 540 nm (green) (6).

Optical engineers have attempted to develop imaging
systems that function like the eyes of animals. Although
replicating the visual system of an eye is probably a very
arduous task, imaging systems have been developed that
combine light sensors, photocells, microchips, and cameras.
Nature has developed optical systems in animals through
millions of years of evolution, so much can be learned by
studying animal or insect eye architecture. The compound
eyes of insects have been quite informative in designing
imaging devices. A multiaperture lens that has an array
of glass rods arranged in a hemisphere was developed by
Zinter in 1987. The multiaperture lens consists of hun-
dreds of rod elements that have a graded index of refrac-
tion, and each rod or optic element acts as a single lens.
Each lens transmits a small portion of the image, and at
the focal point, each rod produces an overlapping image.
The images are then transmitted via optic-fiber bundles,
and the superimposition of the image creates an intensified
image. This type of device has advantages such as detect-
ing objects in low light and a wide field of view.

Antireflective Coatings

The surfaces of compound eyes of numerous insects ap-
pear smooth, but in certain insects, the front surface of the
corneas are completely covered by protuberances known

as “corneal nipples” (7). These corneal nipples are an an-
tireflective device in the broadband wavelengths from the
near-UV to red (8). It is believed that these structures func-
tion to match the impedance of air to that of the lens cu-
ticle; thereby they increase the transmission of light and
decrease the reflection from the corneal surface across a
broad wavelength range. The nipple array gives the in-
sect two important advantages: greater camouflage and
increased visibility.

Apart from insect eyes, insect wings also, it is known,
function as antireflective devices. The transparent wing of
a hawkmoth Cephonodes hylas functions as an antireflec-
tive device (9). It was shown that the wing reduces light
reflectance by about 29–48% across a broad wavelength
range (200–800 nm). An examination of the wing surface
reveals the presence of nanosized protuberances similar to
the corneal nipples in insect eyes (Fig. 3). The wing pro-
tuberances, like the corneal nipple, also function to match
the impedance between the cuticle and air. The individual
protuberances are not detectable under visible light be-
cause their small size limits visible light diffraction. Each
single protuberance functions as an antireflective device.
By packing the protuberances closely in two-dimensional
space, nature has optimized the most efficient way for the
wing to function as an antireflective device. The transpar-
ent wing is difficult to distinguish from the background
and provides good camouflage to the insect. Interestingly,
wings coated by a thin layer of nanosized gold particles
(8 nm) reduced the metallic reflection of the gold particles
presumably by changing the surface metal from a reflec-
tive to a dark absorptive one (9). The optical properties of
the nanostructures on insect wings can be used as a model
for designing new optical devices that consist of nanosized
structures (Fig. 4).

Butterfly Wings

The wings of butterflies are adorned by beautiful patterns
and colors. Some wings are uniformly colored, whereas oth-
ers reflect yellow, orange, red, green, blue, violet, or black.
The colors of butterfly wings as well as insect eyes are gen-
erated by interference, diffraction, and scattering. The na-
ture of the wing surface structure leads to the absorption
of certain wavelengths and the reflection of other wave-
lengths of light; in addition, some wavelengths may even
be transmitted. The rainbow-like display of colors on but-
terfly wings is caused by iridescence, due to the reflection
from multiple thin-film interference filters on the wing
scales (10). For example, the metallic iridescence of Morpho
butterflies is an interference color attributable to the struc-
tural features of its wings. Interference colors result from
the reflection of light from a series of superimposed struc-
tures separated by distances equal to the wavelengths of
light. The wing scale of the butterflies consists of a flat
basal plate that carries a large number of vanes (or ridges)
that run parallel to the length of the scale (Fig. 5). Each
vane consists of a series of obliquely horizontal and ver-
tical lamellae oriented lengthwise on the scale and their
spacing is comparable to the bands of reflection. In Mor-
pho wing scales, the horizontal lamellae are approximately
185 nm apart and are stacked in an alternate fashion to
each other. Morpho butterfly wings produce a metallic blue
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(a) (b)

10 µm

1800 X

Figure 4. The fine nipples function as an antireflective coating. (a) Microlens array that functions
to focus light onto the active area of a sensor; (b) subwavelength structure that functions as an
antireflective surface (courtesy SY Technology, Inc.).

Ridges

Ridges
stacked
opposite to 
each other

Figure 5. Butterfly wing scale structure.

interference color. Morpho butterflies can be seen from low-
flying aircraft due to the iridescent colors of their wings and
are visible from a quarter of a mile (11).

The male Eurema wing scales reflects light whose peak
wavelength is 350 nm. The lamellae in the Eurema wing
scales are stacked opposite each other and separated by
an equal spacing of 83 nm. Ghiradella et al. (1972) demon-
strated ultraviolet reflection from wing surfaces when
the wing was tilted by 20◦ with respect to the incident
light. The flapping of butterfly wings caused a change
in hue proportional to the angle of the wing. A change
in reflectance, abrupt intensity change, and a strong ul-
traviolet component that contrasts with the background
may serve as long-range communication signals between
insects. As mentioned earlier, insect compound eyes are
maximally sensitive to UV, and hence, UV patterns caused
by this reflection may serve as a potential source of com-
municative signals. Furthermore, vegetation generally ab-
sorbs UV wavelengths in this region, and this may serve to
maximize color contrast with respect to insect vision. Most
vertebrates do not see UV, so this spectral region may serve
as a private channel of communication among insects.

BIOLOGICAL INFRARED DETECTION

The ability of biological organisms to sense infrared radi-
ation has been studied in snakes, beetles, moths, bacteria,
numerous other organisms, and even subcellular orga-
nelles. In much of this study, there is overlap and confusion
between differentiating a process as infrared photon de-
tection versus thermal detection. This is evidenced by the
fact that literature comprising the infrared sensing area is
quite limited; however, literature in the thermoreception
area is voluminous. This section treats infrared and ther-
mal reception as indistinguishable processes from a biolog-
ical standpoint, and the terms are used interchangeably.
Additionally, this treatment extends to three experimen-
tal infrared/thermal systems: snake, beetle, and bacteria.

Before delving into the specifics of biological infrared de-
tection, a brief tutorial on blackbody radiation and thermal
sources of IR is needed. Warm objects, such as mammals,
emit energy in the infrared part of the electromagnetic
spectrum. Table 1 lists three different temperatures: 300 K
is listed as a background temperature, 310 K is listed to
represent 37◦C prey, and the 1000 K listing is representa-
tive of a forest fire. The 310 K listing and the 1000 K listing
pertain to the snake model and beetle model of infrared

Table 1. List of Blackbody Infrared Emission Values For
Objects at Various Temperatures

Bandpass Flux Bandpass Flux
Temperature λmax Total Flux 3–5 Microns 8–12 Microns

(K) (µm) (W/cm2) (W/cm2) (W/cm2)

300 9.66 4.59e-02 5.84e-04 1.21e-02
310 9.35 5.23e-02 8.31e-04 1.42e-02
1000 2.90 5.67 2.04 5.04e-01
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reception, respectively, because each system tries to detect
objects at these temperatures.

At first glance, the main difference between snake-
based and beetle-based infrared detection is the wave-
length region of peak intensity (λmax). Cooler objects, for
example, mammals at 37◦C, emit maximally in the far-IR,
in the 8–12 µm atmospheric transmission window. As an
object becomes hotter, for example, a forest fire at ∼750◦C,
the λmax shifts to shorter wavelengths that place it in the
3–5 µm atmospheric transmission window. Roughly two
orders of magnitude more total flux come from a 1000 K
object compared to that from a 310 K object. An object at
310 K emits 27% of its total flux in the 8–12 µm bandpass
and 1.6% in the 3–5 µm bandpass. Alternatively, an object
at 1000 K emits 8.9% of its total flux in the 8–12 µm band-
pass and 36% in the 3–5 µm bandpass. This discussion of
infrared emitting objects and which is the better emitter is
important to keep in mind as we discuss biological infrared
detectors.

Bacterial Thermoreception

Cellular processes are influenced by temperature, and
therefore, cells must possess temperature-sensing devices
that allow for the cell’s survival in response to ther-
mal changes. Virtually all organisms show some kind of
response to an increase or decrease in temperature, but
sensing mechanisms are not well understood. When bacte-
rial cells are shifted to higher temperatures, a set of pro-
teins known as “heat-shock” proteins are induced. These
proteins include molecular chaperones that assist in re-
folding proteins that aggregate at higher temperatures as
well as proteases that degrade grossly misfolded proteins
(12,13). Changes in temperatures can also be sensed by
a set of coiled-coil proteins called methyl-accepting pro-
teins (MCPs), that regulate the swimming behavior of
the bacterium Escherichia coli (14). Coiled-coil proteins
are formed when a bundle of two or more alpha-helices
are wound into a superhelix (Fig. 6) (15). The MCPs can
be reversibly methylated at four or five glutamate residues
(16). Methylation and demethylation, it is presumed, is
the trigger that dictates the response during temperature

Figure 6. A cartoon showing the coiled-coil structure of MCP-II
from Escherichia coli.

changes. The mechanism through which MCPs sense tem-
perature is still not fully understood. In Salmonella, a
coiled-coil protein known as TlpA has been identified as a
thermosensing protein (17). TlpA regulates the transcrip-
tion of genes by binding to sequence-specific regions on
the DNA molecule. At low temperatures (<37◦C), TlpA in-
teracts with another molecule of TlpA to form a functional
(dimeric) molecule. As the temperature increases, TlpA dis-
sociates from itself and becomes nonfunctional. However,
the unwinding of TlpA helices is highly reversible, and a
downshift in temperature leads once again to the formation
of functional dimers. Because TlpA is not irreversibly dena-
tured, it serves as an active thermosensing device. The fact
that the denaturation and renaturation process is rapid al-
lows cells to adapt quickly to changes in temperature. As
shown in Fig. 7, the change in the structure of TlpA was
measured by circular dichroic spectroscopy as a function
of temperature. We observed that the thermal unfolding–
folding is reversible and the protein displayed 100% recov-
ery. To date, of all the proteins tested by us, TlpA exhibits
the highest degree of reversibility with respect to this ther-
mal unfolding transition. It is likely that TlpA, as well as
MCPs, represent an adaptation of the coiled-coil motif as a
temperature sensor by coupling its folding and unfolding to
temperature cues. In addition, the ability of short synthetic
coiled-coil peptides to undergo rapid thermal denaturation
and renaturation (Naik and Stone, unpublished observa-
tions), suggests that the coiled-coil motif would be a model
for designing new peptide-based thermosensing devices.

Snake Infrared Reception

The longest and best studied system of biological infrared
sensing is the snake system. Snakes from two families,
Crotalidae (pit vipers) and Boidae (boas and pythons), can
sense infrared radiation by using specialized organs. In the
crotalines, two infrared pit organs are positioned on either
side of the head between the eyes and upper jaw. In boids,
an array of infrared pit organs line the upper and lower
jaw, and the number of pit organs is species specific. The
ability of these organs to detect thermal energy was first
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Figure 7. Reversibility of the thermal unfolding of TlpA.
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 2 µm

Figure 8. SEM micrograph of IR pit organ surface.

described by Noble and Schmidt in the 1930s (18). Bullock
and co-workers at UCLA further defined this area by their
electrophysiological studies in the 1950s. His publications
from this period continue as the referenced sources for the
stated sensitivity of 0.003◦C for crotaline infrared pit or-
gans (19,20). Hartline continued to further the study of
thermoreception in snakes throughout the 1970s, and he
wrote a wonderful review article for the layperson in 1982
(21). For more than three decades, the center of snake in-
frared research has been in Japan based on the work of
Terashima and Goris. Recently, this group published a book
that compiles their research papers from this past decade
(22).

Much of this previous body of work has been electro-
physiological and descriptive using electron microscopy
techniques. We recently published a detailed examina-
tion of the morphology of Boidae infrared pits using both
atomic force microscopy (AFM) and scanning electron mi-
croscopy (SEM) (23). Our results were consistent with the
earlier results of Amemiya et al. (24). In both publications,
the function of the unique surface morphology that covers
the infrared pit organs was speculated about (see Fig. 8).
This speculation centered on the hypothesis that unwanted
wavelengths of light, that is, visible, were being scattered
and desired wavelengths of light, that is, infrared, were
being preferentially transmitted.

To prove the speculation about visible light, we con-
ducted a series of spectroscopy experiments to test the
spectral properties of infrared pit scales compared to other
parts of the snake (Fig. 9). This data suggested that the IR
pit organ surface microstructure indirectly aids infrared
detection by scattering unwanted visible wavelengths of
light. Using various samples and repeated measurements,
there was consistently more than a fourfold reduction
in the amount of transmitted visible light. This loss of
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Figure 9. Fiber-optic spectrophotometry, visible wavelengths.

transmission was attributed to scatter due to measure-
ments using a helium–neon laser at 632 nm and a silicon
detector. Shed IR pit skin transmission dropped faster as a
function of detector distance compared to eye scale trans-
mission; this indicated an increased scattering angle and
limited sample absorption. The increased visible light scat-
ter can be accounted for by using a simple Rayleigh model
of scatter and incorporating the micropit dimensions of dif-
ferent snakes (23).

This difference in skin surface morphology as a func-
tion of location on the snake is a wonderful example of
evolved tissue engineering. These unique dimensions are
confined to a few square millimeters within the IR pit or-
gan. From the standpoint of chemical composition, there
is no difference, as indicated by FT-IR analysis (Fig. 10).
The FT-IR spectra from shed IR pit skin and shed spectacle
(eye) skin are identical to the amide bands of keratin that
dominate the absorbance profile. Interestingly, note that
regions of high skin transmission correspond to regions of
high atmospheric transmission (3–5 and 8–12 microns).

As mentioned previously, the sensitivity of crotaline (pit
viper) infrared detection, widely stated as 0.003◦C, refers
to the seminal work by Bullock and co-workers (20). How-
ever, this value was never measured directly but rather ex-
trapolated from calculated assumptions. Furthermore, the
measured values were determined as water was running
over the pits—a conductive mode rather than a radiant
mechanism of heat transfer. The function of prey detection
has been studied extensively for these sensors (25). Bear-
ing this function in mind, we attempted to examine the
phenomenon of snake infrared reception in the context of
the thermal radiative transfer among the sensor, prey, and
background.

The actual molecular mechanism for infrared pit organ
function is an active area of research in our group and
others. Several models were proposed by de Cock Buning,
and based on his work, we sought to construct a radia-
tive transfer model that would measure the radiant flux
of a biological object as a function of distance (26–28). De
Cock Buning (27) presented thresholds and corresponding
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Figure 10. FT-IR analysis of shed crotaline skin.

detection ranges, but this analysis did not take into ac-
count the form factor relationships between emitter and
detector and ignored the effect of the thermal background
from the soil and atmosphere. The output from our model
is the change in radiant flux (�Q) at the infrared pit organ
as a 37◦C object is moved. When this value becomes neg-
ative, the object (prey) no longer has a thermal signature
greater than the background—essentially, it becomes in-
visible from an infrared, or thermal perspective. What was
surprising in this analysis was how quickly the �Q value
became negative, indicating extremely short detection dis-
tances of the order of <4 cm. The specifics of this model
have been published elsewhere (29).

This modeling result raises very probing questions
about the function of the infrared pit organs and suggests
limited function in long-range prey detection. Instead, we
agree with the speculation of Theodoratus et al. that IR
sensing may be playing a role in strike orientation (25).
Interestingly, when we apply this same type of model-
ing analysis to the beetle infrared system, we agree with
the sensing distance quoted by Schmitz that a 10-hectare
fire can be sensed at a distance of 12 km (see later) (30).
This limited detection distance also raises questions as to
how this research can contribute to IR sensor technology.
Approaches that we are taking to increase the efficiency
of biological thermal detection are covered in Biomimetic
Applications.

Beetle (Melanophila acuminata) Infrared Sensing

The Buprestid family of beetles encompasses the genus
Melanophila; for almost sixty years, research has shown
that it is attracted to fires and smoke (31). Evans published
the first scientific analysis of Melanophila acuminata’s re-
sponse to specific infrared wavelengths (32). This early
work documented Melanophila’s ability to detect forest
fires at extreme distances. A current estimate is that it can
detect a 10-hectare fire at a distance of 12 km, but distances
as long as 50 km were proposed in the early literature

(30,31). The obvious question is why these particular bee-
tles are attracted to forest fires. The answer is that many
insects are drawn to forest fires because the burnt trees
lack a natural defense against insect larvae and M. acumi-
nata is the best characterized insect in this regard.

Estimated forest fire temperature is between 500 and
1000◦C. We have chosen 1000 K as an approximate median,
and as mentioned in the introduction to this section, an ob-
ject at this temperature would emit radiation maximally
around 3 µm. Therefore, this family of beetles responds to
a fundamentally different part of the infrared spectrum,
the 3–5 µm atmospheric transmission window, compared
to snake infrared reception at longer infrared wavelengths.
Another distinction between the two systems is that snake
IR reception is definitely thermal and may or may not in-
volve mechanoreception; however, it is most likely that
Melanophila IR reception is based on mechanoreception.
In a recent report, Gronenberg and Schmitz analyzed the
neurons from M. acuminata IR sensilla and postulated that
they evolved from mechanosensory ancestors (33).

The IR pit organ of M. acuminata is a small structure
that measures approximately 450 × 200 µm. Melanophila
possess two such organs under the second set of meso-
thoracic legs. Each organ is comprised of 70–100 spherical
sensilla that are approximately 15 µm in diameter each
(Fig. 11). The only other components of the IR organ are

Figure 11. Optical microscope image of Melanophila acuminata
IR organ.
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numerous wax glands that, it is hypothesized, keep the or-
gan free of dust and dirt (34). The chemical composition of
insect cuticle (chitin) and the secreted wax contain numer-
ous C–H, N–H, and O–H chemical bonds that respond via
stretch and vibrational resonances in this 3–5 µm wave-
length range. Upon absorption of 3-µm radiation from a
sufficiently hot thermal source, for example, a forest fire,
the sensillum are thought to expand approximately 1 nm.
This minute expansion is sufficient to trigger the firing of
a mechanoreceptor at the base of each sensillum.

From an application standpoint, the IR pit organs
of M. acuminata are a much more attractive target for
biomimetic EM sensing. The known mechanical nature of
the organ and the unique morphology of the sensilla make
attractive targets for replication in a biosensor. In fact, we
have begun to view this organ as nature’s equivalent to the
Golay detector developed in the 1950s. The following is a
definition from Hudson’s book on infrared detectors (35):
“(An absorber) is heated by the incident radiation, which
in turn heats the gas in the chamber. The resulting in-
crease in pressure is observed optically by the deflection
of a small flexible mirror.” If one were to replace the small
flexible mirror by a mechanosensitive neuron, this defini-
tion of a Golay cell’s operation becomes very similar to the
way Melanophila’s sensilla detect IR radiation. Particulars
regarding this type of biosensor development are covered
in the next section.

ELECTROMAGNETIC APPLICATIONS
OF BIOMIMETIC RESEARCH

When examining the landscape of biomimetics, the appli-
cation is obvious in many areas, and many of these appli-
cations are defense-related. The study of fish swimming
has obvious tie-ins to underwater locomotion and naval
interests (36). Much of the work in structural biomimet-
ics has Army interest due to the potential of producing
next-generation, lightweight armor based on naturally oc-
curring, biological composites (37,38). From a commercial
standpoint, few biomimetic results have been as exciting
as the recent successes in the biocatalyzed formation of
silica and silica polymerization (39,40). A major portion
of our economy, especially the technology sector, is based
on manipulating silicon. It is easy to see why the ability to
manipulate this element under benign, ambient conditions
by using enzymes has many people excited.

Sensing electromagnetic radiation is of particular in-
terest in aviation because of the increasing distances over
which sensors operate. The ability to detect EM in the
infrared without cryogenics has been an important tech-
nology driver because of increased sensor reliability and
reduced payloads. The latter are becoming more impor-
tant as space migration dominates defense and commer-
cial interests. Against this backdrop, it is easy to see why
biomimetics, and in particular biomimetic EM sensing, has
been a growing part of research in many funding agencies.

We already discussed in the first section (Biological
Ultraviolet and Visible Systems) how nature evolved in-
credibly intricate coatings and patterns to reflect, ab-
sorb, and transmit light. The complexity of these natural

coatings has made replicating them a challenge. Many of
the curved surfaces involved in biological coatings, for ex-
ample, the hawkmoth’s corneal nipples and Melanophila’s
domed IR sensilla, would require gray-scale lithography,
which at present is not a “standard” technique in micro-
and nano fabrication. However, the 15-µm domed structure
of each IR sensillum is giant compared to the feature sizes
currently being produced by the microprocessor industry.
Commercial companies are currently engaged in applying
advanced lithographic procedures to replicate biological
surfaces, and many of these lithographic techniques are
being applied to nonstandard, that is, nonsilicon, materi-
als like germanium (41).

The ability of insect structures like hairs or microscopic
spines to gather electromagnetic radiation was postulated
by Callahan (42). In that publication, insect antennae are
considered dielectric waveguides that work in the infrared.
Similarity is drawn between this biological structure and
a drawing of an electromagnetic wave energy converter
(EWEC) that was patented through NASA (US Pat. No.
3,760,257) for converting microwave EM energy into elec-
trical energy (42).

In our own research, replicating the surface structure of
boid and crotaline infrared pit organs has been a top prior-
ity. We feel that the replicating this surface structure would
be an important advancement in optical coatings for in-
frared optics. The micropits of the IR pit organ are approxi-
mately 300 nm in diameter and the scale ridges are spaced
at 3.5 µm. This latter dimension has implications in the
infrared, and the former dimension has visible light conse-
quences, as mentioned earlier. In recent publications, we
have reported successful holographic duplication of snake
scale structure in a photopolymer matrix (43,44). In us-
ing a holographic approach, light is used to record the fine
details of a biological surface. By combining this “reading”
beam and a reference beam, the resulting interference pat-
tern can record a multitude of biological information.

Before proceeding from coatings to the application of
biomimetics to infrared sensors, we will briefly review the
state of artificial or man-made sensors. For further refer-
ence, Infrared System Engineering by Richard Hudson is
an excellent source of information (35). Broadly, infrared
sensors fall into two categories: thermal and photon (quan-
tum) detectors. On the thermal side are thermocouples,
thermopiles, bolometers, and pneumatic (Golay) detectors.
The microbolometer format currently dominates this class
of noncooled IR detectors in state-of-the-art detectors. On
the photon detector side are photoconductive, photovoltaic
(p-n junction), and electromagnetic detectors. In general,
this class of detectors is cryogenically cooled and made from
semiconductor materials. In comparing these two classes of
detectors, speed has always been a big differentiator; ther-
mal detectors respond relatively slowly times (ms) versus
photon detectors (µs).

From a biological perspective, it is clear that biological
infrared sensing is thermal. This conclusion arises from
the fact that the pit organs are not made of semiconduc-
tors and that IR photons in the mid- to far-IR region of the
EM spectrum simply lack sufficient energy to catalyze or
trigger a conventional biochemical reaction. This is graphi-
cally represented in Fig. 12; the energy required to move an
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Figure 12. Graph of energy (quanta) as a function of wavelength
for various detector materials.

electron into the conduction band is plotted on the y axis
and the wavelength on the x axis. In a photon detector,
arriving quantized energy displaces electrons from the va-
lence band to the conduction band. In semiconductors like
InSb (indium antimonide), the forbidden energy gap is
small, so that the energy contained in a mid- to long-IR
photon is still sufficient to move an electron across this
barrier. A material such as silicon has a larger forbidden
energy gap, so that a photon past ∼1 µm in wavelength no
longer possesses enough energy to move an electron into
the conduction band (Fig. 12). If one extends this treatment
to a generalized protein, the main intrinsic absorption at
220 nm (via the amide bond) correlates with an energy gap
that can be bridged only by high-energy photons outside of
the infrared region of the EM spectrum. Even highly conju-
gated biological chromophores, for example, chlorophylls,
cannot use light that is beyond the very near-infrared.

After reaching this conclusion that biological infrared
sensing is thermal, how then does one apply this knowledge
to new detector strategies? To compete with an artificial
inorganic detector that directly converts a photon to an
electron, one needs to make the biological thermal process
more efficient. In a biological system, infrared photons are
absorbed in the form of bond vibrational and stretch reso-
nant frequencies inherent in the chemical structure of the
tissue. This molecular motion is eventually dissipated as
thermal energy on a very minute scale. We believe that this
is enough of a thermal change to alter the dynamic ionic
concentration gradient maintained in the terminal nerve
masses of the IR pit organ that eventually leads to a change
in the neuronal firing rate. This change in neuronal firing
rate is interpreted by the brain as either “hot” (increased
rate) or “cold” (decreased rate). A successful biomimetic
approach would simplify this process by engineering the
“trigger” in this process, the original IR absorbing biologi-
cal macromolecule.

A model for this engineering process is the aforemen-
tioned bacterial thermoproteins. The ability to manipulate
bacterial genes easily and produce the desired recombi-
nant proteins via fermentation make this a model sys-
tem. To increase the efficiency of this biological system, we
are exploring ways of optically sensing thermally induced

Thermoprotein/polymer
film layer

Vapor-deposited
thin gold film

Incident light

IR or thermal energy

Reflected light

Change in θ proportional
to change in T

Substrate
(IR transparent window)

θ

Figure 13. Schematic drawing of a thermal sensor based on a
thermoprotein.

changes in protein structure. The use of circularly polar-
ized light in circular dichroic (CD) spectroscopy is a com-
mon laboratory technique that optically records changes
in protein secondary structure. A recent publication ex-
amined temperature-induced changes in polymer hydrogel
swelling behavior using synthetic coiled-coil domains and
CD spectroscopy (45). We are examining similar sensing
concepts, as shown in Fig. 13. A critical step in the matu-
ration of biomimetics for EM sensing will be meshing tra-
ditional synthetic polymer synthesis and processing with
biochemistry and molecular biology.

There is a growing awareness of the contribution
biomimetics can make to numerous well-established re-
search areas, of which electromagnetic sensing is a small
part. The highly interdisciplinary nature of biomimetic
work makes it difficult for a single research group to be
successful unless it truly spans several departments. The
work is not only interdisciplinary, but additionally, few
areas span basic, fundamental science to applied research
as completely as biomimetics. Bearing this grand challenge
in mind, there are still undreamed advances that can be
made by imitating nature’s optimization that has occurred
across millions of years.
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INTRODUCTION

Biosensors consist of a biologically active layer that re-
sponding to an analyte in solution and a powerful trans-
ducer that transforms and amplifies the reaction into a
measurable signal. Biosensors can constantly measure the
presence, absence, or concentration of specific organic or in-
organic substances in short response time and ultimately
at low cost. They are used commercially in health care,
biotechnological process control, agriculture, veterinary
medicine, defense, and environmental pollution monitor-
ing. A common requirement of all of these applications is
on-site chemical information—preferably in real time—on
some dynamic or rapidly evolving process. Most biosensors
are based on molecular events as they take place at the
cellular membrane or inside the cell involving enzyme cas-
cades. Their perceived advantages over existing technolo-
gies include the ability to monitor broad or narrow spec-
tra of analytes continuously in real time, and their weak-
ness is the instability of the biological molecules outside
their natural environment, which results in a restricted
lifetime for the device. The challenge is to find a matrix for
biomolecules that provides high compatibility of the mate-
rial with biological substances, low-cost fabrication, and
special optical and electrical properties to generate a signal
that measures the interaction between analytes in solution
and the receptive biological layer. It is also desirable that
it be compatible with conventional microfabrication tech-
niques to miniaturize the device or to build individually
addressable arrays.

The high surface area in conjunction with its unique
optical and electrical properties and its compatibility with
silicon microelectronics fabrication techniques has led to
the proposal that porous silicon may be a suitable material
for building sensor devices. Several different transducer
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schemes have evolved based on thin film interference,
capacitance changes, and the photoluminescent properties
of porous silicon.

HISTORICAL OVERVIEW

Porous silicon is not a newly discovered material. Ulhir
reported 45 years ago that porous silicon (PSi) is gener-
ated during the electropolishing of silicon under anodic
polarization in a hydrofluoric acid containing electrolyte
if the current density falls short of a critical value (1).
Since its first discovery, the material has been studied ex-
tensively because it was considered suitable for electronic
applications (local insulation, gettering of impurities, sac-
rificial layers, etc.). However, the impact of PSi increased
far more than expected in 1990 when Canham unexpect-
edly discovered a red bright photoluminescence from PSi
at room temperature (2). The emission of visible light from
PSi produced a sensation because the energy gap of silicon
(1.1 eV) corresponds to the infrared region and does not
explain the occurrence of photoluminescence in the visible
regime. Within months after this observation, several labs
reportedly detected visible light emission from PSi by pass-
ing an electric current through it (electroluminescence)
(3). This was a vital discovery because any optoelectronic
device that might use PSi will probably operate by conven-
tional electroluminescence. Inspired by this unique prop-
erty of PSi, the efforts of the scientific community during
the last 10 years led to much useful information about
aspects of PSi formation and its physical and chemical
properties. Despite these efforts, several aspects of PSi for-
mation and even some of the physical and chemical prop-
erties are still a matter of discussion.

POROUS SILICON FORMATION

PSi layers can be prepared chemically or electrochemically
(4). The electrochemical route starting from boron (p-type)
or phosphorus (n-type) doped silicon is mostly employed.
For most electrochemical preparations of PSi (2–6), single-
crystal silicon [(100)- or (111)-oriented wafers] is anodized
in an aqueous or ethanolic HF solution under constant
current conditions. The exact dissolution chemistry of sili-
con is still in question, although it is generally accepted
that holes are required in the initial oxidation steps. This
means that for n-type material, significant dissolution
occurs only under illumination, high electric fields, or other
hole-generating mechanisms. A couple of facts have been
gathered about the course of pore formation: (1) hydrogen
gas evolves in a 2:1 atomic ratio to silicon; (2) current ef-
ficiencies have been measured at approximately two elec-
trons per dissolved silicon atom and (3) the final, stable end
product for silicon in HF is H2SiF6 (4,5). Though the reac-
tion mechanism is still unclear and several different mech-
anistic variants for the anodization of silicon surfaces have
been proposed, a simplified sum equation can be written
for the dissolution process:

Si(s) + 6HF(aq) + 2h+ → H2SiF6 + H2 + 2H+
(aq)

One mechanistic model presented by Lehmann and
Gösele comprises an entirely surface-bound oxidation
scheme of hole capture and subsequent electron injection
to produce the divalent silicon oxidation state (7). The
silicon surface continuously vacillates between hydride
and fluoride coverage at each pair of electron/hole ex-
changes. It appears that, despite the thermodynamic sta-
bility of the Si–F bond, it does not remain on the silicon
surface in any stable, readily measured form. The present
consensus is that hydrogen exists on the silicon surface in
at least two different forms, Si–H and Si–H2 and possibly
a third form, Si–H3. For both n- and p-type silicon, low
current densities are essential in PSi formation (Fig. 1).

Low current densities ensure a sufficient amount of HF
molecules (or F− ions) at the silicon–electrolyte interface.
Because holes from the bulk silicon phase reach the bot-
toms of the pores first, silicon at the pore bottoms is pref-
erentially dissolved. This is, however, a very simple ex-
planation. Several other aspects of pore propagation are
discussed in the literature, such as image force effects,
hole diffusion, crystallography, charge transfer, quantum
confinement, and surface tension (5). Higher current den-
sities result in an excess of holes at the silicon–electrolyte
interface, and the corrosion reaction becomes limited by
diffusion of HF molecules (or F− ions). This leads to a
preferential reaction of the upper parts of the silicon
surface that results in smooth electropolishing (Fig. 1).
Because electropolishing does not occur in organic solu-
tions, it appears to depend on the formation of an oxide
layer atop the silicon surface.

The formation of pores results from the complex inter-
play of chemical kinetics, charge distribution, and differ-
ing crystal face reactivities, so it is obvious that the issue
of PSi films comprises rather different porous structures
ranging from those holding micron-sized pores to sponge-
like layers that contain nanometer-sized pores. Pore struc-
tures and dimensions are determined by a large number
of preparative conditions: doping level and type, crystal
orientation, composition of electrolyte, construction of the
electrolytic cell, anodization regime, sample precondition-
ing, and postanodization processing (5). In fact, samples
produced by different research groups are hardly compa-
rable, even if the preparative conditions are apparently the
same. No wonder great controversy exists over the mecha-
nism of PSi formation.

CHARACTERIZATION OF POROUS SILICON

The body of knowledge about PSi formation has been ob-
tained from current–voltage characteristics, as described
earlier (5). Besides electrochemistry, several other methods
have been employed to study the morphology of PSi. Among
them, transmission electron microscopy (TEM) has con-
tributed a large amount of information about structural de-
tails on individual pore propagation and silicon microcrys-
tals because it is the only method to visualize microporous
silicon directly (4). Scanning electron microscopy (SEM)
is used mainly for macroporous silicon obtained from
n-type or heavily doped p-type silicon etched at high
current densities. Scanning probe techniques such as
atomic force microscopy (AFM) are especially useful for
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Figure 1. (a) Typical current–voltage relationships for n- and p-type silicon. The solid line is the dark response, and the
dashed line indicates the response under illumination. The first (lower) current peak corresponds to a surface anodic oxide
formed during and required for electropolishing. The second (higher) current peak marks the beginning of stable current oscillations
and the possible formation of a second type of anodic oxide (5). (b) (1) The semiconductor–electrolyte interface before (left) and in thermal
equilibrium (right), (2) at forward and reverse bias, and (3) during anodic etching. n-type PSi has to be illuminated to provide holes for
the etching process. CB: conductance band, EF: Fermi energy, VB: valence band, W: width of the depletion layer.
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detecting topographical features in conjunction with ma-
terial properties such as friction, elasticity, conductance,
and energy dissipation. Quantitative data about poros-
ity and poreradii distribution may be inferred from low-
temperature adsorption and desorption of gases. The
most prominent technique, the BET (Brunauer–Emmett–
Teller) method, is based on measuring the gas volume
adsorbed by a material as a function of pressure; the BJH
(Barret–Joyner–Halendra) method uses the Kelvin equa-
tion toinfer the pore radius from gas condensation inside
the pores (8). Simple gravimetric analysis and profilometer
measurements of pore nucleation and propagation have
provided valuable information about the anodization of sil-
icon (9). Optical properties and morphological details are
studied by spectroscopic techniques such as UV-vis, Raman
and IR spectroscopy, as well as spectroscopic ellipsome-
try (10). Ellipsometry reveals information about porosity
and the dielectric function of the material and is particu-
larly useful for determining changes in the refractive index
and thickness of the material. Details of pore morphology
can also be obtained from X-ray crystallography measure-
ments, as demonstrated by grazing angle experiments us-
ing X rays and synchrotron radiation.

Key parameters that describe the overall properties of
porous material are porosity and pore radius, which de-
pend mainly on the composition and temperature of the
electrolyte, the dopant concentration, and the current den-
sity (5). Pore sizes can vary over a wide range from macro-
pores (pores >50 nm wide) and mesopores (2–50 nm) to
micropores (<2 nm). Generally, an increase in pore ra-
dius accompanies an increase in the anodization poten-
tial or current density for both n- and p-type silicon. At
low current densities, the pores are randomly oriented and
filamentlike. In contrast, the pores “pipe” at high current
densities close to the electropolishing regime. The effect of
dopant concentration on pore morphology is well explored.
The pore diameters and interpore spacings of lightly doped
p-type silicon are between 1 and 5 nm and exhibit a net-
worklike appearance. Increasing the dopant concentration
results in forming clear channels that have larger pore
diameters and directed pore growth. Although the n-type
silicon is more complex, increased dopant concentration is
characterized by decreasing pore diameter and interpore
spacing. The pore diameters in n-type PSi are considerably
larger than those of the p-type silicon at low dopant con-
centration (3,5). Electrochemical etching of lightly doped
n-type silicon wafers in the dark results in forming low
porosity materials that exhibit macropores whose radii are
in the micrometer range. Under illumination, much larger
porosities can be obtained and micro- to macropores are
found. Using p-type silicon of low resistivity, the porous
texture is always thin, and the pore size distribution is in
the 1 to 5-nm regime.

The results of a systematic study of porous layers
formed in heavily doped substrates has been published by
Herino (11). Generally, the porosity increases as HF con-
centration decreases in p-type silicon, whereas the influ-
ence of the HF concentration on the pore size of the n-type
is not very pronounced. The specific surface area is in
the range of 180–230 m2/cm3 in p-type silicon and 90–
230 m2/cm3 in n-type silicon and is not very sensitive to
the forming parameters.
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Figure 2. Photoluminescent spectra of lightly doped p-type PSi
layers of various porosities. The layer is about 1 µm thick, and the
specific resistivity of the silicon 0.2 � cm in all cases [reprinted
with permission from (10)].

OPTICAL PROPERTIES OF POROUS SILICON

The demand for visible light-emitting devices made en-
tirely from silicon is enormous because silicon is the domi-
nant material for electronic and optical devices such as
waveguides, detectors, and modulators. However, silicon is
an indirect semiconductor, and thus light emission is inef-
ficient. A direct photon transition at the energy of the min-
imum band gap does not meet the requirement of conser-
vation of momentum in silicon. Therefore, electrons at the
minimum of the conduction band need a significant amount
of time to receive the necessary momentum transfer
to recombine with holes in the valence band. Conse-
quently, nonradiative recombination reduces the quantum
efficiency considerably and results in emission of weak in-
frared wavelength light due to its small indirect band gap
of 1.1 eV (12). In 1990, Canham announced the discovery
of photoluminescence from PSi electrochemically etched at
room temperature (2). Figure 2 shows typical photolumi-
nescent spectra of p-type PSi that depend on porosity.

Tunable photoluminescence from anodically etched sili-
con is expected to have great impact on the development
of optoelectronics, filters, chemical and biological sensors,
and optical data storage, to name just a few applications.
The mechanism of luminescence, however, is still a matter
of controversial discussions. Available models can be
grouped into four classes: those based on quantum con-
finement alone, nanocrystal surface states, specific defects
or molecules, and structural disordered phases (13).
Experimental data, however, are most consistent with
the so-called smart quantum confinement model that
comprises the quantum confinement model, including
contributions from surface states (14). The general fea-
tures of light emission from PSi may be explained in
terms of reduced nonradiative recombination, as deduced
from time development of photoluminescent intensity
after short laser pulse excitation. The rather slow decay
provides evidence that reduction of nonradiative recom-
bination, rather than an increased amount of radiative
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transitions, is the reason for the enhanced quantum effi-
ciency, compared to bulk silicon. Significant light emission
is observed only for microporous silicon, and the band gap
widens (1.4–2.2 eV) as crystal size decreases, essentially
identical to the particle in the box phenomenon in quan-
tum mechanics. The increased path length of electrons
in larger crystals renders recombination with surface
defects or other mechanisms very likely. Consequently,
light emission from larger structures is poor, whereas
bright luminescence occurs in microporous material and
is accompanied by a shift to higher photon energies from
the near IR to the visible region. There is a correlation
between porosity as an indirect measure of particle size
and emissive energy. The smallest particle size is obtained
from lightly doped p-type PSi etched at low current
densities. Moreover, evidence for nanocrystallinity of the
porous material from ESR analysis, TEM measurements,
and phonon-assisted luminescence strongly support the
quantum confinement model (13). All three primary colors
were obtained, and the consequences are important for
future display applications (13,15). Many chemical sensors
based on PSi use luminescent reduction and thus provide
a transducing mechanism for quantifying adsorption of
analytes on the surface. Examples of chemical sensors
employing photoluminescent reduction are given later.

Because recent biosensor developments are based on
the dielectric function of PSi films, it is instructive to re-
view briefly the reflectance and transmission of PSi layers
and emphasize interference patterns and suitable effec-
tive medium approximations. The dielectric function ε (ω)
connects the dielectric displacement D to the electric field
vector E (12). The polarization P represents the part of
D that arises due to polarization of the dielectric mate-
rial induced by an external electrical field. The total po-
larizability of matter is usually separated into three parts:
the electronic, ionic, and dipolar. The dielectric constant at
optical wavelengths (UV-vis) arises almost entirely from
electronic polarizability, and the dipolar and ionic contri-
butions are small at high frequencies (Fig. 3).

The dielectric function is not a constant but depends
strongly on the frequency of the external electrical field.
The frequency dependence of the dielectric function arises
from relaxation processes, vibrations of the electronic sys-
tem and atomic cores, that are accompanied by macroscopic
polarization. At certain wavelengths, however, it is reason-
able to assume a constant value. The dielectric function of
a solid can be inferred from measuring the reflectivity, re-
fractive index, and absorbance, all functions that are ac-
cessible by optical spectroscopy. The real and imaginary
function of the dielectric function can be accessed from
reflectivity measurements. The refractive index n(ω) and
the extinction coefficient K(ω) are related to the reflectiv-
ity r(ω) at normal incidence in vacuum by (16)

r(ω) = n + iK − 1
n + iK + 1

. (1)

By definition, n and K are related to the dielectric function
by

√
ε(ω) = n + iK. (2)

The measured quantity is the reflectance R(ω), which is
related to the reflectivity r(ω) by its complex product:

R(ω) = E∗
ref Eref

E∗
inc Einc

= r∗r, (3)

where Eref is the electric field vector of the reflected light
and Einc that of the incoming light. The following de-
scription of thin film interference provides the necessary
foundation to understand the functioning of most popu-
lar biosensors based on the shift of interference fringes
that arise from reflections at thin transparent PSi layers.
Because PSi can be described as a film of a particular di-
electric function different from that of bulk silicon, it is
instructive to look at wave propagation in thin films on
solid supports. Assumption of transparency due to the high
porosity of PSi simplifies the treatment. At the interface
between two media that have different refractive indices
(n1 and n2), an incident wave is partially transmitted in the
medium and reflected (Fig. 4).

This follows from the boundary conditions for elec-
tric and magnetic fields. Reflectivity and transmission
coefficients can be obtained from the Fresnel equations
which can be simplified for normal incidence and ideal
transparent media by taking K = 0.

In the visible range, the dielectric function of PSi may be
described by an effective medium approximation (EMA).
Porous silicon consists of two media, the pore filling and
the pore walls. The geometry of the pores determines the
way the dielectric functions of these two media can be
combined to give an effective dielectric function between
that of silicon and the pore filling medium. The following
section briefly summarizes the most prominent effective

Infrared

Frequency

Total polarizability (real part)

UHF to
microwaves

Ultra-
violet

α-dipolar

α-ionic

α-electronic

Figure 3. Frequency dependence of the different contributions to
polarizability (12).
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Figure 4. Concept of thin film interference. The incoming light is
reflected at the PSi surface whose thickness is l and combines
with the light beam reflected from bulk silicon to form an in-
terference pattern. The path difference between the two rays is
δ = abc = 2n2lcos(α). n1: refractive index of the upper medium;
nm: refractive index of the pore filling medium; n3: refractive in-
dex of bulk silicon; and n2: refractive index of the porous layer that
has a pore filling.

medium theories (10), that are applicable to PSi films. The
Maxwell-Garnett approach for two media is given by

εeff − εm

εeff + 2εm
= (1 − p)

ε3 − εm

ε3 + 2εm
, (4)

where p is the porosity of the material, εeff the effective di-
electric function, ε3 the dielectric function of bulk silicon,
generally the host material, and εm denotes the dielectric
function of the medium inside the pores—air or liquid in
most sensors. The simple Maxwell-Garnett model is a good
approximation for highly porous, spherical particles at a
large distance from each other. It is seldom applied to PSi.
The Bruggeman approximation is most frequently used
to describe the effective dielectric function of two or more
different media:

p
εm − εeff

εm + 2εeff
+ (1 − p)

ε3 − εeff

ε3 + 2εm
= 0. (5)

A concept for highly porous solids is provided by the
Looyenga model that also involves one parameter, the
porosity, to describe the microtopology of the material:

ε
1/3
eff = (1 − p)ε1/3

3 + pε1/3
m . (6)

Theiss and co-workers developed a more realistic ap-
proximation taking into account the strength of perco-
lation and a broadening parameter of resonances (10).
This three-parameter approach is a good compromise be-
tween the general model from Bergmann that has a nor-
malized distribution function g (n,p) of so-called geometri-
cal resonances and the simple one-parameter approaches.
Porous silicon multilayers or superlattices may serve as a
material for interferometric devices that lead to a number

of different applications in the design of Fabry–Perot inter-
ferential filters, distributed Bragg reflectors, and interfero-
metric biosensors. Illumination of the porous matrix by
white light leads to a characteristic interference pattern in
the reflectance spectrum. Assuming smooth surfaces and
a negligible absorption coefficient, one may infer the effec-
tive optical thickness n2l, where l is the thickness of the
layer and n2 the refractive index of the effective medium
from the reflectance spectrum that displays interference
fringes due to alternating constructive and destructive
interference of the light reflected from the top and bottom
of the porous layer. Assuming an incident angle of 0◦, the
reflectance R of a thin PSi layer is given by

R = r2
1 + 2r1r2cos

( 4π

λ
n2l

) + r2
2

1 + 2r1r2cos
( 4π

λ
n2l

) + r2
1r2

2

, (7)

where r1 is the reflectivity at the interface between the
medium on top of the film (n1) and the porous layer (n2)
and r2 is the reflectivity at the interface PSi (n2) and bulk
silicon (n3):

r1 = n1 − n2

n1 + n2
,

r2 = n2 − n3

n2 + n3
. (8)

Constructive interference occurs if the path difference
fulfills δ = 2n2l and is a multiple of the wavelength mλ =
2n2l (m = 1, 2, 3 . . .) that marks the distance between the
interference maxima. It is instructive to consider the mini-
mum and maximum reflectance at normal incidence. Eva-
luation of Rmin and Rmax permits one to obtain the effec-
tive refractive index of the PSi layer from interference
measurements without knowing the thickness of the layer
(n3 > n2 > n1):

Rmax = (n3 − n1)2

(n3 + n1)2 ,

Rmin =
(
n2

2 − n1n3
)2(

n2
2 + n1n3

)2 . (9)

For n2 > n3 > n1, the expressions for Rmin and Rmax are
vice versa, but this does not apply for PSi. Because the re-
fractive index of the porous matrix is smaller than that of
bulk silicon, one has to take into account that the reflecti-
vity of the whole system is smaller than that of bulk silicon.
Lower n2, however, results in steeper fringes, as shown in
Fig. 5. Correction terms for finite roughness at both inter-
faces of the PSi layer were introduced by Lérondel et al.
(17). Theiss and co-workers established a theory account-
ing for thickness variations (10).

The preceding treatment considers merely two-beam in-
terference. However, multiple internal reflections occur in
transparent films that give rise to sharper maxima than
sinusoidal curves. An exiting wave, either in reflection or
transmission, will combine the waves that have corres-
ponding phase increments at each stage. It can be shown
that the intensity of the transmitted light (a geometric
series) gives a Lorentzian function. Multiple PSi layers
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Figure 5. Simulated reflectance spectra of PSi exposed to air. The
layer was 3.5 µm thick, the refractive index of bulk silicon 3.7,
and the effective refractive index of the porous layer was chosen
as 1.25 (dotted), 1.5 (solid), and 2 (dashed line). The maximum of
the spectrum is limited by the differences between the refractive
index of the outer medium and that of bulk silicon, and the fringe
visibility increases as the refractive index of the PSi rises.

require more cumbersome mathematics but are of great
commercial interest in designing Bragg reflectors charac-
terized by an alternating sequence of layers of low (L) and
high (H) porosity [air–HLHL (×n) HLHL–PSi] so called
random PSi multilayers (10,18).

For successful comparison between experimental and
simulated spectra, it is important to find reasonable ref-
erencing. For instance, a simple measurement gives the
intensity I(ω) = R(ω)I0(ω), in which I0(ω) contains all
spectral features of the incident light source. Therefore,
the reflectance R(ω) can be obtained only if I0(ω) is mea-
sured as accurately as possible by using highly reflective
reference samples such as metal-coated smooth surfaces
of known reflectivity. Reflectance spectra of bulk silicon
can be described very well by a constant and real dielec-
tric function where ε∞ = 11.7 and a Drude contribution
from the absorption of free carriers that depends on the
doping level (10). In transmission spectra of thick silicon
wafers, typical absorption bands that arise from carbon
(610 cm−1) and oxygen (1105 cm−1) impurities occur, as
well as multiphonon excitations. The dielectric function
of freshly prepared PSi is governed by Si–H vibrations,
which can be modeled by harmonic analysis, assuming
a Gaussian distribution of resonant frequencies. Stretch-
ing, scissors, and wagging modes are found. A comparison
with spectra obtained from Si–H-terminated amorphous
PSi samples shows significant difference in resonant fre-
quencies and bandwidths. Although silicon (lightly doped)
is sufficiently transparent in the IR region, accurate con-
version from transmission to absorbance is not possible
because the reflectivity of bare silicon as the reference and
PSi differ significantly from each other. This is due to the
lower effective refractive index of PSi compared to bulk
silicon and multiple beam interference within the porous

layer. Interference patterns in the infrared show up as a
baseline. Therefore, reflectance rather than transmission
techniques are recommended to cope with this problem for
routine measurements.

Optical reflection spectroscopy in the UV-vis has been
employed to investigate the electronic band structure be-
cause direct transitions occur that contribute significantly
to the dielectric function of PSi. Transmission is usually too
weak near the interband transitions, and the penetration
depth of UV light is small. Within the reflectance spectrum,
there is a clear distinction between the low-frequency
region of transparent PSi that gives rise to the formation
of interference fringes and the high-frequency part (UV)
where no radiation is reflected from the interface between
PSi and bulk silicon. In the UV region, a broad peak is de-
tected due to the vast number of dipole-allowed transitions
that arise from the complex microstructure of PSi (Fig. 6).
The peak broadens as porosity increases and thus gives rise
to the assumption that quantum size effects play a key role.

Effective modeling of the dielectric function remains to
be elucidated, although introducing a sufficient number of
extended oscillatory terms provides good agreement with
experimental data. Once a model for the dielectric function
of the pore walls has been found, EMA theories need to
be employed to ensure the “right averaging” between the
dielectric function of the pore-filling and the silicon pillars.

FUNCTIONALIZATION OF POROUS SILICON SURFACES

Any chemical or biochemical sensor is based on a highly
specific receptive layer. These layers are best prepared
by chemical reactions of the PSi surface. A large number
of mild chemical reactions have recently been developed
(Scheme 1) to modify PSi surfaces for optical and sensor
applications (19). The formation of PSi by anodic dissolu-
tion of crystalline silicon in a HF-based electrolyte leads
to a hydride-terminated silicon surface that is the starting
point for a variety of modifying procedures.

Si–H-terminated Surfaces

A PSi surface obtained by an anodic or chemical etch of
crystalline silicon using HF comprises Si–Hx (x = 1, 2, 3)
bonds that can be readily oxidized and hydrolyzed, single-
bonded Si–Si groups, and Si atoms that have free va-
lences (dangling bonds). In the last few years, new reaction
schemes have been developed based on hydride-terminated
PSi layers.

Formation of Si–O–C-Bonds

Chemical reactions at the surface of electronic materi-
als can be very different from the corresponding solution-
phase transformations. In particular, the electronic struc-
ture of the semiconductor provides a source of electrons
and holes that can be used to induce surface reactions. For
example, for a nucleophilic attack on n-type Psi, the surface
is brought under positive potential control. This is called
the reverse-bias condition, where the applied potential
adds to the band bending potential, thereby increasing the
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Figure 6. Measured (solid lines) and calculated (dotted lines)
reflectance spectra of A 61%, B 71%, and C 79% porosity layers
1 µm thick [reprinted with permission from (10)].

barrier height. As a result, in n-type silicon, an excess
of positive charges in the semiconductor renders the sili-
con surface susceptible to nucleophilic attack. Nucleophiles
such as H2O and CH3OH react with this surface of reverse-
biased PSi (20). Less active nucleophiles such as trifluo-
roacetic, acetic, and formic acids, however, react only with
the silicon surface and produce a silyl-ester-modified sur-
face upon irradiation (20–22). Because this kind of re-
action takes place only under illumination, porous sili-
con can be photopatterned by illuminating the surface
through a mask during the derivatization procedure. Es-
terfication changes the chemical and physical properties of
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silicon surfaces. The ester-modified surface is hydrophilic
as opposed to the hydrophobic, native, hydride-terminated
surface. Reaction of an ester-modified surface with
organomethoxysilanes results in replacing the ester by
organosilanes, and they do not react with hydride-
terminated surfaces. Reactions that are not based on
photo- or electrochemical methods were carried out by
Laibinis and co-workers using alcohols under modest heat
that resulted in the forming Si–O–C bonds (23,24). The
major disadvantage of a surface modification based on Si–
O–C bonds is their limited stability in aqueous solution.
The Si–O bond in this case is readily hydrolyzed and limits
the applicability of these functionalized surfaces to sensor
devices.

Formation of Si–C Bonds

Since Canham and co-workers discovered the photolumi-
nescence of PSi in 1990, modification and characterization
of photoluminescent PSi surfaces has become an area of
intense interest. However, hydride-terminated silicon oxi-
dizes slowly in air, often resulting in the loss of photo- and
electroluminescent properties. Many studies addressed the
chemical properties of H-terminated silicon surfaces to
protect PSi from losing its luminescent properties and to
prepare PSi that is chemically stable. The attachment of
species to silicon surfaces by forming Si–C bonds (25) pro-
vides greater stability to oxidation. Methyl groups were
grafted on PSi surfaces by an anodic electrochemical stim-
ulus using CH3MgBr or CH3Li (26,27). Without photo- or
electrochemical methods that often proceed by oxidizing
the substrate, it is possible to derivatize PSi surfaces by
using a variety of Grignard (23,24,28) or aryllithium and
alkyllithium reagents (29,30) at room temperature. Si–Li
species on the surface are readily hydrolyzed by water re-
sulting in considerable surface oxidation and thus, loss of
photoluminescence. However, surface-bound lithium can
also be replaced by H– or acyl species that reduce the
rate of air oxidation. Greater stability to hydrolysis and
oxidation can be obtained by using hydrosilylation re-
actions applicable to a wide range of different PSi sam-
ples, independent of doping and pore morphology. Hydrosi-
lylation of native hydride-terminated PSi can be induced
by Lewis acids (31–35). Insertion of alkenes and alkynes
into surface Si–H groups yields alkyl or alkenyl termina-
tion, respectively. Robins et al. (36) reported on electro-
chemical grafting of terminal alkynes. Cathodic electro-
grafting attaches alkynes directly to the surface, whereas
anodic electrografting yields an alkyl surface. Hydropho-
bic surfaces capped by a monolayer of long alkyl chains
are dramatically stabilized under chemically demanding
conditions, such as basic solutions, compared to nonfunc-
tionalized PSi. High surface coverage and short reaction
time were achieved by an electrochemical method based
on the reductive electrolysis of alkyl iodide, alkyl bromide,
and benzyl bromide (37).

Silicon OH-Terminated Surfaces

Besides direct use of Si–H-terminated surfaces as obtained
from a HF etch, the PSi surface can first be oxidized, re-
sulting in an OH-terminated surface that has a layer of
SiO2 underneath. Several methods have been employed

that partly transform silicon into silica (19). The extent
of oxidation depends on the procedure. Porous silicon that
has very stable photoluminescent properties can be gener-
ated by rapid thermal oxidation in O2 at high temperature
(38). Then, the surface is then coated by a thick silicon ox-
ide layer and is stable in air indefinitely. However, only a
few OH groups are exposed. Other techniques have been
evolved, including chemical oxidation using reagents such
as hydrogen peroxide, nitric oxide, and ozone, leading to
an OH-terminated PSi surface.

Silane Chemistry

Traditionally, almost all of the chemistry of silicon at
moderate temperatures and pressures is based on OH-
terminated surfaces. Common examples are the use of sub-
stituted chloro- and alkoxysilanes to form self–assembled
monolayers of organosilanes (39,40). Trichloro- and tri-
alkoxysilanes react with OH groups on the PSi surface
but also cross-react with themselves to form an organosi-
lane network, depending on the conditions. A sole reac-
tion of organosilanes with OH groups on the surface can
be accomplished by using monofunctional instead of tri-
functional silanes. However, the surface coverage in this
case depends strongly on the number of available OH
groups, which in turn is determined by the oxidation
procedure.

Si-Halide-Terminated Surfaces

A variation of traditional silane chemistry starting with
Si–OH species is the formation of reactive Si halides on
the PSi surface. Exposing a Si–H-terminated surface to
halogen vapor breaks Si–Si bonds and creates Si halide
species (41,42). The Si halide surface is then exposed to a
silanol or an alcohol to generate Si–OR surfaces. The halo-
genation route avoids the need to generate a silicon oxide
surface before derivatization. Exposure to air leads to oxi-
dation of only the outer layer of Si atoms and leaves a large
number of OH groups behind. However, in contrast to other
oxidation procedures, Si–H groups are still present on the
surface and make PSi susceptible to hydrolysis and further
oxidation. A different strategy was followed by Lewis and
co-workers (43), who functionalized silicon with an alkyl
layer by first chlorinating the H-terminated silicon surface
with PCl5. The Si–Cl surface is then treated with an alkyl
Grignard or alkyllithium reagent to generate the surface-
bound alkyl species.

POROUS SILICON CHEMOSENSORS

Most chemical sensors based on PSi use the material’s
unique property to emit light efficiently at room tempera-
ture. Reversible reduction of photoluminescence due to the
specific or nonspecific adsorption of analytes from vapor to
the porous matrix renders PSi a fast responding sensor
for many vapors and, if suitably functionalized, for adsor-
bents in liquids. A typical photoluminescent spectrum of
PSi usually has a bandwidth of 200 nm and the wave-
length of maximum emission varies from 500–900 nm.
Time-resolved spectroscopy revealed half-lives of the or-
der of several tens of microseconds at the high wavelength
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limit of the spectrum and 5 µs at the blue end. The decay
is indicative of a distributed number of emission lifetimes
rather than a single one. This is readily explained by an
ensemble of different quantum structures of varying sizes
that give rise to a broad emission spectrum that has a dis-
tribution of lifetimes. It is well known that surface contam-
ination leads to reduced quantum efficiency, thus resulting
in decreased emission intensity. Any covalently bound com-
pound may act as a surface defect, if its orbital energies are
within the band gap, that results in nonradiative recom-
bination. Fortunately, the energies of the Si–H and Si–O
bonds, which are among the most stable bonds of silicon,
do not lie within the band gap. Most likely, chemical bind-
ing of a species to PSi adds a nonradiative trap but does
not change the spectral features of the photoluminescent
spectrum. If shifts are observed, they may arise from dif-
ferences in the photoluminescent lifetimes that range from
nanoseconds in the blue to microseconds in the red. Thus,
the red part of the spectrum may be more strongly reduced
than the blue part, leading to a slight blue shift of the over-
all spectrum.

Sailor and co-workers reported on PSi chemical sensors
that detect vapors by partially reversible photolumines-
cent reduction. They found that the visible photolumines-
cence of n-type PSi is quenched by nitric oxide to detection
limits of 2 ppm and that of nitrogen oxide to 70 ppb (44).
At a partial pressure in the millitorr range, photolumines-
cent reduction is partly reversible. Recovery from nitrogen
oxide occurs on a timescale of minutes. Reversible quench-
ing for both nitric oxide and nitrogen dioxide fits a Stern–
Vollmer kinetic model in the low concentration regime, and
it deviates at higher partial pressures; a permanent loss of
photoluminescence due to oxidation occurs. Interestingly,
no significant quenching was observable for nitrous oxide
and carbon dioxide and only minor quenching for carbon
monoxide and oxygen. A PSi-based NOx sensor, which is
used for monitoring NO concentrations in industrial pro-
cesses and pollution control, can be used to detect both
small and large amounts of NOx that can overload conven-
tional sensors based on SnO2.

Using a similar approach, Content et al. (45) de-
tected explosives such as 2,4-dinitrotoluene (DNT), 2,4,6-
trinitrotoluene (TNT), and nitrobenzene in an air stream
by the quenching PSi photoluminescence. Detection limits
of 500 ppb, 2 ppb, and 1 ppb were observed for nitroben-
zene, DNT, and TNT, respectively. Combined with a second
transduction mode—Fabry–Perot optical interference—
Letant et al. (46) developed an electronic artificial nose
based on PSi surfaces that discriminated among solvent
vapors, ethyl esters, and perfumes. Discrimination index
obtained by PSi sensors have been as good as those ob-
tained from metal oxide sensors.

Zhang et al. (47) reported on the successful functional-
ization of p-type PSi using calixarene carboxylic deriva-
tives. They described a method for depositing a uni-
form film of calixarene derivatives varying in ring size
that is stable in aqueous and heptane solutions. The au-
thors showed that photoluminescent reduction due to the
addition of copper(II) in aqueous solution depends on
the ring size and enables one to determine the binding
constant from a Stern–Vollmer plot. A concentration of
1504 M−1 for calix[8]-COOH-coated PSi versus 128 M−1 for

calix[4]-COOH-coated PSi was found for copper(II) ions
dissolved in water.

Besides the reduction of photoluminescence, other
transducing properties of PSi have been used to design
chemical sensors. Recently, Letant and Sailor (48) de-
scribed the design of a chemical HF vapor sensor based
on detecting the effective refractive index. The authors re-
port on the dissolution of SiOx species upon exposure to
wet HF vapor that was detected by a decreased effective
optical thickness.

Tobias and co-workers (49) reported a 440% increase in
capacitance in response to a humidity change from 0 to
100% using an aluminum contact to p-type PSi (Schottky-
barrier sensor). This sandwich structure, in which PSi is
located between the Al film and the bulk silicon, serves as
the dielectric sensor matrix that responds to the condensa-
tion of vapor inside the pores. The capillary condensation
is readily described by the Kelvin equation for closed-end
capillaries:

ln
p
p0

= −2γ Mcos θ

ρrRT
, (10)

where p is the effective vapor pressure, p0 the standard
vapor pressure, γ the surface tension, M the molecular
weight, θ the contact angle, ρ the density of the liquid, r the
pore radius, R the gas constant, and T the temperature.

BIOSENSOR APPLICATIONS OF POROUS SILICON

Although silicon technology has a lot to offer in miniatu-
rized intelligent devices, the range of applications has been
limited to those where the electronic chip is almost isolated
from a biological environment primarily because aque-
ous media rapidly destroy silicon—it has not been consid-
ered biocompatible. However, it was demonstrated that PSi
could be designed to be more compatible than bulk silicon
with biological environments due to recent developments
in surface derivatization (50). This implies that this parti-
cular material might be well suited for developing biosen-
sor devices based on silicon technology. Several physical
properties of PSi have been employed to detect analytes
(signal readout) in solution.

Photoluminescent Transduction

When enhanced photo- and electroluminescence were dis-
covered, PSi also excited great interest among scientists
working with biological sensors for detecting a biological
analyte fast and at very low concentrations. Starodub and
co-workers (51–53) exploited photoluminescence to mon-
itor binding of human myoglobin to mouse monoclonal
antibodies. They used PSi samples whose pore size was
10 to 100 nm obtained by laser-beam-treating and chemi-
cally etching monocrystalline p-type silicon (specific resis-
tance: 10 � cm). The PSi was functionalized by physisorp-
tion of mouse monoclonal antihuman antibodies on the
passivated PSi surface that can binds human myoglobin.
The physisorption itself induced only little change in the
photoluminescent intensity. The influence of nonspecific
adsorption on photoluminescent intensity was verified
by using bovine serum albumin, rabbit IgG, and sheep
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Figure 7. Changes of the photoluminescent intensity (I) upon
immersion of the PSi sample antibodies in a myoglobin solution.
The silicon surface was functionalized by using monoclonal anti-
human antibodies by physisorption. Different myoglobin concen-
trations were added, and the photoluminescence was monitored
[reprinted with permission from (53)].

antirabbit IgG. No change was detected within 2–2.5 h.
Adding human myoglobin, however, resulted in a large de-
crease in photoluminescent intensity (Fig. 7). The origin
of the photoluminescent decrease is discussed in terms of
dehydrogenation of the PSi surface after formation of a
specific immune complex. Hydrogen is released from Si–H
bonds and subsequently captured by the immune complex.
The sensitivity of the sensor is about 10 ng/mL myoglobin,
and the overall detectable concentration regime ranges
from 10 ng/mL to 10 µg/mL in buffer solution.

To demonstrate the effectiveness of their biosensor, the
concentration of myoglobin in human serum of patients
suffering from heart failure determined by the PSi sensor
was compared to results from a standard ELISA (enzyme-
linked immunosorbent assay) test: in all three cases, the
two techniques gave almost the same results; the differ-
ence was less than 5%. The overall time, however, taken
by the ELISA test (at least 3 h) is significantly greater
than for the PSi sensor (15–30 min). Unfortunately, the PSi
biosensor cannot be reused. It was found that after the first
cycle—including binding and release of myoglobin, which
was done by lowering the pH resulting in destruction of
the antigen–antibody complex—the photoluminescent in-
tensity is decreased by 50% of the initial value. The authors
discuss such a decrease in photoluminescent intensity in
terms of a possible destruction of the PSi surface or incom-
plete removal of the immune complex from the surface.
Despite this drawback, the approach offers a simple and
cheap technique of preparation and operation combined
with high specificity and sensitivity.

Electrochemical Transduction

The use of the electrical characteristics of PSi is a differ-
ent approach. One advantage of an electrochemical sensor
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Figure 8. Schematic drawing of typical behavior of C−V curves
for different H+concentrations. As the pH of the solution increases,
the C—V curves are shifted to larger values along the x axis (54).

based on PSi compared to well-established silicon micro-
electronics such as ion sensitive field-effect transistors
(ISFETs) is the high surface area, which allows for higher
sensitivity but uses a smaller active area. Lüth and co-
workers investigated PSi as a substrate material for
potentiometric biosensors operating in aqueous solution.
The principle of this device is a shift of the capacitance
(C)–voltage (V) curve upon pH shifts (Fig. 8).

The shape of the C−V curve for p-type silicon can be
explained as follows: at negative voltage, an accumula-
tion of holes occurs at the interface, and as a result, the
measured differential capacitance is close to that of the
SiO2 layer. As the negative voltage is reduced, a deple-
tion region that acts as a dielectric in series with the SiO2

layer is formed near the silicon surface, leading to a de-
crease in overall capacitance. The parallel shift of the C–
V curve is caused by the flat-band voltage shift toward
positive values as pH decreases. It can be explained by
the presence of Si–OH groups at the surface of hydrated
SiO2, described in site-binding theory. The ionization state
of the silanol groups changes by varying the pH, and the
resulting surface charge affects the depletion layer at the
Si/SiO2 interface. Thus, the performance of the sensor is
strongly affected by the response of the oxide-covered PSi
to pH change. Any reaction that changes the pH close to the
silica surface can be measured by monitoring correspond-
ing C–V curves. Lüth and co-workers developed a biosensor
that detects penicillin by the following enzyme-catalyzed
reaction (54–56):

Penicillin G + H2O → penicilloate− + H+.

The enzyme that catalyzes this reaction is penicillinase,
also termed β-lactamase from Bacillus cereus. Porous sil-
icon samples were prepared from p- or n-type by anodic
etching followed by thermal annealing in an oxygen atmo-
sphere to generate a SiO2 layer, which protects the PSi
surface from corrosion in aqueous solution. The bioactive
compound, penicillinase, is immobilized via physisorption
on the PSi surface. This mild immobilization method re-
quires no additional reagents and does not affect the ac-
tivity of the enzyme. Due to the holes within the porous
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material, fast leaching out of the sensor compound was pre-
vented. A penicillin G (benzylpenicillin) concentration in
the range of 0.1–100 mmol/L can be monitored by a linear
potentiometric response from 0.5 to 20 mM and a sensitiv-
ity of about 40 mV. Experiments performed using n-type
PSi indicated even higher sensitivities of about 50 mV.
To enhance pH sensitivity of the biosensor to penicillin,
Lüth and co-workers deposited Si3N4 by plasma-enhanced
chemical vapor deposition. Calibration curves indicate a
pH sensitivity of 54 mV per decade that is close to the the-
oretical Nernstian slope of 59.1 mV/pH (57). An example
of a constant capacitance measurement of a penicillinase-
covered PSi surface is given in Fig. 9. The penicillin concen-
tration is varied between 0.01 and 1 mM, and the voltage
change is monitored on-line (Fig. 9a). The calibration curve
(sensor signal vs. penicillin concentration) is almost linear
in the concentration range of 0.01 to 0.75 mM penicillin G
(Fig. 9b). The mean sensitivity is 138 ± 10 mV/mM in a
concentration range of 0.025 to 0.25 mM penicillin for the
first 20 days of operation.

Using a different approach, Al2O3 was deposited as a
pH-sensitive material, which was characterized by long-
term stability, stability to corrosion, and very little drift
compared to the Si3N4 layer. The pH sensitivity was
55 mV/pH (58). To improve the biosensor further, it might
be desirable to immobilize the enzyme molecules cova-
lently to the surface via cross-linkers. Penicinillase was
bound by N-5-azido-2-nitrobenzoyloxysuccinimide to a pla-
nar Si3N4 surface of the sensor. This sensor was stable for
250 days (58). The sensor needs to be miniaturized to real-
ize capacitive microsensors. For this purpose, a multisen-
sor array was established by coating the silicon wafer with
polyimide as a passivation material that forms a micro-
electrode array (57).

Optical Transduction—Interferometry

Sensitive label-free biosensors are highly desirable for ap-
plications in high-throughput screening and diagnostics.

0 10 20 30 40 50

−2020

−1980

−1940 0,01 mM 0,05 mM 0,1 mM

0,25 mM

0,5 mM

0,75 mM

1 mM

Time (min)

V
ol

ta
ge

 (
m

V
)

(a)

0.0 0.2 0.4 0.6 0.8 1.0

−100

−80

−60

−40

−20

0

Penicillin concentration (mM)

S
en

so
r 

si
gn

al
 (

m
V

)

(b)

Figure 9. (a) Typical constant capacitance measurement. The enzyme penicillinase is immobilized
by physisorption onto a Si3N4-covered PSi surface. Different concentrations of penicillin G sodium
salt were added, and the change in voltage was monitored on-line. (b) Corresponding calibration
curve that exhibits a wide linear range from 0.01 to 0.75 mM penicillin [reprinted with permission
from (55)].

Optical transduction mechanisms such as interferomet-
ric and surface-plasmon-related methods offer several
advantages, most notably label-free analyte sensing, which
simplifies sample preparation. Ghadiri, Sailor, and co-
workers established several biosensor surfaces based on
detecting changes in the interference patterns of thin PSi
layers (59–63). In a comprehensive study, Ghadiri and
co-workers developed a sensor surface that detects strep-
tavidin binding to biotin by interferometry. Several re-
quirements had to be considered to design a proper sensor
surface. The prerequisite for using PSi as an optical in-
terferometric biosensor is to adjust the size and the geo-
metric shape of the pores by choosing appropriate etching
parameters. The pore size has to be large enough to al-
low proteins to enter the pores freely but small enough
to retain optical reflectivity of the PSi surface. More-
over, it is necessary for the material to be mechanically
stable in aqueous solutions to provide reproducible and
predictable binding signals. Janshoff et al. (59) exten-
sively studied various parameters in the fabrication of PSi.
p-type silicon that has resistivities of 0.1–10 � cm etched in
aqueous or ethanolic HF solutions generally displays a net-
work of micropores, rather than the desired well-defined
cylindrical meso- or macropores. However, the pore size of
p-type PSi can be increased by increasing the concentra-
tion of the dopant and decreasing the aqueous HF concen-
tration. On the other hand, low current densities result
in random orientation of highly interconnected filament-
like micropores. Large, cylindrically shaped pores can be
obtained when higher current densities are applied near
the electropolishing region. By anodizing heavily doped
(10−3 � cm) p-type silicon (100) in ethanolic HF solution at
ambient temperatures, Janshoff et al. (59) predictively fab-
ricated PSi layers that had cylindrically shaped structures
and tunable pore diameters in the range of 5 to 1200 nm, as
deduced from scanning force microscopy images (Fig. 10).

Using low current densities (150 mA/cm2), pores are
scarcely visible, and the relatively flat surface is dominated
by a distinct hillock structure. As the current densities
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Figure 10. SFM images (tapping mode) of porous p-silicon layers freshly etched at different current
densities. (a) 1.5 × 1.5 µm2 image etched at 150 mA/cm2; all following images are 5 × 5 µm2 (b)
etched at 295 mA/cm2; (c) 370 mA/cm2; (d) 440 mA/cm2; (e) 515 mA/cm2; and (f) at 600 mA/cm2.
The dopant concentration (1 m� cm) and anodizing solution (37% ethanolic HF) were the same for
all samples. All samples were etched at a constant charge of 4.5 C/cm2 [reprinted with permission
from (59)].

are increased, larger pore sizes can be obtained. The pore
radius depends approximately exponentially on the cur-
rent density. The surface porosity of silicon layers, cal-
culated from SFM images by integrating the number
of pixels, increases slightly from 27% (330 mA/cm2) to
30% (410 mA/cm2) and finally up to 40% by applying

densities >440 mA/cm2. The interference or fringe patterns
obtained from these PSi layers anodized at different cur-
rent densities are presented in Fig. 11.

Fabry–Perot fringes using visible light illumination
were observed on samples prepared at current densi-
ties between 150 and 600 mA/cm2. Anodization of p-type
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Figure 11. Interference fringe patterns of p-type PSi etched at different current densities. All
samples were etched at a constant charge of 4.5 C/cm2. The spectra were taken in the center of
the chip. (a) 150 mA/cm2; (b) 295 mA/cm2; (c) 370 mA/cm2; (d) 440 mA/cm2; (e) 515 mA/cm2;
(f) 600 mA/cm2 [reprinted with permission from (59)].

silicon at a current density of 600 mA/cm2 resulted in an
obvious matte surface that had a barely discernible fringe
pattern due to insufficient reflectivity of the upper PSi
layer. Electropolishing occurs at a current density higher
than 700 mA/cm2. The number of fringes in the observed
wavelength range depends on the porosity and the thick-
ness of the porous layer. Samples approximately 3000 nm

thick typically display 9 to 12 fringes in the wavelength
region of 500–1000 nm, depending on the effective refrac-
tive index. The higher the current density, the fewer fringes
are observed, consistent with the observation that higher
current densities lead to greater porosities. To determine
the porosity pand thickness l of the porous layers, the pores
were filled with organic solvents of different refractive
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index n, and the effective optical thickness was determined
from interferometric reflectance spectra. Different EMAs
were applied to the data to obtain the porosity and thick-
ness of the porous layer simultaneously. The parameters
p and l for each sample were determined from the fit to a
plot of neff l versus n. Independent of the EMA used, the es-
timated porosity of PSi increases with increasing current
density in close agreement with experimental observation.
According to the theory of Looyenga, the porosities of the
samples etched at different current densities were in the
range of 64–90% in good agreement with gravimetric mea-
surements which yielded a porosity of 80 ± 5% for PSi sam-
ples etched at 150 mA/cm2 and 90 ± 5% for samples etched
at 400 mA/cm2.

Because freshly etched, hydride-terminated PSi read-
ily suffers oxidative and hydrolytic corrosion, the surface
needs to be oxidized and functionalized to stabilize it. Sta-
bility was proven by measuring the effective optical thick-
ness (EOT) as a function of time (Fig. 12).

The observed decrease in EOT is caused by oxidation
and dissolution of the PSi. The conversion of silicon to silica
results in a decrease in the effective refractive index of the
PSi layer, leading to the observed blue shift of the interfer-
ence fringes. Furthermore, dissolution of the porous layer
can lead to a decrease in thickness of the layer, which would
also result in a decrease in the effective optical thickness,
and therefore to a shift of the spectrum to shorter wave-
lengths. Ghadiri and co-workers found that ozonolysis fol-
lowed by capping using a long-chain alkoxysilane linker
(Scheme 2a) stabilized the surface sufficiently for sens-
ing in aqueous media. Ozonolysis was the preferred oxi-
dation route because a larger number of Si–OH groups are
generated compared to thermal oxidation through which
binding of the alkoxysilane linker occurred. A monoalkoxy-
instead of a trialkoxysilane was used to prevent the forma-
tion of cross-linking reactions, which might result in clog-
ging the pores by silane polymers. By tethering a biotin
molecule to the end of the linker, streptavidin can bind to
the chemically modified PSi surface. To eliminate nonspe-
cific binding further and to space the binding sites apart
to reduce crowding on the surface, Sailor and co-workers
(60) synthesized a linker molecule containing bovine serum
albumin (BSA) (Scheme 2b).
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Figure 12. Stability of various surface-derivatized PSi samples
in 10% (v/v) EtOH in PBS buffer, pH 7.4, presented as the nor-
malized relative effective optical thickness change (normalized
EOT) as a function of time. The slopes of neff l/t are given in
brackets (�). Hydride-terminated PSi sample (6 nm/min); (�)
ozone oxidized sample (2 nm/min); (◦) thermally oxidized (400◦C,
1h), (1 nm/min); (•) ozone oxidized PSi wafer functionalized by
using (2-pyridyldithiopropionamido) butyldimethylmethoxysilane
(0.05 nm/min) [reprinted with permission from (59)].

The accessibility of the porous matrix to biological
molecules was probed by exposure of a concentrated BSA
solution in PBS buffer to an ozone-oxidized PSi sample
functionalized by 2-pyridyldithio(propionamido) dimethyl-
monomethoxysilane and pretreated by using with BSA to
inhibit nonspecific adsorption to the silicon surface. The
expected shift in EOT of about 10–30 nm, considering
the volume of the pores and the refractive index of the
aqueous BSA solution, was reached within 2–3 min and
confirmed that proteins can enter and fill the porous ma-
trix within a reasonable timescale. Although the observed
shift is mainly due to the bulk effect of the protein solution,
the slower rate of recovery after rinsing the sample with
buffer suggests that some proteins were physisorbed on
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Figure 13. Time course of the EOT (neff l) of a p-type PSi chip
etched at 440 mA/cm2, oxidized by ozone for 20 min, and function-
alized as shown in Scheme 2 a. The arrow labeled A identifies the
addition of 10 µM streptavidin preincubated in 1 mM biotin dis-
solved in PBS buffer, pH 7.4 (control); B addition of 10 µM strepta-
vidin without biotin (washing cycles in between); C washing cycles
with buffer; D addition of dithiothreitol, which was used to reduce
the disulfide bridge and therefore release the bound protein–linker
complex. The sample was mounted in a flow cell using a constant
flow rate of 0.5 mL/min [reprinted with permission from (59)].

the silicon walls. Using an ethanol–water mixture in-
stead of the protein solution results in a rectangular sig-
nal response upon adding the mixture and rinsing with
water.

Specific binding of streptavidin to the biotin-func-
tionalized PSi matrix was measured by monitoring the
changes in EOT time-resolved in a PBS buffer containing
0.1% TritonTM to minimize nonspecific adsorption (Fig.13).

Figure 14. Binding curve (change in
EOT) on a PSi surface functionalized as
shown in Scheme 2b. Sequential addi-
tion of streptavidin (1 mg/mL), biotin-
ylated protein A (2.5 mg/mL), and
human IgG (2.5 mg/mL). Reversible
binding of IgG was demonstrated by
binding of IgG followed by a pH-induced
release and a second binding of IgG
to the immobilized protein A layer
[reprinted with permission from (60)].

0 100 200 300 400 500 600 700 800
0

10

20

30

40

50

60

70

80

t (nm)

∆n
 /(

nm
)

A B C D E F G H I J K L M

Streptavidin b-Protein A IgG IgGRinse Rinse

As expected, specific binding of streptavidin to the
biotin-derivatized porous layer resulted in an increase in
the measured effective optical thickness. The change in the
EOT is due to binding of proteins that have a higher refrac-
tive index (nprotein = 1.42) than the water (nwater = 1.33)
in the pores and is in direct quantitative agreement with
what was expected from effective medium approximations.
The overall change in the EOT (�neff l) after 80 min was
23 nm. In a control experiment, in which all streptavidin
binding sites were deactivated by saturating them with
biotin in solution, a change in EOT was not observed, sug-
gesting that there is little or no nonspecific protein adsorp-
tion to the PSi matrix. Rinsing the surface with buffer after
the protein has bound does not alter the EOT significantly.
However, because the biotin recognition element is linked
to the surface via a disulfide bond, the protein–ligand com-
plex could be released from the surface by adding dithio-
threitol to the bulk phase. The initial red shift of 23 nm
upon binding streptavidin to the biotinylated PSi can be
completely reversed and provides further support for the
interpretation that the observed red shift is due to specific
binding of the protein to the functionalized surface. More-
over, the reversible linkage of the proteins via disulfide
bridges to the surface offers the possibility of reusing the
functionalized PSi chips for further binding experiments.
Sailor and co-workers bound protein A to the PSi surface
through the BSA-containing linker (60,61). Streptavidin
binds to the biotin-terminated linker and adds three acces-
sible free biotin-binding sites to the surface (Fig. 14).

Adding a solution of biotinylated protein A results in
attaching it to the surface. This prefunctionalized surface
can be used for binding studies of aqueous human IgG. The
observed change in EOT for binding IgG required several
minutes to reach a steady-state value, presumably due to
slow diffusion of this large molecule into the pores of the
PSi film. The proteinA/IgG complex was partly dissociated
by rinsing with buffer and completely dissociated by a pH
switch to a low pH. Protonation of the binding sites on
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protein A by decreasing the pH of the solution releases
IgG from protein A. A second binding of IgG after its re-
lease can be demonstrated that shows the reproducibility
of the method. The incorporation of BSA in the linker of-
fered two advantages. Due to the increased hydrophilicity
of the chemically modified PSi, surface nonspecific adsorp-
tion was not observed, and the addition of detergent in the
buffer was no longer necessary. A second reason for incor-
porating BSA in the linker was to separate binding sites in
the PSi films. Sailor and co-workers (61) found that without
BSA the sensor did not scale with the mass of analyte, as
was expected, assuming the same refractive index for all
proteins investigated. Larger analytes were consistently
underestimated, indicating crowding of binding sites at the
surface. The insertion of BSA in the linker avoided crowd-
ing and thus, the sensor scaled with the analyte mass above
20 kDa (60).

Optical Transduction—Ellipsometry

Optical biosensing is usually based on the interaction
of light with biomolecules. Techniques such as surface
plasmon resonance and ellipsometry have focused mostly
on interactions on a macromolecular scale, for example,
antigen–antibody and nucleic acid interactions. The optical
detection of small molecules (0.2–2 kDa) that have biologi-
cal receptors is much more difficult due to their small
change in EOT. Mandenius and co-workers (64) demon-
strated the advantage of using oxidized PSi as a surface
enlargement for binding small receptor molecules such as
biotin or small peptides. They used p-type silicon that had
(111) orientation and a resistivity of 0.01–0.02 � cm. The
samples were thermally oxidized to stabilize the porous
structure. The PSi surface was functionalized by using
streptavidin, either physisorbed on the silica surface or
cross-linked via glutardialdehyde. Streptavidin adsorption
monitored by ellipsometry showed a 10-fold larger re-
sponse compared to a planar surface. However, the rate of
adsorption was one order of magnitude lower, probably due
to the long diffusion time of the protein within the pores.
Theoretically, the refractive index and the thickness of a
thin layer can be calculated from the measured parame-
ters ψ (the ratio of the amplitude change of light polarized
parallel and perpendicular to the plane of incidence) and �

(the phase shift). For PSi, however, the microstructure of
the porous layer is very complicated, and a simple optical
model that allowing quantifying film thickness and surface
concentration is not straightforward to define. Therefore,
Madenius and co-workers used changes in ψ and � as a
direct measure of analyte binding without quantification.
Using this setup, they detected binding of biotin and an
oligopeptide in a concentration range of 2–40 µM and a re-
sponse time of 30 s for the oligopeptide at a concentration
of 40 µM.

CONCLUSIONS

Porous silicon based biosensors may add a new dimension
to conventional technologies due to their unique optical and
electronic properties. Tunable properties such as pore size,

porosity, dielectric function, and thickness render porous
silicon a versatile matrix for biological compounds that act
as the receptive layer for molecular recognition of analytes
in solution. Interferometry has been successfully employed
to detect changes in the effective optical thickness upon ad-
sorption of molecules on the pore walls. The large surface
area of porous silicon that displays a spongelike appear-
ance or exhibits ordered cylindrical pores provides a quasi
three-dimensional space that increases the signal-to-noise
ratio of many transducing principles.
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INTRODUCTION

In a rapidly developing world, the use of smart materials
becomes increasingly important when executing sophis-
ticated functions within a designed device. In a common
definition (1), smart materials differ from ordinary mate-
rials because they can perform two or several functions,
sometimes with a useful correlation or feedback mecha-
nism between them. For piezoelectric or electrostrictive
materials, this means that the same component may be
used for both sensor and actuator functions. Piezoelec-
tric/electrostrictive sensors convert a mechanical variable
(displacement or force) into a measurable electrical quan-
tity by the piezoelectric/electrostrictive effect. Alternately,
the actuator converts an electrical signal into a useful
displacement or force. Typically, the term transducer is
used to describe a component that serves actuator (trans-
mitting) and sensor (receiving) functions. Because piezo-
electrics and electrostrictors inherently possess both direct
(sensor) and converse (actuator) effects, they can be consid-
ered smart materials. The degree of smartness can vary
in piezoelectric/electrostrictive materials. A merely smart
material (only sensor and actuator functions) can often be
engineered into a “very smart” tunable device or further,
into an “intelligent structure” whose sensor and actuator
functions are intercorrelated with an integrated process-
ing chip.

Recent growth in the transducer market has been
rapid and, it is predicted will continue on its current
pace through the turn of the century. The sensor market
alone rose to $5 billion in 1990, and projections are
$13 billion worldwide by the year 2000 and an 8% annual
growth rate during the following decade (2). Piezoelectric/
electrostrictive sensors and actuators comprise a signifi-
cant portion of the transducer market. There is a growing
trend due especially to automobile production, active
vibration damping, and medical imaging. In this article,
the principles of piezoelectric/electrostrictive sensors and
actuators are considered along with the properties of the
most useful materials and examples of successful devices.

PIEZOELECTRIC AND ELECTROSTRICTIVE EFFECTS
IN CERAMIC MATERIALS

Piezoelectricity, first discovered in Rochelle salt by Jacques
and Pierre Curie, is the term used to describe the ability of
certain crystals to develop an electric charge that is directly

proportional to an applied mechanical stress (Fig. 1a) (3).
Piezoelectric crystals also show the converse effect: they
deform (strain) proportionally to an applied electric field
(Fig. 1b). To exhibit piezoelectricity, a crystal should belong
to one of the twenty noncentrosymmetric crystallographic
classes. An important subgroup of piezoelectric crystals is
ferroelectrics, which possess a mean dipole moment per
unit cell (spontaneous polarization) that can be reversed
by an external electric field. Above a certain temperature
(Curie point), most ferroelectrics lose their ferroelectric
and piezoelectric properties and become paraelectrics, that
is, crystals that have centrosymmetric crystallographic
structures do not spontaneously polarize. Electrostriction
is a second-order effect that refers to the ability of all mate-
rials to deform under an applied electrical field. The phe-
nomenological master equation (in tensor notation) that
describes the deformations of an insulating crystal sub-
jected to both an elastic stress and an electrical field is

xij = sijkl Xkl + dmij Em + Mmnij EmEn,

i, j, k, l, m, n = 1, 2, 3,
(1)

where xij are the components of the elastic strain, sijkl

is the elastic compliance tensor, Xkl are the stress com-
ponents, dmij are the piezoelectric tensor components,
Mmnij are the electrostrictive moduli, and Em and En are
the components of the external electrical field. Here, the
Einstein summation rule is used for repeating indexes.
Typically, the electrostriction term (∝ Em En) is more than
an order of magnitude smaller than the piezoelectric term
in Eq. (1), that is, the electrostrictive deformations are
much smaller than the piezoelectric strains. In this case,
under zero stress, Eq. (1) simply transforms to

xij ≈ dmij Em, i, j, m = 1, 2, 3. (2a)

Eliminating symmetrical components simplifies the
relationship in matrix notation (4) expressed as

xi ≈ dmi Em, m = 1, 2, 3,

i = 1, 2, 3, 4, 5, 6,

(2b)

where i = 4, 5, and 6 describe the shear strains perpen-
dicular to the crystal axis resulting from application of
the electrical field. Equations (2a) and (2b) describe the
converse piezoelectric effect where the electrical field
induces a change in the dimensions of the sample (Fig. 1b).
The piezoelectric effect is absent in centrosymmetric
materials, and the elastic strain is due only to electrostric-
tion. In ferroelectric crystals that have a centrosymmetric
paraelectric phase, the piezoelectric and electrostriction
coefficients can be described in terms of their polarization
and relative permittivity. For example, when the electrical
field and deformation are along the orthogonal axis in a
tetragonal crystal system, longitudinal piezoelectric d33

and longitudinal electrostrictive M11 coefficients can be

139
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Figure 1. Schematic representations of the direct and converse
piezoelectric effect: (a) an electric field applied to the material
changes its shape; (b) a stress on the material yields an electric
field across it.

described in matrix notation as follows (5):

d33 = 2Q11ε0ε33 P3, (3a)

M11 = Q11(ε0ε33)2, (3b)

where ε33 and P3 are the relative permittivity and polar-
ization in the polar direction, ε0 = 8.854 × 10−12 F/m is
the permittivity of vacuum, and Q11 is the polarization
electrostriction coefficient, which couples longitudinal
strain and polarization (in matrix notation), as described
by the general electrostriction equation,

S3 = Q11 P2
3 . (4)

In matrix notation, the mathematical definition of the
direct piezoelectric effect, where applied elastic stress
causes a charge to build on the major surfaces of the piezo-
electric crystal, is given by

Pi = dij Xj, = 1, 2, 3,

j = 1, 2, 3, 4, 5, 6,
(5)

where Pi is the component of electrical polarization. In elec-
trostriction (centrosymmetric crystals), no charge appears
on the surface of the crystal upon stressing. Therefore, the
converse electrostriction effect is simply a change of the
inverse relative permittivity under mechanical stress:

�

[
1

ε0ε33

]
= 2Q11 X3. (6)

The piezoelectric and electrostrictive effects were de-
scribed for single crystals in which spontaneous polari-
zation is homogeneous. A technologically important class
of materials is piezoelectric and electrostrictive ceramics,
that consist of randomly oriented grains, separated by
grain boundaries. Ceramics are much less expensive to
process than single crystals and typically offer compa-
rable piezoelectric and electrostrictive properties. The
piezoelectric effect of individual grains in nonferroelectric

P

P

E

E

(a)

(b)

T

T

L

∆L = d33EL

∆T = d31ET

∆T = d15ET

Figure 2. Schematic of the longitudinal (a), transverse (a) and
shear deformations (b) of the piezoelectric ceramic material under
an applied electric field.

ceramics is canceled by averaging across the entire sam-
ple, and the whole structure has a macroscopic center
of symmetry that has negligible piezoelectric properties.
Only electrostriction can be observed in such ceramics. Sin-
tered ferroelectric ceramics consist of regions that have dif-
ferent orientations of spontaneous polarization—so-called
ferroelectric domains. Domains appear when a material
is cooled through the Curie point to minimize the electro-
static and elastic energy of the system. Domain boundaries
or domain walls are movable in an applied electric field,
so the ferroelectric can be poled. For example, domains
become oriented in a crystallographic direction closest to
the direction of the applied electric field. Typically, poling is
performed under high electric field at an elevated tempera-
ture to facilitate domain alignment. As a result, an initially
centrosymmetric ceramic sample loses its inversion cen-
ter and becomes piezoelectric (symmetry ∞m). There are
three independent piezoelectric coefficients: d33, d31, and
d15, which relate longitudinal, transverse, and shear defor-
mations, respectively, to the applied electric field (Fig. 2).

Other material coefficients that are frequently used to
characterize the piezoelectric properties of ceramics are the
piezoelectric voltage coefficients gij , which are defined in
matrix notation as

Ei = gij Xj, (7)

where Ei are components of the electric field that arise from
external stresses Xj . The piezoelectric charge dij and volt-
age gij coefficients are related by the following equation:

gij = dij/(ε0εii). (8)
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An important property of piezoelectric and electrostric-
tive transducers is their electromechanical coupling
coefficient k defined as

k2 = output mechanical energy/input electrical energy,

or

k2 = output electrical energy/input mechanical energy.

(9)

The coupling coefficient represents the efficiency of the
piezoelectric material in converting electrical energy into
mechanical energy and vice versa. Energy conversion is
never complete, so the coupling coefficient is always less
than unity.

MEASUREMENTS OF PIEZOELECTRIC
AND ELECTROSTRICTIVE EFFECTS

Different means have been developed to characterize the
piezoelectric and electrostrictive properties of ceramic ma-
terials. The resonance technique involves measuring char-
acteristic resonance frequencies when a suitably shaped
specimen is driven by a sinusoidal electric field. To a first
approximation, the behavior of a poled ceramic sample
close to its fundamental resonance frequency can be rep-
resented by an equivalent circuit, as shown in Fig. 3a. The
schematic behavior of the reactance of the sample as a
function of frequency is shown in Fig. 3b. The equations
used to calculate the electromechanical properties are de-
scribed in the IEEE Standard on piezoelectricity (6). The
simplest example of a piezoelectric measurement by the
resonance technique can be shown by using a ceramic rod
(typically 6 mm in diameter and 15 mm long) poled along
its length. The longitudinal coupling coefficient (k33) for
this configuration is expressed as a function of the funda-
mental series and parallel resonance frequencies fs and fp,

Frequency

y

fafr

L

C

R
ea

ct
an

ce

Ce

Cm R L(a)

(b)

Figure 3. (a) Equivalent circuit of the piezoelectric sample near
its fundamental electromechanical resonance (top branch repre-
sents the mechanical part and bottom branch represents the elec-
trical part of the circuit); (b) electrical reactance of the sample as
a function of frequency.

respectively:

k33 = (π/2)( fs/ fp) tan[(π/2)( fp − fs)/2]. (10)

Then, the longitudinal piezoelectric coefficient d33 is cal-
culated using k33, the elastic compliance s33, and the low-
frequency relative permitivity ε33:

d33 = k33(ε33s33)1/2. (11)

Similarly, other coupling coefficients and piezoelectric
moduli can be derived using different vibration modes
of the same ceramic sample. The disadvantage of the
resonance technique is that measurements are limited to
specific frequencies determined by the electromechanical
resonance. Resonance measurements are difficult for elec-
trostrictive samples due to the required application of a
strong dc bias field to induce a piezoelectric effect in re-
laxor ferroelectrics (see next section of the article).

Subresonance techniques are often used to evaluate the
piezoelectric properties of ceramic materials at frequencies
much lower than their fundamental resonance frequencies.
These include the measurement of piezoelectric charge
upon the application of a mechanical force (direct piezoelec-
tric effect) and the measurement of electric-field-induced
displacement (converse piezoelectric effect) when an elec-
tric field is introduced. It has been shown that piezoelectric
coefficients obtained by direct and converse piezoelectric
effects are thermodynamically equivalent.

The electrostrictive properties of ceramics are easily de-
termined by measuring displacement as a function of the
electric field or polarization. Thus the M and Q electrostric-
tive coefficients can be evaluated according to Eqs. (1) and
(4), respectively. As an alternative, Eqs. (3b) and (6) can
also be used for electrostriction measurements.

A direct technique is widely used to evaluate the sensor
capabilities of piezoelectric and electrostrictive materials
at sufficiently low frequencies. Mechanical deformations
can be applied in different directions to obtain different
components of the piezoelectric and electrostrictive ten-
sors. In the simplest case, metal electrodes are placed on
the major surfaces of a piezoelectric sample normal to its
poling direction (Fig. 1b). Thus, the charge produced on
the electrodes with respect to the mechanical load is pro-
portional to the longitudinal piezoelectric coefficient d33

and the force F exerted on the ceramic sample: Q = d33 F.
The charge can be measured by a charge amplifier using
an etalon capacitor in the feedback loop. Details of direct
piezoelectric measurements can be found in a number of
textbooks (7).

Electric-field-induced displacements can be measured
by a number of techniques, including strain gauges, lin-
ear variable differential transformers (LVDT), the capaci-
tance method, fiber-optic sensors, and laser interferome-
try. Metal wire strain gauges are the most popular sensors
used to measure strain at a resolution of about 10−6 m. To
perform the measurement, the strain gauge is glued to the
ceramic sample, and the resistance of the gauge changes
according to its deformation. The resistance variation is
measured by a precise potentiometer up to a frequency of
several MHz. However, several gauges need to be used to
obtain a complete set of piezoelectric and electrostrictive
coefficients of the sample.
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Figure 4. Principle of the linear variable differential transformer
(LVDT) used for measuring electric-field-induced deformations in
a piezolectric sample.

Figure 4 illustrates the design of an LVDT. The mov-
ing surface of the sample is attached to the magnetic core
inserted into the center of the primary and secondary elec-
tromagnetic coils. The change of the core position varies
the mutual inductance of the coils. An ac current supplies
the primary coil, and the signal in the secondary coils is
proportional to the displacement of the core. The response
speed depends on the frequency of the ac signal and the
mechanical resonance of the coil, which typically does not
exceed 100 Hz. Generally the resolution is sufficiently high
and approaches ∼10−2–10−1 µm, depending on the number
of turns.

The capacitive technique for strain measurements is
based on the change of capacitance in a parallel-plate ca-
pacitor that has an air gap between two opposite plates.
One of the plates is rigidly connected to the moving sur-
face of the sample, and another plate is fixed by the holder.
The capacitance change due to the vibration of sample
can be measured precisely by a zero-point potentiometer
and a lock-in amplifier. Therefore, high resolution (in the
Å range) can be achieved by this technique. The mea-
surement frequency must be much lower than the fre-
quency of the ac input signal, which typically does not
exceed 100 Hz.

All of the aforementioned techniques require mechan-
ical contact between the sample and the measurement
unit. This, however, limits the resolution and the maxi-
mum operating frequency, which prevents accurate mea-
surement of piezoelectric loss (the phase angle between
the driving voltage and the displacement). The force ex-
erted on the moving surface of the sample (especially on
a thin ceramic film) may damage the sample. Therefore,
noncontact measurements are often preferred to determine
the electric-field-induced displacement of piezoelectric and
electrostrictive materials accurately. Figure 5 shows the
operating principle of a Photonic fiber-optic sensor, which
can be used to examine the displacement of a flat reflecting

Lamp

Target surface

Probe

Photo
detector

Optical
fibers

Gap

Figure 5. Schematic of the fiber-optic photonic sensor used for
nondestructive evaluation of electric-field-induced strains.

surface (8). The sensor head consists of a group of trans-
mitting and receiving optical fibers located in the immedi-
ate vicinity of the vibrating surface of sample. The inten-
sity of the reflected light depends on the distance between
the moving object and the probe tip. This dependence al-
lows exact determination of displacement in both dc and
ac modes. Using a lock-in amplifier to magnify the output
signal, which is proportional to the light intensity, a reso-
lution of the order of 1 Å can be achieved (8). The frequency
response is determined by the frequency band of the pho-
todiode and the amplifier (typically of the order of several
hundreds of kHz).

Optical interferometry is another technique that al-
lows noncontact accurate measurement of the electric-
field-induced displacements. Interferometric methods of
measuring small displacements include the homodyne (9),
heterodyne (10), and Fabri–Perot (11) techniques. The most
common technique is the homodyne interferometer that
uses active stabilization of the working point to prevent
drift from thermal expansion. When two laser beams of the
same wavelength (λ) interfere, the light intensity varies
periodically (λ/2 period) corresponding to the change of
optical path length between the two beams. If one of the
beams is reflected from the surface of a moving object, the
intensity of the output light changes, which can later be
translated to the amount of displacement. Using a sim-
ple Michelson interferometer (12), a very high resolution
of ∼10−5 Å is achievable. However, the measurements are
limited to a narrow frequency range because the sample
is attached to a rigid substrate and only the displacement
of the front surface of the sample is monitored (12). As
a result of this configuration, the errors arising from the
bending effect of the sample can be very high, especially in
ferroelectric thin films. In response to that, a double beam
(Mach–Zender) interferometer is used to take into account
the difference of the displacements of both major surfaces
of the sample (13). The modified version of the double-beam
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interferometer, specially adapted to measure thin films,
offers resolution as high as 10−4 Å in the frequency range
of 10–105 Hz and long-term stability (<1%) (14).

COMMON PIEZOELECTRIC AND ELECTROSTRICTIVE
MATERIALS

Single Crystals

A number of single crystals (ferroelectric and nonferroelec-
tric) have demonstrated piezoelectricity. However, nonfer-
roelectric piezoelectric crystals exhibit piezoelectric coeffi-
cients much lower than those of ferroelectric crystals. The
former are still extensively used in some applications in
which either high temperature stability or low loss is re-
quired. The most important nonferroelectric piezoelectric
crystal is quartz (SiO2) which has small but very stable
piezoelectric properties [e.g., d11 = 2.3 pC/N, x-cut (15)].
Ferroelectric LiNbO3 and LiTaO3 crystals that have high
Curie temperatures (1210 and 660◦C, respectively) are
used mostly in surface acoustic wave (SAW) devices. Re-
cent investigations (15) have shown that rhombohedral
single crystals in the Pb(Zn1/3Nb2/3)O3–PbTiO3 system
have exceptionally large longitudinal piezoelectric (d33 =
2500 pm/V) and coupling (k33 = 0.94) coefficients. In addi-
tion, ultrahigh strain of 1.7% has been observed in these
materials under high electric field. These single crystals
are now being intensively investigated and show signifi-
cant promise for future generations of smart materials.

Piezoelectric and Electrostrictive Ceramics

As indicated earlier, the randomness of the grains in as-
prepared polycrystalline ferroelectric ceramics yields non-
piezoelectric centrosymmetric material. Thus “poling” the
ceramic (Fig. 6) is required to induce piezoelectricity. Due
to symmetry limitations, all of the domains in a ceramic
can never be fully aligned along the poling axis. However,
the end result is a ceramic whose net polarization along the
poling axis has sufficiently high piezoelectric properties.

The largest class of piezoelectric ceramics is made up
of mixed oxides that contain corner-sharing octahedra of
O2−ions. The most technologically important materials
in this class are perovskites that have the general for-
mula ABO3, where A = Na, K, Rb, Ca, Sr, Ba, or Pb,
and B = Ti, Sn, Zr, Nb, Ta, or W. Some piezoelectric
ceramics that have this structure are barium titanate
(BaTiO3), lead titanate (PbTiO3), lead zirconate titanate

Unpoled

Ep

Poled(a) (b)

Figure 6. Schematic of the poling process in piezoelectric ceram-
ics: (a) in the absence of an electric field, the domains have random
orientation of polarization; (b) the polarization within the domains
are aligned in the direction of the electric field.

Ti 4+

Ba2+

O2−

(a) (b)

Figure 7. The crystal structure of BaTiO3: (a) above the Curie
point, the cell is cubic; (b) below the Curie point, the cell is tetra-
gonal, and Ba2+ and Ti4+ions are displaced relative to O2−ions.

(PbZrxTi1−xO3, or PZT), lead lanthanum zirconate
titanate {Pb1−xLax(ZryT1−y)1−x/4O3, or PLZT}, and lead
magnesium niobate {PbMg1/3Nb2/3O3, or PMN}.

The piezoelectric effect in BaTiO3 was first discovered
in the 1940s (3), and it became the first recognizable
piezoelectric ceramic. The Curie point of BaTiO3 is about
120–130◦C. Above 130◦C, a nonpiezoelectric cubic phase
is stable, and the center of positive charges (Ba2+ and
Ti4+) coincides with the center of the negative charge (O2−)
(Fig. 7a). When cooled below the Curie point, a tetragonal
structure (Fig. 7b) develops where the center of positive
charges is displaced relative to the O2−ions. This induces
an electric dipole. The piezoelectric coefficients of BaTiO3

are relatively high: d15 = 270 and d33 = 190 pC/N (3), and
the coupling coefficient of BaTiO3 is approximately 0.5.
Due to its high dielectric constant, BaTiO3 is widely used
as a capacitor.

Lead titanate (PbTiO3) first reported to be ferroelectric
in 1950 (3), has a structure similar to BaTiO3 but has a
significantly higher Curie point (Tc = 490◦C). When cooled
through the Curie temperature, the grains go through a cu-
bic to tetragonal phase change that leads to a large strain
which causes the ceramic to fracture. Thus, it is difficult to
fabricate pure lead titanate in bulk form. This spontaneous
strain has been decreased by adding dopants such as Ca,
Sr, Ba, Sn, and W. Calcium-doped PbTiO3 (16) has a rela-
tive permittivity of ∼200 and a longitudinal piezoelectric
coefficient (d33) of 65 pC/N. Because of its high piezoelectric
coefficient and low relative permittivity, the voltage piezo-
electric coefficient of lead titanate ceramic is exceptionally
high. Therefore, lead titanate is used in hydrophones and
sonobuoys (17).

Lead zirconate titanate (PZT) is a binary solid solution
of PbZrO3 and PbTiO3 (3). It is an ABO3 perovskite
structure in which Zr4+ and Ti4+ ions randomly occupy B
sites. PZT has a temperature-independent morphotropic
phase boundary (MPB) between tetragonal and rhom-
bohedral phases, when the Zr:Ti ratio is 52:48. (Fig. 8).
This composition of PZT has efficient poling and excellent
piezoelectric properties because of its large number of
polarization orientations. At the MPB composition, PZT
is usually doped by a variety of ions to form what are
known as “hard” and “soft” PZTs (3). Doping PZT with
acceptor ions, such as K+ or Na+ at the A site, or Fe3+,
Al3+, or Mn3+ at the B site, creates hard PZT. This doping
reduces the piezoelectric properties and makes the PZT
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Figure 8. Phase diagram of lead zirconate titanate piezoelectric
ceramics (PZT) as a function of mole% PbTiO3.

more resistant to poling and depoling. Introducing donor
ions such as La3+ into the A site, or Nb5+ or Sb5+ into
the B site, makes soft PZT. This doping increases the
piezoelectric properties and makes the PZT easier to pole
and depole. Table 1 compares the piezoelectric properties
of several major piezoelectric ceramics.

Lead magnesium niobate, PbMg1/3Nb2/3O3 (PMN), is a
perovskite ceramic known as a relaxor ferroelectric. Unlike
normal ferroelectrics, which have well-defined Curie points
in their weak-field relative permittivity, relaxor ferro-
electrics exhibit a broad transition peak between ferroelec-
tric and paraelectric phases (18). This kind of transition is
often referred to as a diffuse phase transition. The dis-
tinctive features of relaxor ferroelectrics are their strong
frequency dispersion of relative permittivity and a shift of
their maximum relative permittivity with frequency. Lo-
cal inhomogeneity of B site ions (e.g., Mg2+ and Nb5+) in
the perovskite lattice are the proposed cause of relaxor
properties. Relaxors do not possess piezoelectricity with-
out a dc bias field to break the paraelectric cubic phase into
the rhombohedral ferroelectric piezoelectric phase. Relax-
ors have been used as actuators because of their negligible
hysteresis and large induced polarization (electrostrictive
strain of the order of 10−3). Figure 9 compares the electric-
field-induced strains of typical piezoelectric (PZT) and elec-
trostrictive (PMN) ceramics.

Processing of Piezoelectric Ceramics

The electromechanical properties of piezoelectric ceram-
ics are largely influenced by their processing conditions.

Table 1. Piezoelectric Properties of Major Piezoelectric Ceramics

Quartz BaTiO3 PZT-4 PZT-5 PbTiO3:Sm

d33 (pC/N) 2.3(x-cut) 190 289 593 65
g33 (10−3Vm/N) 58 12.6 26.1 19.7 42
kt 0.09 0.38 0.51 0.50 0.30
kp 0.33 0.58 0.65 0.03
ε33 5 1700 1300 3400 175
Tc(◦C) 130 328 193 355

10

PZT

PMN-PT

1

2

S3 /10−3

20 E3/kVcm−1

Figure 9. Comparison of the electric-field-induced strain in a
typical piezoelectric (PZT) and relaxor (0.9PMN–0.1PT).

Each step of the process must be carefully controlled to
yield the best product. Figure 10 is a flowchart of a typi-
cal oxide manufacturing process for piezoelectric ceramics.
First, high purity raw materials are accurately weighed ac-
cording to their desired ratio and then are mechanically or
chemically mixed. During the calcination step, the solid
phases react to form the piezoelectric phase. After calcina-
tion, the solid mixture is milled to fine particles. Shaping
is accomplished by a variety of ceramic processing tech-
niques, including powder compaction, tape casting, slip
casting, and extrusion. During the shaping operation, or-
ganic materials are typically added to the ceramic powder
to improve its flow and binding characteristics. The organic
is then removed in a low-temperature (500–600◦C) burnout
step. After organic removal, the ceramic structure is fired
to an optimum density at an elevated temperature. Lead-
containing ceramics (PbTiO3, PZT, PMN) are fired in sealed
crucibles in an optimized PbO atmosphere to prevent lead
loss above 800◦C.

PIEZOELECTRIC COMPOSITES

Single-phase piezoelectric/electrostrictive materials are
not ideally suited for hydrostatic and ultrasonic applica-
tions where ceramic elements radiate and receive acous-
tic waves. Although d33 and d31 piezoelectric coefficients
are exceptionally high in PZT ceramics, their hydrostatic
voltage response is relatively low due to the high di-
electric constant and low hydrostatic charge coefficient
dh = d33 + 2d31. Because d31 ≈ −0.4d33 in PZT ceramics (3),
their hydrostatic sensor capabilities are rather low. In
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Figure 10. Flowchart for processing piezoelectric ceramics.

addition, the high density of ceramics results in a high
acoustic impedance mismatch between the transducer and
the medium in which the acoustic waves are propagating.
On the other hand, piezoelectric polymers have low den-
sity (low impedance), dielectric constant, and piezoelectric
coefficients.

In the past three decades, researchers have focused on
methods for combining the best characteristics of ceram-
ics and polymers to overcome the aforementioned deficien-
cies. Integration of a piezoelectric ceramic with a polymer
allows tailoring the piezoelectric properties of composites.
The mechanical and electrical properties of a composite de-
pend strongly on the characteristics of each phase and the
manner in which they are connected. In a diphasic compos-
ite, the materials can be oriented in ten different ways in
a three-dimensional space (19). The possible connectivity
patterns are 0–0, 1–0, 2–0, 3–0, 1–1, 2–1, 3–1, 2–2, 3–2,
and 3–3. As a matter of convention, the first and second
numbers in the connectivity denote the continuity of the
piezoelectric and polymer phases, respectively. Figure 11
shows some of the composites made in the past 30 years
(20). The most important connectivity patterns are 0–3,
1–3, 3–3, and 2–2. The 0–3 composites are made of a ho-
mogeneous distribution of piezoelectric ceramic particles
within a polymer matrix. The primary advantage of these
composites is that they can be formed into shapes and
still retain their piezoelectricity. However, they cannot be
sufficiently poled because the ceramic phase is not self-
connected in the poling direction. On the other hand, 3–0
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Figure 11. Schematic of various piezoelectric composites of different connectivities.

composites that are simply the ceramic matrix containing
a low concentration of polymer inclusions or voids can be
effectively poled and exhibit hydrostatic properties supe-
rior to those of single-phase PZT (20).

In composites of 3–3 connectivity, the piezoceramic and
polymer phases are continuous in three dimensions and
form two interlocking skeletons. The first composite of 3–3
connectivity was formed by the replamine process using
a coral skeleton (21). Another effective method of mak-
ing 3–3 composites is called BURPS (acronym for burned
out plastic spheres) (22) which provides properties similar
to the replamine composites. In this process, a mixture of
PZT powder and burnable plastic spheres is used to fabri-
cate the PZT/polymer composites. Other techniques, such
as relic processing (23) and distorted reticulated ceramics
(24) have been developed to fabricate 3–3 composites. Re-
cently, fused deposition modeling (FDM) and fused deposi-
tion of ceramics (FDC) have been used to make ladder and
3-D honeycomb composites (25). In the FDM technique, a
3-D plastic mold is prepared and filled with PZT slurry.
The FDC process deposits a mixture of PZT and polymer
directly in the form of a three-dimensional ladder struc-
ture. Either structure is heat treated to burn the organic,
sintered, and embedded in epoxy polymer.

The composites most extensively studied and used in
transducer applications are those that have 1–3 connectivi-
ties. They consist of individual PZT rods or fibers aligned
in the direction parallel to poling and embedded in a poly-
mer matrix. The rod diameter, spacing between them,
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composite thickness, volume% of PZT, and polymer com-
pliance influence the composite’s performance. The most
common methods of forming 1–3 composites are the dice
and fill technique (26) and injection molding (27). In the
former method, the composite is fabricated by dicing deep
grooves in perpendicular directions into a solid sintered
block of poled PZT. The grooves are backfilled with poly-
mer, and the base is removed via grinding or cutting. In
the latter method, a thermoplastic mixture of ceramic pow-
der and organic binder is injected into a cooled mold. The
process can be used to form composites that have a variety
of rod sizes, shapes, and spacings. This technique has re-
cently been employed by Materials Systems, Inc. to mass
produce SmartPanelsTM (28).

APPLICATIONS OF PIEZOELECTRIC/
ELECTROSTRICTIVE CERAMICS

By directly coupling mechanical and electrical quantities,
piezoelectrics and electrostrictives have been extensively
used in a variety of electromechanical devices for both sen-
sor and actuator applications. The direct piezoelectric ef-
fect is currently being used to generate charge (voltage)
in applications such gas igniters, acoustic pressure sen-
sors, vibration sensors, accelerometers, and hydrophones
(29). The best known examples of actuators, which take
advantage of the converse effect, are piezoelectric motors,
piezoelectrically driven relays, ink-jet heads for printers,
noise cancellation systems, VCR head trackers, precise
positioners, and deformable mirrors for correcting of op-
tical images (30). Acoustic and ultrasonic vibrations can
be generated by piezoelectrics using an ac field at res-
onance conditions and/or detected by a piezoelectric re-
ceiver. Very often, an acoustic sender and receiver are com-
bined in the same piezoelectric devices. Transducers have a
variety of applications, including imaging, nondestructive
testing, and fish finders (31). At high frequencies, piezo-
electric transducers also function as frequency control de-
vices, bulk and surface acoustic wave (SAW) resonators,
filters, and delay lines.

Ultrasonic transducers operate in a so-called pulse-
echo mode, where a transducer sends an acoustic wave
that is reflected from the interfaces and is received by
the very same transducer. These echoes vary in inten-
sity according to the type of interface, which may in-
clude tissue and bone. Therefore, the ultrasonic image
that is created clearly represents the mechanical prop-
erties of human tissue. Thus, anatomic structures of dif-
ferent organs can be recognized in real time. A sensi-
tive ultrasonic transducer that generates low-intensity
acoustic waves can be one of the safest diagnostic de-
vices for medical imaging. These transducers are usually
composed of matching and backing layers and the piezo-
electric material itself. The matching layers are added
to the transducer to reduce the acoustic impedance mis-
match between the imaged object and the transducer,
and the backing layers dampen the acoustic backwaves.
Composite materials instead of single phase materials
are frequently used to increase the performance of trans-
ducers (20).
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Figure 12. Typical actuator designs: simple structures [(a)–(d)]
and structures with strain amplification [(e)–(g)].

When a transducer function is to displace an object, it is
called an actuator. It is desirable for an actuator to generate
a significant displacement and/or generative force under a
moderate electric field. In addition, actuators must have
reproducible displacements when precise positioning is im-
portant. Thus, electrostrictive materials such as PMN or
its solid solution with PT are preferred over PZT materials
due to their small hysteresis. Figure 12 shows several pos-
sible designs of piezoelectric/electrostrictive actuators. In
simple structures, like those shown in Fig. 12a–d, the ac-
tuator displacements are solely due to d33, d31, or d15 effects
of the ceramic rod, plate, or tube. Because strain is limited
to 10−3, the typical displacement of a 1-cm long actuator is
∼10 µm. Multilayer actuators (Fig. 12b) use a parallel con-
nection of ceramic plates cemented together. In this case,
the displacements of many individual sheets of a piezo-
electric ceramic are summed. The advantage of multilayer
acuators is their small operating voltage, fast speed, and
large generative force. A useful design is the piezoelectric
tube (Fig. 12c) which is poled and driven by the voltage
applied in a radial direction (through the wall width). The
axial response is due to the d31 coefficient of the material
and is proportional to the length/width ratio. The radial
response can be tuned to almost zero by manipulating the
geometry of the tube (32). This configuration is beneficial in
suppressing unwanted lateral displacements. Another im-
portant design is a shear actuator (Fig. 12d) which directly
transforms the voltage applied normal to the polarization
vector into a pure rotation due to the d15 coefficient (33).

As previously indicated, all of the simple structures are
based on pure d31, d33, or d15 actions, so that displace-
ments are limited to tens of microns. The amplification of
strain at the expense of generative force can be achieved
by using monomorph and bimorph structures (Fig. 12e–f).
These types of actuators produce large displacements (up
to several mm) but have low generative force and slow
response. Another type of strain amplification can be
achieved by flextensional transducers. One of the designs,
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Figure 13. Example of the smart system using a PZT sensor in-
corporated in the MOONE actuator (36).

called MOONE, is shown in Fig. 12g (34). This type of ac-
tuator uses the bending effect of the moon-shaped metal-
lic cap attached to both sides of a multilayer actuator.
The d31 motion of the actuator is amplified by bending
the metallic cap. Other examples of flextensional actua-
tors are RAINBOWs and CYMBALs (not shown in the fig-
ure) (35, 36). Flextensional actuators have characteristics
intermediate between multilayers and bimorphs and are
now extensively used in various actuator applications. An
example of a smart structure using flextensional actuator
(MOONE) is shown in Fig. 13. The actuator portion of the
device consists of the standard MOONE and a small piezo-
electric ceramic embedded in the upper cap that serves as
a sensor. The sensor detects vibrations normal to the ac-
tuator surface and, via a feedback loop, sends a signal of
appropriate amplitude and phase to the actuator, so that
it effectively cancels the external vibration. Potential ap-
plications of the smart structure shown in Fig. 13 include
active optical systems, rotor suspension systems, and other
noise cancellation devices.

Recent trends toward miniaturization have resulted in
extensive use of piezoelectric/electrostrictive materials in
microelectromechanical systems (MEMS). Because minia-
turization of bulk ceramics is limited, these materials are
used in a thin/thick film form. Thin film actuators based on
the piezoelectric effect in PZT materials have been demon-
strated. They include micromotors (37), acoustic imag-
ing devices (38), components for atomic force microscopes
(AFM) (39), and micropumps (40). Figure 14 shows the de-
sign of an atomic force microscope using PZT film for both
sensing and actuating functions. The excitation ac voltage
signal superimposed on the actuation dc voltage is applied
to the PZT film deposited on the Si cantilever. The vibra-
tional amplitude, which is sensitive to the atomic force
between the tip and investigated surface, is detected by
measuring the difference between the cantilever current
and the reference current. The feedback system maintains
a constant current while scanning in the x, y plane. This
system does not require optical registration of the vibration
that makes PZT-based AFM compact and it allows the mul-
tiprobe systems to be achieved. Because PZT film is very
sensitive to vibrations, the vertical resolution of such an
AFM approaches that of conventional systems. This elec-
tromechanically driven AFM is an excellent example of us-
ing piezoelectric ceramic thin films as smart materials.
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Figure 14. Schematic of the AFM cantilever sensor and actuator
based on a PZT thin film.

FUTURE TRENDS

Most piezoelectric/electrostrictive ceramics currently rely
on lead oxide based materials due to their excellent prop-
erties as sensors and actuators. However, due to increased
public awareness of health problems associated with lead
and environmental protection policies, future research will
be focused on finding lead-free compounds that have piezo-
electric properties similar to those of PZT. Relaxor single-
crystal materials that have a giant piezoelectric effect will
probably find a wide range of applications from composite
transducers for medical imaging to microelectromechan-
ical systems. The current trend of miniaturization will
continue to give rise to complex sensors and actuators inte-
grated directly on a silicon chip. Further, batch processing
will effectively reduce the cost of such devices. In addi-
tion, the research will continue toward the development of
more resilient piezoelectric/electrostrictive materials used
for operation under severe external conditions (tempera-
ture, pressure, harsh chemical environments). This will
further improve their potential application in space and
deep ocean exploration, as well as in noise cancellation in
airplanes and helicopters.
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INTRODUCTION

Smart Material

Let us start with the “smartness” of a material. Table 1
lists the various effects that relate the input—electric field,
magnetic field, stress, heat and light—to the output—
charge/current, magnetization, strain, temperature, and
light. Conducting and elastic materials that generate cur-
rent and strain outputs, respectively, from input voltage,
or stress (well-known phenomena!) are sometimes called
“trivial” materials. Conversely, pyroelectric and piezoelec-
tric materials that generate an electric field from the in-
put of heat or stress (unexpected phenomena!) are called
“smart” materials. These off-diagonal couplings have a cor-
responding converse effect such as electrocaloric and con-
verse piezoelectric effects, and both “sensing” and “actu-
ating” functions can be realized in the same materials.
“Intelligent” materials should possess a “drive/control” or
“processing” function which is adaptive to the change in
environmental conditions, in addition to the actuation and
sensing functions. Note that ferroelectric materials exhibit
most of these effects, except magnetic-related phenom-
ena. Thus, the ferroelectrics are said to be very “smart”
materials.

The “actuator” in a narrow meaning stands for materi-
als or devices that generate mechanical strain (or stress)
output. As indicated by the thick columnar border in
Table 1, solid state actuators use converse piezoelectric,
magnetostriction, elasticity, thermal expansion, or photo-
striction phenomena. A shape-memory alloy is a kind
of thermally expanding material. On the other hand, a
“sensor” requires charge/current output in most cases.
Thus, conducting/semiconducting, magnetoelectric, piezo-
electric, pyroelectric, and photovoltaic materials are used
for detecting electric fields, magnetic fields, stress, heat,
and light, respectively (see the thin columnar border in
Table 1).

In this sense, piezoelectric materials are most popu-
larly used in smart structures and systems because the
same material is applicable to both sensors and actua-
tors, in principle. We treat mainly piezoelectric transduc-
ers, sensors, and actuators in this article. Even though
transducers, in general, are devices that convert input en-
ergy to a different energy type of output, the piezoelectric



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C1-Drv January 11, 2002 22:18

CERAMICS, TRANSDUCERS 149

Table 1. Various Effects in Ferroelectric and Ferromagnetic Materials

Input −©→ Material
Device

−©→Output

Output Charge
Input Current Magnetization Strain Temperature Light

Elec. eld Permittivity Elect.-mag. Converse Elec. caloric Elec.-optic
Conductivity effect piezo-effect effect effect

Mag. eld Mag.-elect. Permeability Magneto- Mag.caloric Mag.optic
effect striction effect effect

Stress Piezoelectric Piezomag. Elastic Photoelastic
effect effect constant effect

Heat Pyroelectric Thermal Speci c
effect expansion heat

Light Photovoltaic Photostriction Refractive
effect index

Sensor
Actuator

a Off-diagonal coupling
     = Smart Material

a

“transducer” is often used to denote a device that possesses
both sensing and actuating functions, exemplified by un-
derwater sonar.

Piezoelectric Effect

Certain materials produce electric charges on their sur-
faces as a consequence of applying mechanical stress.
When the induced charge is proportional to the mechanical
stress, it is called a direct piezoelectric effect and was dis-
covered by J. and P. Curie in 1880. Materials that show this
phenomenon also conversely have a geometric strain gen-
erated that is proportional to an applied electric field. This
is the converse piezoelectric effect. The root of the word
“piezo” is the Greek word for “pressure”; hence the origi-
nal meaning of the word piezoelectricity implied “pressure
electricity” (1,2).

Piezoelectric materials couple electrical and mechanical
parameters. The material used earliest for its piezoelectric
properties was single-crystal quartz. Quartz crystal res-
onators for frequency control appear today at the heart
of clocks and are also used in TVs and computers. Ferro-
electric polycrystalline ceramics, such as barium titanate
and lead zirconate titanate, exhibit piezoelectricity when
electrically poled. Because these ceramics possess signif-
icant and stable piezoelectric effects, that is, high elec-
tromechanical coupling, they can produce large strains/
forces and hence are extensively used as transducers.
Piezoelectric polymers, notably polyvinylidene difluoride
and its copolymers with trifluoroethylene and piezoelec-
tric composites that combine a piezoelectric ceramic and a
passive polymer have been developed and offer high poten-
tial. Recently, thin films of piezoelectric materials are being
researched due to their potential use in microdevices (sen-
sors and microelectromechanical systems). Piezoelectric-
ity is being extensively used in fabricating various devices
such as transducers, sensors, actuators, surface acoustic
wave devices, and frequency controls.

We describe the fundamentals of piezoelectric effect
first, then present a brief history of piezoelectricity, fol-
lowed by present day piezoelectric materials that are used,
and finally various potential applications of piezoelectric
materials are presented.

PIEZOELECTRICITY

Relationship Between Crystal Symmetry and Properties

All crystals can be classified into 32 point groups according
to their crystallographic symmetry. These point groups are
divided into two classes; one has a center of symmetry, and
the other lacks it. There are 21 noncentrosymmetric point
groups. Crystals that belong to 20 of these point groups
exhibit piezoelectricity. Although cubic class 432 lacks a
center of symmetry, it does not permit piezoelectricity. Of
these 20 point groups, 10 polar crystal classes contain a
unique axis, along which an electric dipole moment is ori-
ented in the unstrained condition.

The pyroelectric effect appears in any material that pos-
sesses a polar symmetry axis. The material in this cate-
gory develops an electric charge on the surface owing to
the change in dipole moment as temperature changes. The
pyroelectric crystals whose spontaneous polarization are
reorientable by applying an electric field of sufficient mag-
nitude (not exceeding the breakdown limit of the crystal)
are called ferroelectrics (3,4). Table 2 shows the crystallo-
graphic classification of the point groups.

Piezoelectric Coefficients

Materials are deformed by stresses, and the resulting de-
formations are represented by strains (�L/L). When the
stress X (force per unit area) causes a proportional strain x,

x = sX, (1)

where all quantities are tensors, x and X are second rank,
and s is fourth rank. Piezoelectricity creates additional
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Table 2. Crystallographic Classification According to Crystal Centrosymmetry and Polarity 

Polarity Symmetry
Crystal system

Rhombo- Ortho- Mono-
Cubic Hexagonal Tetragonal hedral rhombic clinic Triclinic

Non-
polar
(22)

Centro
(11)

m3m m3 6/ 6/m 4/mmmmmm 4/m 3m 3 mmm 2/m

Non-
centro
(21)

432 622 422
23 6 4 32 222

43m 6m2 42m

Polar
(pyro-

electric)
(10)

2
6mm 6 4mm 4 3m 3 mm2 1

m

a Piezoelectrics are inside the boldline.

a

strains by an applied electric field E. The piezoelectric
equation is given by

xij = sijkl Xkl + dijkEk, (2)

where E is the electric field and d is the piezoelectric con-
stant which is a third-rank tensor. This equation can be
also expressed in a matrix form such as for a poled ceramic:

x1

x2

x3

x4

x5

x6

=

0 0 d31

0 0 d31

0 0 d33

0 d15 0
d15 0 0
0 0 0

E1

E2

E3 (3)

Another frequently used piezoelectric constant is g
which gives the electric field produced when a stress is ap-
plied (E = gX ). The g constant is related to the d constant
through the relative permittivity ε:

g = d/εε0, (4)

where ε0 is the permittivity of free space. A measure of the
effectiveness of the electromechanical energy conversion is
the electromechanical coupling factor k, which measures
the fraction of electrical energy converted to mechanical
energy when an electric field is applied or vice versa when
a material is stressed (5):

k2 = (stored mechanical energy/input electrical energy),

(5)
or

= (stored electrical energy/input mechanical energy).

(6)

Let us calculate k2 in Eq.(5), when an electric field E
is applied to a piezoelectric material. Because the input
electrical energy is (1/2) ε0 ε E2 per unit volume and the
stored mechanical energy per unit volume under zero ex-
ternal stress is given by (1/2) x2/s = (1/2)(dE)2/s, k2 can
be calculated as

k2 = [(1/2)(dE)2/s]/[(1/2)ε0ε E2]

= d2/ε0ε s. (7)

Note that k is always less than one. Typical values of k are
0.10 for quartz, 0.4 for BaTiO3 ceramic, 0.5–0.7 for PZT
ceramic and 0.1–0.3 for PVDF polymer. Another important
material parameter is the mechanical quality factor Qm

that determines frequency characteristics. Qm is given by
an inverse value of mechanical loss:

Qm = 1/ tan δ. (8)

A low Qm is preferred for sensor applications in general
to cover a wide frequency range. Conversely, a high Qm

is most desired for ultrasonic actuations (e.g., ultrasonic
motors) to suppress heat generation through the loss.

History of Piezoelectricity

As already stated, Pierre and Jacques Curie discovered
piezoelectricity in quartz in 1880. The discovery of ferro-
electricity accelerated the creation of useful piezoelectric
materials. Rochelle salt was the first ferroelectric disco-
vered in 1921. Until 1940 only two types of ferroelectrics
were known, Rochelle salt and potassium dihydrogen phos-
phate and its isomorph. In 1940 to 1943, unusual dielectric
properties such as an abnormally high dielectric constant
were found in barium titanate BaTiO3 independently
by Wainer and Salmon, Ogawa, and Wul and Golman.
After the discovery, compositional modifications of BaTiO3

led to improvement in temperature stability and high-
voltage output. Piezoelectric transducers based on BaTiO3

ceramics became well established in a number of devices.
In the 1950s, Jaffe and co-workers established that

the lead zirconate–lead titanate system (called the PZT
system) induces strong piezoelectric effects. The maximum
piezoelectric response was found for PZT compositions near
the morphotropic phase boundary between the rhombohe-
dral and tetragonal phases. Since then, the PZT system
containing various additives has become the dominant
piezoelectric ceramic for a variety of applications. The de-
velopment of PZT-based ternary solid solutions was a major
success of the piezoelectric industry for these applications.

In 1969, Kawai et al. discovered that certain polymers,
notably polyvinylidene difluoride (PVDF), are piezoelec-
tric when stretched during fabrication. Such piezoelectric
polymers are also useful for some transducer applications.
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Table 3. Material Parameters of Representative Piezoelectric Materials

Parameter Quartz BaTiO3 PZT4 PZT 5H (Pb,Sm)TiO3 PVDF-TrFE

d33 (pC/N) 2.3 190 289 593 65 33
g33 (10−3Vm/N) 57.8 12.6 26.1 19.7 42 380
kt 0.09 0.38 0.51 0.50 0.50 0.30
kp 0.33 0.58 0.65 0.03
ε3 T/ε0 5 1700 1300 3400 175 6
Qm >105 500 65 900 3–10
TC (◦C) 120 328 193 355

In 1978, Newnham et al. improved composite piezoelec-
tric materials by combining a piezoelectric ceramic and a
passive polymer whose properties can be tailored to the
requirements of various piezoelectric devices.

Another class of ceramic material has recently become
important: relaxor-type electrostrictors such as lead mag-
nesium niobate (PMN), typically doped with 10% lead ti-
tanate (PT), which have potential applications in the piezo-
electric actuator field. A recent breakthrough in the growth
of high-quality, large, single-crystal relaxor piezoelectric
compositions has created interest in these materials for
applications ranging from high strain actuators to high-
frequency transducers for medical ultrasound devices due
to their superior electromechanical characteristics. More
recently, thin films of piezoelectric materials such as zinc
oxide (ZnO) and PZT have been extensively investigated
and developed for use in microelectromechanical (MEMS)
devices.

PIEZOELECTRIC MATERIALS

This section summarizes the current status of piezo-
electric materials: single-crystal materials, piezoceramics,
piezopolymers, piezocomposites, and piezofilms. Table 3
shows the material parameters of some representative
piezoelectric materials described here (6,7).

Single Crystals

Piezoelectric ceramics are widely used at present for a large
number of applications. However, single-crystal materials
retain their utility; they are essential for applications such
as frequency stabilized oscillators and surface acoustic
devices. The most popular single-crystal piezoelectric ma-
terials are quartz, lithium niobate (LiNbO3), and lithium
tantalate (LiTaO3). The single crystals are anisotropic in
general, and have different properties depending on the
cut of the materials and the direction of the bulk or sur-
face wave propagation.

Quartz is a well-known piezoelectric material. α-Quartz
belongs to the triclinic crystal system with point group 32
and has a phase transition at 537◦C to the β-type that is
not piezoelectric. Quartz has a cut with a zero temperature
coefficient at the resonant frequency change. For instance,
quartz oscillators using the thickness shear mode of the
AT-cut are extensively used as clock sources in computers
and as frequency stabilized oscillators in TVs, and VCRs.
On the other hand, an ST-cut quartz substrate that has X
propagation has a zero temperature coefficient for surface

acoustic waves and so is used for SAW devices that have
highly stabilized frequencies. Another distinguishing char-
acteristic of quartz is its extremely high mechanical quality
factor Qm > 105.

Lithium niobate and lithium tantalate belong to an iso-
morphous crystal system and are composed of oxygen oc-
tahedran. The Curie temperatures of LiNbO3 and LiTaO3

are 1210 and 660◦C, respectively. The crystal symmetry of
the ferroelectric phase of these single crystals is 3m, and
the polarization direction is along the c axis. These ma-
terials have high electromechanical coupling coefficients
for surface acoustic waves. In addition, large single crys-
tals can easily be obtained from their melts by using the
conventional Czochralski technique. Thus, both materials
are very important in SAW device applications.

Perovskite Ceramics

Most of the piezoelectric ceramics have the perovskite
structure ABO3, shown Fig. 1. This ideal structure consists
of a simple cubic unit cell that has a large cation A at the
corner, a smaller cation B in the body center, and oxygens O
in the centers of the faces. The structure is a network
of corner-linked oxygen octahedra surrounding B cations.
The piezoelectric properties of perovskite-structured mate-
rials can be easily tailored for applications by incorporating
various cations in the perovskite structure.

Barium Titanate. Barium titanate (BaTiO3) is one of the
most thoroughly studied and most widely used piezoelec-
tric materials. Figure 2 shows the temperature dependence

B

A

O

Figure 1. Perovskite structure ABO3.
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Figure 2. Dielectric constants of BaTiO3 as
a function of temperature.

−150 −100

0

−50 0

Temperature (°C)

50 100 150

PSPS
PS

εa

εc

5,000

D
ie

le
ct

ric
 c

on
st

an
t

10,000

Tetragonal CubicOrthorhombicRhombohedral

of dielectric constants in BaTiO3, that demonstrate the
phase transitions in BaTiO3 single crystals. Three anoma-
lies can be observed. The discontinuity at the Curie point
(130◦C) is due to a transition from a ferroelectric to a
paraelectric phase. The other two discontinuities are ac-
companied by transitions from one ferroelectric phase to
another. Above the Curie point, the crystal structure is cu-
bic and has no spontaneous dipole moments. At the Curie
point, the crystal becomes polar, and the structure changes
from a cubic to a tetragonal phase. The dipole moment and
the spontaneous polarization are parallel to the tetrago-
nal axis. Just below the Curie temperature, the vector of
the spontaneous polarization points in the [001] direction
(tetragonal phase), below 5◦C it reorients in the [011] (orth-
rhombic phase), and below −90◦C in the [111] (rhombohe-
dral phase). The dielectric and piezoelectric properties of
ferroelectric ceramic BaTiO3 can be affected by its own sto-
ichiometry, microstructure, and by dopants entering into
the A or B site solid solution. Modified ceramic BaTiO3 that
contains dopants such as Pb or Ca ions have been used as
commercial piezoelectric materials.

Lead Zirconate–Lead Titanate. Piezoelectric Pb(Ti, Zr)O3

solid-solution (PZT) ceramics are widely used because of
their superior piezoelectric properties. The phase diagram
of the PZT system (Pb(ZrxTi1−x) O3) is shown in Fig. 3. The
crystalline symmetry of this solid solution is determined
by the Zr content. Lead titanate also has a tetragonal fer-
roelectric phase of the perovskite structure. As the Zr con-
tent x increases, the tetragonal distortion decreases, and
when x > 0.52, the structure changes from the tetrago-
nal 4mmphase to another ferroelectric phase of rhombohe-
dral 3m symmetry. Figure 4 shows the dependence of sev-
eral d constants on the composition near the morphotropic
phase boundary between the tetragonal and rhombohedral
phases. The d constants have their highest values near the
morphotropic phase boundary. This enhancement in the
piezoelectric effect is attributed to the increased ease of
reorientation of the polarization in an electric field. Dop-
ing the PZT material with donors or acceptors changes the
properties dramatically. Donor doping with ions such as
Nb5+ or Ta5+ provides soft PZTs like PZT-5, because of the
facility of domain motion due to the charge compensation
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Figure 3. Phase diagram of the PZT system.

of the Pb vacancy which is generated during sintering. On
the other hand, acceptor doping with Fe3+ or Sc3+ leads to
hard PZTs such as PZT-8 because oxygen vacancies pin the
domain wall motion.

Lead Titanate. PbTiO3 has a tetragonal structure at
room temperature and has large tetragonality c/a = 1.063.
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Figure 4. Piezoelectric d strain coefficients versus composition
for the PZT system.
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The Curie temperature is 490◦C. Densely sintered PbTiO3

ceramics cannot be obtained easily because they break
up into powders when cooled through the Curie temper-
ature. This is partly due to the large spontaneous strain
that occurs at the transition. Lead titanate ceramics mod-
ified by small amounts of additives exhibit high piezoelec-
tric anisotropy. Either (Pb, Sm)TiO3 (8) or (Pb, Ca)TiO3

(9) has extremely low planar coupling, that is, a large
kt/kp ratio. Here, kt and kp are thickness-extensional and
planar electromechanical coupling factors, respectively.
(Pb, Nd)(Ti, Mn, In)O3 ceramics that have a zero tem-
perature coefficient of surface acoustic wave delay have
been developed as superior substrate materials for SAW
devices (10).

Relaxor Ferroelectrics. Relaxor ferroelectrics differ from
normal ferroelectrics; they have broad phase transitions
from the paraelectric to the ferroelectric state, strong fre-
quency dependence of the dielectric constant (i.e., dielectric
relaxation), and weak remanent polarization at tempera-
tures close to the dielectric maximum. Lead-based relaxor
materials have complex disordered perovskite structures
of the general formula Pb(B1, B2) O3 (B1 = Mg2+, Zn2+, Sc3+;
B2 = Nb5+, Ta5+, W6+). The B-site cations are distributed
randomly in the crystal. The characteristic of a relaxor is a
broad and frequency dispersive dielectric maximum. In ad-
dition, relaxor-type materials such as the lead magnesium
niobate Pb(Mg1/3Nb2/3)O3–lead titanate PbTiO3 solid so-
lution (PMN–PT) exhibit electrostrictive phenomena that
are suitable for actuator applications. Figure 5 shows an
electric-field-induced strain curve that was observed for
0.9 PMN–0.1 PT and reported by Cross et al. in 1980 (11).
Note that a strain of 0.1% can be induced by an electric
field as small as 1 kV/mm and that hysteresis is negligibly
small for this electrostriction.

Because electrostriction is the secondary electrome-
chanical coupling observed in cubic structures, in principle,
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Figure 5. Field-induced electrostrictive strain in 0.9PMN–0.1PT.

the charge is not induced under applied stress. The con-
verse electrostrictive effect, which can be used for sensor
applications, means that the permittivity (the first deriva-
tive of polarization with respect to an electric field) is
changed by stress.

In relaxor ferroelectrics, the piezoelectric effect can be
induced under a bias field, that is, the electromechani-
cal coupling factor kt varies as the applied dc bias field
changes. As the dc bias field increases, the coupling in-
creases and saturates. These materials can be used for ul-
trasonic transducers that are tunable by a bias field (12).

The recent development of single-crystal piezoelectrics
started in 1981, when Kuwata et al. first reported an
enormously large electromechanical coupling factor k33 =
92–95% and a piezoelectric constant d33 = 1500 pC/N in
solid-solution single crystals between relaxor and normal
ferroelectrics, Pb(Zn1/3Nb2/3)O3–PbTiO3 (13). After about
10 years, Yamashita et al. (Toshiba) and Shrout et al.
(Penn State) independently reconfirmed that these val-
ues are true, and much more improved data were ob-
tained in these few years, aimed at medical acoustic ap-
plications (14,15). Important data have been accumulated
for Pb(Mg1/3Nb2/3)O3 (PMN), Pb(Zn1/3Nb2/3)O3 (PZN), and
binary systems of these materials combined with PbTiO3

(PMN–PT and PZN–PT) for actuator applications. Strains
as large as 1.7% can be induced practically for a mor-
photropic phase boundary composition of PZN–PT solid-
solution single crystals. Figure 6 shows the field-induced
strain curve for [001] oriented 0.92PZN–0.08PT (15). It is
notable that the highest values are observed for a rhom-
bohedral composition only when the single crystal is poled
along the perovskite [001] axis, not along the [111] spon-
taneous polarization axis.

Polymers

Polyvinylidene difluoride, (PVDF or PVF2) is a piezoelec-
tric when stretched during fabrication. Thin sheets of the
cast polymer are drawn and stretched in the plane of the
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Figure 6. Field induced strain curve for [001] oriented 0.92PZN–
0.08PT.
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sheet in at least one direction and frequently also in the
perpendicular direction to convert the material into its
microscopically polar phase. Crystallization from a melt
forms the nonpolar α phase, which can be converted into
another polar β phase by uniaxial or biaxial drawing; these
dipoles are then reoriented by electric poling. Large sheets
can be manufactured and thermally formed into complex
shapes. Copolymerization of vinylidene difluoride with
trifluoroethylene (TrFE) results in a random copolymer
(PVDF–TrFE) that has a stable, polar β phase. This poly-
mer does not need to be stretched; it can be poled directly
as formed. A thickness-mode coupling coefficient of 0.30
has been reported. Such piezoelectric polymers are used
for directional microphones and ultrasonic hydrophones.

Composites

Piezocomposites comprised of piezoelectric ceramics and
polymers are promising materials because of excellent tai-
lored properties. The geometry of two-phase composites
can be classified according to the connectivity of each phase
(0, 1, 2, or 3 dimensionality) into 10 structures; 0–0, 0–1,
0–2, 0–3, 1–1, 1–2, 1–3, 2–2, 2–3, and 3–3 (15). A 1–3 piezo-
composite, or PZT-rod / polymer-matrix composite is a most
promising candidate. The advantages of this composite are
high coupling factors, low acoustic impedance (square root
of the product of its density and elastic stiffness), a good
match to water and human tissue, mechanical flexibility,
a broad bandwidth in combination with a low mechani-
cal quality factor, and the possibility of making undiced
arrays by structuring only the electrodes. The thickness-
mode electromechanical coupling of the composite can
exceed the kt (0.40–0.50) of the constituent ceramic and
almost approaches the value of the rod-mode electrome-
chanical coupling k33 (0.70–0.80) of that ceramic (16). The
acoustic match to tissue or water (1.5 Mrayls) of typical
piezoceramics (20–30 Mrayls) is significantly improved by
forming a composite structure, that is, by replacing a heavy,
stiff ceramic by a light, soft polymer. Piezoelectric compo-
site materials are especially useful for underwater sonar
and medical diagnostic ultrasonic transducers.

Thin Films

Both zinc oxide (ZnO) and aluminum nitride (AlN) are sim-
ple binary compounds that have Wurtzite type structures,
which can be sputter-deposited in a c-axis oriented thin
film on a variety of substrates. ZnO has reasonable piezo-
electric coupling, and its thin films are widely used in bulk
acoustic and surface acoustic wave devices. The fabrication
of highly c-axis oriented ZnO films has been extensively
studied and developed. The performance of ZnO devices is,
however, limited due to their small piezoelectric coupling
(20–30%). PZT thin films are expected to exhibit higher
piezoelectric properties. At present, the growth of PZT
thin film is being carried out for use in microtransducers
and microactuators. A series of theoretical calculations on
perovskite type ferroelectric crystals suggests that large
d and k values of magnitudes similar to those of PZN–PT
can also be expected in PZT. Crystal orientation depen-
dence of piezoelectric properties was phenomenologically
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Figure 7. The principle of enhancement in electromechanical
couplings in a perovskite piezoelectric.

calculated for compositions around the morphotropic phase
boundary of PZT (17). The maximum longitudinal piezo-
electric constant d33 (4–5 times the enhancement) and the
electromechanical coupling factor k33 (more than 90%) in
the rhombohedral composition were found at angles of 57
and 51◦ respectively, canted from the spontaneous polar-
ization direction [111], which correspond roughly to the
perovskite [100] axis.

Figure 7 shows the principle of the enhancement in elec-
tromechanical couplings. Because the shear coupling d15 is
the highest in perovskite piezoelectric crystals, the applied
field should be canted from the spontaneous polarization
direction to obtain the maximum strain. Epitaxially grown,
[001] oriented thin/thick films using a rhombohedral PZT
composition reportedly enhance the effective piezoelectric
constant by four to five times.

APPLICATIONS OF PIEZOELECTRICITY

Piezoelectric materials can provide coupling between elec-
trical and mechanical energy and thus have been exten-
sively used in a variety of electromechanical devices. The
direct piezoelectric effect is most obviously used to generate
charge or high voltage in applications such as the spark ig-
nition of gas in space heaters, cooking stoves, and cigarette
lighters. Using the converse effect, small mechanical dis-
placements and vibrations can be produced in actuators
by applying an electric field. Acoustic and ultrasonic vi-
brations can be generated by an alternating field tuned at
the mechanical resonant frequency of a piezoelectric device
and can be detected by amplifying the field generated by
vibration incident on the material, which is usually used
for ultrasonic transducers. Another important application
of piezoelectricity is frequency control. The application of
piezoelectric materials ranges over many fields, including
ultrasonic transducers, actuators, and ultrasonic motors;
electronic components such as resonators, wave filters, de-
lay lines; SAW devices and transformers and high-voltage
applications; and gas igniters, and ultrasonic cleaning and
machining. Piezoelectric-based sensors, for instance, ac-
celerometers, automobile knock sensors, vibration sensors,
strain gages, and flow meters have been developed because
pressure and vibration can be directly sensed as electric
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Figure 8. Cylindrical gyroscope commercialized by Tokin
(Japan).

signals through the piezoelectric effect. Examples of these
applications are given in the following sections.

Pressure Sensor/Accelerometer/Gyroscope

The gas igniter is one of the basic applications of piezoelec-
tric ceramics. Very high voltage generated in a piezoelectric
ceramic under applied mechanical stress can cause spark-
ing and ignite a gas.

Piezoelectric ceramics can be employed as stress sensors
and acceleration sensors, because of their “direct piezo-
electric effect.” Kistler (Switzerland) is manufacturing a
3-D stress sensor. By combining an appropriate number
of quartz crystal plates (extensional and shear types), the
multilayer device can detect three-dimensional stresses
(18).

Figure 8 shows a cylindrical gyroscope commercialized
by Tokin (Japan) (19). The cylinder has six divided elec-
trodes; one pair is used to excite the fundamental bending
vibration mode, and the other two pairs are used to de-
tect acceleration. When rotational acceleration is applied
around the axis of this gyro, the voltage generated on the
electrodes is modulated by the Coriolis force. By subtract-
ing the signals between the two sensor electrode pairs, a
voltage directly proportional to the acceleration can be ob-
tained. This type of gyroscope has been widely installed
in handheld video cameras to monitor the inevitable hand
vibration during operation and to compensate for it elec-
tronically on a display by using the sensed signal.

Ultrasonic Transducer

One of the most important applications of piezoelectric
materials is based on the ultrasonic echo field (20,21).
Ultrasonic transducers convert electrical energy into a
mechanical form when generating an acoustic pulse and
convert mechanical energy into an electrical signal when
detecting its echo. Nowadays, piezoelectric transducers are

being used in medical ultrasound for clinical applications
that range from diagnosis to therapy and surgery. They are
also used for underwater detection, such as sonars and fish
finders, and nondestructive testing.

Ultrasonic transducers often operate in a pulse-echo
mode. The transducer converts electrical input into an
acoustic wave output. The transmitted waves propagate
into a body, and echoes are generated that travel back to
be received by the same transducer. These echoes vary in
intensity according to the type of tissue or body structure,
and thereby create images. An ultrasonic image represents
the mechanical properties of the tissue, such as density and
elasticity. We can recognize anatomical structures in an ul-
trasonic image because the organ boundaries and fluid-to-
tissue interfaces are easily discerned. Ultrasonic imaging
can also be done in real time. This means that we can fol-
low rapidly moving structures such as the heart without
motional distortion. In addition, ultrasound is one of the
safest diagnostic imaging techniques. It does not use ion-
izing radiation like X rays and thus is routinely used for
fetal and obstetrical imaging. Useful areas for ultrasonic
imaging include cardiac structures, the vascular system,
the fetus, and abdominal organs such as the liver and kid-
ney. In brief, it is possible to see inside the human body by
using a beam of ultrasound without breaking the skin.

There are various types of transducers used in ultra-
sonic imaging. Mechanical sector transducers consist of
single, relatively large resonators that provide images by
mechanical scanning such as wobbling. Multiple element
array transducers permit the imaging systems to access
discrete elements individually and enable electronic focus-
ing in the scanning plane at various adjustable penetration
depths by using phase delays. The two basic types of array
transducers are linear and phased (or sector). Linear array
transducers are used for radiological and obstetrical exam-
inations, and phased array transducers are useful for car-
diologcal applications where positioning between the ribs
is necessary.

Figure 9 shows the geometry of the basic ultra-
sonic transducer. The transducer is composed mainly of

Input
pulse

Backing
Piezoelectric element

Matching layer

Ultrasonic beam

Figure 9. Geometry of the fundamental transducer for acoustic
imaging.
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matching, piezoelectric material, and backing layers (22).
One or more matching layers are used to increase sound
transmissions into tissues. The backing is attached to the
transducer rear to damp the acoustic returnwave and to re-
duce the pulse duration. Piezoelectric materials are used
to generate and detect ultrasound. In general, broadband
transducers should be used for medical ultrasonic imag-
ing. The broad bandwidth response corresponds to a short
pulse length that results in better axial resolution. Three
factors are important in designing broad bandwidth trans-
ducers. The first is acoustic impedance matching, that is,
effectively coupling the acoustic energy to the body. The
second is high electromechanical coupling coefficient of the
transducer. The third is electrical impedance matching,
that is, effectively coupling electrical energy from the driv-
ing electronics to the transducer across the frequency
range of interest. The operator of pulse-echo transducers
is based on the thickness mode resonance of the piezoelec-
tric thin plate. The thickness mode coupling coefficient kt

is related to the efficiency of converting electric energy into
acoustics and vice versa. Further, a low planar mode cou-
pling coefficient kp is beneficial for limiting energies from
being expended in a nonproductive lateral mode. A large
dielectric constant is necessary to enable a good electrical
impedance match to the system, especially in tiny piezo-
electric sizes.

Table 4 compares the properties of ultrasonic trans-
ducer materials (7,23). Ferroelectric ceramics, such as lead
zirconate titanate and modified lead titanate, are almost
universally used as ultrasonic transducers. The success of
ceramics is due to their very high electromechanical cou-
pling coefficients. In particular, soft PZT ceramics such as
PZT-5A and 5H type compositions are most widely used
because of their exceedingly high coupling properties and
because they can be relatively easily tailored, for instance,
in the wide dielectric constant range. On the other hand,
modified lead titanates such as samarium-doped mate-
rials have high piezoelectric anisotropy: the planar cou-
pling factor kp is much less than the thickness coupling
factor kt. Because the absence of lateral coupling leads
to reduced interference from spurious lateral resonances
in longitudinal oscillators, this is very useful in high-
frequency array transducer applications. One disadvan-
tage of PZT and other lead-based ceramics is their large
acoustic impedance (approximately 30 kgm−2s−1 (Mrayls)
compared to body tissue (1.5 Mrayls). Single or multiple
matching layers of intermediate impedances need to be
used in PZT to improve acoustic matching.

On the other hand, piezoelectric polymers, such as poly-
vinylidene difluoride-trifluoroethylene, have much lower

Table 4. Comparison of the Properties of Ultrasonic Transducer Materials

PZT-Polymer
PZT Ceramic PVDF Polymer Composite ZnO Film

kt 0.45–0.55 0.20–0.30 0.60–0.75 0.20–0.30
Z (Mrayls) 20–30 1.5–4 4–20 35
ε33

T/ε0 200–5000 10 50–2500 10
tan δ (%) <1 1.5–5 <1 <1
Qm 10–1000 5–10 2–50 10
ρ (g/cm3) 5.5–8 1–2 2–5 3–6

acoustic impedance (4–5 Mrayls) than ceramics and thus
match soft tissues better. However, piezopolymers are less
sensitive than ceramics, and they have relatively low di-
electric constants that require large drive voltage and give
poor noise performance due to mismatching of electrical
impedance.

Piezoelectric ceramic/polymer composites are alterna-
tives to ceramics and polymers. Piezocomposites that have
2–2 or 1–3 connectivity are commonly used in ultra-
sonic medical applications. They combine the low acoustic
impedance advantage of polymers and the high sensitivity
and low electrical impedance advantages of ceramics.

The design frequency of a transducer depends on the
penetration depth required by the application. Resolu-
tion is improved as frequency increases. Although a high-
frequency transducer can produce a high-resolution image,
higher frequency acoustic energy is more readily attenu-
ated by the body. A lower frequency transducer is used
as a compromise when imaging deeper structures. Most
medical ultrasound imaging systems operate in the fre-
quency range from 2–10 MHz and can resolve objects ap-
proximately 0.2–1 mm in size. At 3.5 MHz, imaging to a
depth of 10–20 cm is possible, and at 50 MHz, increased
losses limit the depth to less than 1 cm. Higher frequency
transducers (10–50 MHz) are used for endoscopic imag-
ing and for catheter-based intravascular imaging. Ultra-
sound microscopy is being done at frequencies higher than
100 MHz. The operating frequency of the transducer is
directly related to the thickness and velocity of sound in
the piezoelectric materials employed. As the frequency
increases, resonator thickness decreases. For a 3.5 MHz
transducer, the PZT ceramic must be roughly 0.4 mm thick.
Conventional ceramic transducers, such as PZT, are lim-
ited to frequencies below 80 MHz because of the difficulty
of fabricating thinner devices (24). Piezoelectric thin-film
transducers such as ZnO have to be used for microscopic
applications (at frequencies higher than 100 MHz, corre-
sponding to a thickness of less than 20 µm) (25).

Resonator and Filter

When a piezoelectric body vibrates at its resonant fre-
quency, it absorbs considerably more energy than at other
frequencies, resulting in a fall of the impedance. This phe-
nomenon enables using piezoelectric materials as wave fil-
ters. A filter is required to pass a certain selected frequency
band or to stop a given band. The bandwidth of a filter fab-
ricated from a piezoelectric material is determined by the
square of the coupling coefficient k. Quartz crystals that
have very low k values of about 0.1 can pass very narrow
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frequency bands of approximately 1% of the center reso-
nance frequency. On the other hand, PZT ceramics whose
planar coupling coefficient is about 0.5 can easily pass a
band of 10% of the center resonance frequency. The sharp-
ness of the passband depends on the mechanical quality
factor Qm of the material. Quartz also has a very high Qm

of about 106 which results in a sharp cutoff of the passband
and well-defined frequency of the oscillator.

A simple resonator is a thin disk electroded on its
plane faces and vibrating radially for applications in filters
whose center frequency ranges from 200 kHz to 1 MHz and
whose bandwidth is several percent of the center frequency.
The disk diameter must be about 5.6 mm for a frequency of
455 kHz. However, if the required frequency is higher
than 10 MHz, other modes of vibration such as the thick-
ness extensional mode are exploited, because of its smaller
size disk. Trapped-energy type filters made from PZT
ceramics have been widely used in the intermediate fre-
quency range, for example, 10.7 MHz for FM radio re-
ceivers and transmitters. By employing the trapped-energy
phenomenon, the overtone frequencies are suppressed. The
plate is partly covered by electrodes of a specific area
and thickness. The fundamental frequency of the thick-
ness mode beneath the electrode is less than that of the
unelectroded portion because of the extra inertia of the
electrode mass. The longer wave characteristic of the elec-
trode region cannot propagate in the unelectroded region.
Higher frequency overtones can propagate into the unelec-
troded region. This is called the trapped-energy principle.
Figure 10 shows a schematic drawing of a trapped-energy
filter. In this structure, the top electrode is split so that cou-
pling between the two parts is efficient only at resonance.
More stable filters suitable for telecommunication systems
have been made from single crystals such as quartz or
LiTaO3.

Piezoelectric Transformer

The transfer of vibrational energy from one set of elec-
trodes to another on a piezoelectric ceramic body can be
used to transform voltage. The device is called a piezo-
electric transformer. Recently, office automation equip-
ment that has a liquid crystal display such as notebook
type personal computers and car navigation systems has
been successfully commercialized. This equipment that
uses liquid crystal display requires a very thin trans-
former without electromagnetic noise to start the glow of

Ceramic plate

Electrode

Top Bottom

Figure 10. Trapped-energy filter.

Low voltage input

High voltage output

Figure 11. Piezoelectric transformer.

a fluorescent back-lamp. This application has recently ac-
celerated the development of piezoelectric transformers.
Figure 11 shows the basic structure, where two differently
poled parts coexist in one piezoelectric plate. The plate has
electrodes on half of its major faces and on an edge. The
plate is then poled in its thickness direction at one end
and parallel to the long axis over most of its length. A low-
voltage ac supply is applied to the large-area electrodes at
a frequency that excites a length extensional mode reso-
nance. Then, a high-voltage output can be taken from the
small electrode and from one of the larger electrodes. Fol-
lowing the proposal by Rosen mentioned before, piezoelec-
tric transformers of several different structures have been
reported (26). Multilayer type transformers are proposed to
increase the voltage step-up ratio (27). The input part has
a multilayer structure and has internal electrodes, and the
output electrodes are formed at the side surface of the half
of the rectangular plate. This transformer uses the piezo-
electric transverse mode for the input and output parts.

SAW Device

A surface acoustic wave (SAW), also called a Rayleigh wave,
is composed of a coupling between longitudinal and shear
waves in which the SAW energy is confined near the sur-
face. An associated electrostatic wave exists for a SAW on
a piezoelectric substrate that allows electroacoustic cou-
pling via a transducer. The advantages of SAW technology
are that a wave can be electroacoustically accessed and
trapped at the substrate surface and its velocity is approx-
imately 104 times slower than an electromagnetic wave.
The SAW wavelength is of the same order of magnitude
as line dimensions that can be photolithographically pro-
duced, and the lengths for both short and long delays are
achievable on reasonably size substrates (28,29).

There is a very broad range of commercial applications,
including front-end and IF (intermediate frequency) filters,
CATV (community antenna television) and VCR (video cas-
sette recorder) components, synthesizers, analyzers, and
navigators. In SAW transducers, finger electrodes provide
the ability to sample or tap the wave, and the electrode
gap gives the relative delay. A SAW filter is composed of
a minimum of two transducers. A schematic of a simple
SAW bidirectional filter is shown in Fig. 12. A bidirectional
transducer radiates energy equally from each side of the
transducer. Energy not received is absorbed to eliminate
spurious reflection.

Various materials are currently being used for SAW de-
vices. The most popular single-crystal SAW materials are
lithium niobate and lithium tantalate. The materials have
different properties depending on their cuts and the direc-
tion of propagation. The fundamental parameters are the
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Figure 12. Typical SAW bidirectional filter that consists of two
interdigital transducers.

SAW velocity, the temperature coefficient of delay (TCD),
the electromechanical coupling factor, and the propagative
loss. Surface acoustic waves can be generated and detected
by spatially periodic, interdigital electrodes on the plane
surface of a piezoelectric plate. A periodic electric field is
produced when an RF source is connected to the electrode,
thus permitting piezoelectric coupling to a traveling sur-
face wave. If an RF source of a frequency f is applied to an
electrode whose periodicity is p, energy conversion from an
electrical to mechanical form will be maximum when

f = f0 = Vs/p, (9)

where Vs is the SAW velocity and f0 is the center frequency
of the device. SAW velocity is an important parameter that
determines the center frequency. Another important pa-
rameter for many applications is the temperature sensi-
tivity. For example, the temperature stability of the center
frequency of a SAW bandpass filter is a direct function of
the temperature coefficient for the velocity and delay time
of the material used. The first-order temperature coeffi-
cient of delay time is given by

(1/t)(dt/dT) = (1/L)(dL/dT) − (1/Vs)(dVs/dT), (10)

where t = L/Vs is the delay time and L is the SAW propaga-
tive length. The surface wave coupling factor k2

s is defined
in terms of the change in SAW velocity that occurs when
the wave passes across a surface coated by a thin massless
conductor, so that the piezoelectric field associated with the
wave is effectively shorted-circuited. The coupling factor

Table 5. Material Parameters for Representative SAW Materials

Cut-Propagation TCD
Material Direction k2 (%) (ppm/C) V0 (m/s) εr

Single crystal Quartz ST-X 0.16 0 3158 4.5
LiNbO3 128◦ Y-X 5.5 −74 3960 35
LiTaO3 X112◦ -Y 0.75 −18 3290 42
Li2B4O7 (110)<001> 0.8 0 3467 9.5

Ceramic PZT-In(Li3/5W2/5)O3 1.0 10 2270 690
(Pb,Nd)(Ti,Mn,In)O3 2.6 <1 2554 225

Thin film ZnO/glass 0.64 −15 3150 8.5
ZnO/sapphire 1.0 −30 5000 8.5

k2
s is expressed by

k2
s = 2(Vf − Vm)/Vf, (11)

where Vf is the free surface wave velocity and Vm is the ve-
locity on the metallized surface. In SAW applications, the
value of k2

s relates to the maximum bandwidth obtainable
and the amount of signal loss between input and output
that determines the fractional bandwidth versus minimum
insertion loss for a given material and a filter. Propagative
loss, one of the major factors that determines the insertion
loss of a device, is caused by wave scattering by crystalline
defects and surface irregularities. Materials that have high
electromechanical coupling factors combined with small
temperature coefficients of delay time are likely to be
required. The free surface velocity V0 of the material is
a function of the cut angle and the propagative direction.
The TCD is an indication of the frequency shift expected
from a transducer due to a temperature change and is also
a function of the cut angle and the propagative direction.
The substrate is chosen on the basis of the device’s design
specifications for operating temperature, fractional band-
width, and insertion loss.

Table 5 shows some important material parameters of
representative SAW materials. Piezoelectric single crys-
tals such as 128◦Y-X (128◦-rotated Y cut and X propagation)
LiNbO3 and X-112◦Y (X cut and 112◦-rotated Y propaga-
tion) LiTaO3 have been extensively employed as SAW sub-
strates for VIF filters. ZnO thin films c-axis oriented and
deposited on a fused quartz, glass, or sapphire substrate
have also been commercialized for SAW devices.

Actuators

Currently, another important application of piezoelectric
materials exists in the actuator field (30). Using the
converse piezoelectric effect, a small displacement can be
produced by applying an electric field to a piezoelectric ma-
terial. Vibrations can be generated by applying an alter-
nating electric field. There is a demand in advanced preci-
sion engineering for a variety of types of actuators that
can adjust position precisely (micropositioning devices),
suppress noise vibrations (dampers), and drive objects dy-
namically (ultrasonic motors). These devices are used in
areas, including optics, astronomy, fluid control, and pre-
cision machinery. Piezoelectric strain and electrostriction
induced by an electric field are used for actuator applica-
tions.
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Figure 13. Structures of ceramic actuators.

Figure 13 shows the design classification of ceramic ac-
tuators. Simple devices composed of a disk or a multilayer
type use the strain induced in a ceramic by the applied elec-
tric field directly. Complex devices do not use the induced
strain directly but use the amplified displacement through
a special magnification mechanism such as a unimorph,
bimorph or moonie. The most popularly used multilayer
and bimorph types have the following characteristics: The
multilayer type does not have a large displacement (10 µm)
but has advantages in generation force (1 kN), response
speed (10 µs), lifetime (1011 cycles), and electromechanical
coupling factor k33 (0.70). The bimorph type has a large dis-
placement (300 µm) but has disadvantages in generation
force (1 N), response speed (1 ms), lifetime (108 cycles), and
electromechanical coupling factor keff (0.10). For instance,
in a 0.65 PMN–0.35 PT multilayer actuator made of 99
layers of 100-µm thick sheets (2 × 3 × 10 mm3), an 8.7-µm
displacement is generated by a 100 V voltage, accompanied
by a slight hysteresis. The transmited response of the in-
duced displacement after the application of a rectangular
voltage is as quick as 10 µs. The multilayer has a field-
induced strain of 0.1% along the length.

Unimorph and bimorph devices are defined by the num-
ber of piezoelectric ceramic plates: only one ceramic plate
is bonded onto an elastic shim, or two ceramic plates are
bonded together. The bimorph causes bending deformation
because each piezoelectric plate bonded together produces
extension or contraction in an electric field. In general,
there are two types of piezoelectric bimorphs: the antipar-
allel polarization type and the parallel polarization type,

(a)

V

(b)

V

Figure 14. Two types of piezoelectric bimorphs: (a) antiparallel
polarization type and (b) parallel polarization type.

as shown in Fig. 14. Two poled piezoelectric plates t/2 thick
and L long are bonded so that their polarization directions
are opposite or parallel to each other. In the cantilever bi-
morph configuration where one end is clamped, the tip dis-
placement δz under an applied voltage V is

δz = (3/2)d31(L2/t2) V, (antiparallel type) (12)

δz = 3d31(L2/t2) V. (parallel type) (13)

The resonance frequency fr for both types is given by

fr = 0.16 t/L2(ρsE
11)−1/2, (14)

where ρ is the density and sE
11 is the elastic compliance. A

metallic sheet (called a shim) is occasionally sandwiched
between the two piezoelectric plates to increase reliability;
the structure can be maintained even if the ceramics frac-
ture. Using the bimorph structure, a large magnification of
displacement is easily obtainable. However, the disadvan-
tages include low response speed (1 kHz) and low genera-
tive force.

A composite actuator structure called a “moonie” has
been developed to amplify the small displacements in-
duced in piezoelectric ceramics. The moonie consists of a
thin multilayer element and two metal plates that have
narrow moon-shaped cavities bonded together. This device
has characteristics intermediate between the conventional
multilayer and bimorph actuators; it has an order of mag-
nitude larger displacement (100 µm) than the multilayer,
much larger generative force (100 N), and quicker response
(100 µs) than the bimorph.

Some examples of applications of piezoelectric and elec-
trostrictive actuators are described here. The piezoelectric
impact dot-matrix printer is the first mass-produced de-
vice that uses multilayer ceramic actuators (Fig. 15). The
advantages of a piezoelectric printer head compared to
conventional magnetic type are low energy consumption,
low heat generation, and fast printing speed. Longitudi-
nal multilayer actuators do not have a large displacement,
and thus a suitable displacement magnification mecha-
nism is necessary. The displacement induced in a multi-
layer actuator pushes up the force point, and its displace-
ment magnification is carried out through hinge levers to
generate a large wire stroke. When the displacement in
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Figure 15. Impact dot-matrix printer head.

the piezoactuator is 8 µm, a wire stroke of 240 µm can be
obtained; the magnification rate is 30 times.

Bimorph structures are commonly used for VCR head-
tracking actuators because of their large displacements.
An autotracking scan system uses a piezoelectric actu-
ator so that the head follows the recording track, even
driven in both still and quick modes. As can be anticipated,
the bimorph drive is inevitably accompanied by torsional
motion. A special mechanism has to be employed to ob-
tain perfectly parallel motion. Piezoelectric pumps for gas
or liquid that use the alternating bending motion of the
bimorph have been developed for intravenous drip in-
jection in hospitals and for medication dispensing for
chemotherapy, chronic pain, and diabetes. Piezoelectric
fans for cooling electronic circuits are made from a pair of
bimorphs that are driven out of phase so as to blow effec-
tively. Furthermore, piezo-bimorph type camera shutters
have been widely commercialized by Minolta.

Lenses and mirrors in optical control systems require
micropositioning, and even the shapes of mirrors are ad-
justed to correct image distortions. For instance, a space-
qualified active mirror, called an articulating fold mirror,
uses six PMN electrostrictive multilayer actuators to posi-
tion and tilt a mirror tip precisely to correct the focusing
aberration of the Hubble Space Telescope.

Piezoelectric actuators are also useful for vibrational
suppression systems in an automobile. An electronic
controlled shock absorber was developed by Toyota.

Flexbeam
Hub

Lag pin

Blade

Torque tube

Pitch link

Piezoelectric
crystals

Figure 16. Bearingless rotor flexbeam and attached piezoelectric
strips.

Piezoelectric sensors that detecting road roughness are
composed of five layers of 0.5-mm thick PZT disks. The
actuator is made of 88 layers of 0.5 mm thick disks. Under
500 V, it generates about 50 µm displacement, which is
magnified 40 times by a piston and plunger pin combina-
tion. This stroke pushes the change valve of the damping
force down and then opens the bypass oil route, leading to
a decrease in flow resistance. This electronically controlled
shock absorber has both controllability and provides com-
fort simultaneously.

The U.S. Army is interested in developing a rotor control
system for helicopters because a slight change in the blade
angle dramatically enhances controllability. Figure 16
shows a bearingless rotor flexbeam that has piezoelectric
strips attached. Various types of PZT-sandwiched beam
structures have been investigated for such a flexbeam ap-
plication and for active vibrational control.

Ultrasonic Motors

An ultrasonic motor (USM) is an example of a piezoelectric
actuator that uses resonant vibration. Linear motion in ul-
trasonic motors is obtained by frictional force from ellipti-
cal vibration. The motor consists of a high-frequency power
supply, a vibrator, and a slider. The vibrator is composed of
a piezoelectric driving component and an elastic vibratory
part, and the slider is composed of an elastic moving part
and a friction coat. The characteristics of ultrasonic mo-
tors are low speed and high torque compared to the high
speed and low torque of conventional electromagnetic mo-
tors (30,31).

Ultrasonic motors are classified into two types: the
standing-wave type and the propagating-wave type. The
displacement of a standing wave is expressed by

xs(x, t) = Acos (kx) cos (ωt); (15)

for a propagative wave displacement is given by

xp(x, t) = Acos(kx − ωt)

= Acos(kx) cos(ωt) + Acos(kx − π/2) cos(ωt − π/2).

(16)
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Figure 17. Vibratory-coupler type ultrasonic motor.

A propagating wave can be generated by superimposing
two standing waves whose phases differ from each other
by 90◦ in both time and in space. The standing-wave type
is sometimes called a vibratory coupler or a “woodpecker”
type; a vibratory piece is connected to a piezoelectric driver,
and the tip portion generates a flat elliptical movement
(Fig. 17). The vibratory piece is attached to a rotor or a
slider at a slight cant angle. The standing-wave type has
high efficiency, up to 98% of theoretical. However, a prob-
lem of this type is lack of control in both clockwise and
counterclockwise directions. The principle of the propaga-
tive type is shown in Fig. 18. In the propagating-wave type,
also called the “surfing-type,” a surface particle of the elas-
tic body draws an elliptical locus due to coupling of the
longitudinal and transverse waves. This type generally re-
quires two vibrational sources to generate one propagating
wave; this leads to low efficiency (not more than 50%), but
it is controllable in both rotational directions. An ultra-
sonic rotary motor is successfully used in an autofocusing
camera to produce precise rotational displacements. The
advantages of this motor over the conventional electromag-
netic motor are silent drive (inaudible), thin motor design,
and energy savings.

Tiny conventional electromagnetic motors, smaller than
1cm that have sufficient energy efficiency are rather diffi-
cult to produce. Therefore, the ultrasonic motor is gaining
widespread attention. Ultrasonic motors whose efficiency
is independent of size are superior in the minimotor area.
A compact ultrasonic rotary motor as tiny as 3 mm in dia-
meter was developed by Uchino et al. (32). The stator con-
sists of a piezoelectric ring and two concave/convex metal
end caps that have windmill-shaped slots bonded together,
so as to generate a coupled vibration of the up-down and

Moving direction

Propagation direction

Slider

Elastic body

Elliptical
particle motion

Figure 18. Principle of the propagating-wave type ultrasonic
motor.

torsional type. Because the number of components and the
fabrication process are minimized, the cost of fabrication
will decrease remarkably, and it can be disposable; this
is very suitable for medical catheter and endoscopic ap-
plications. When driven at 160 kHz, a maximum speed of
600 rpm and maximum torque 1 mN.m were obtained.

The following key problems should be systematically
studied in developing reliable ultrasonic motors: (1) de-
velopment of low loss and high vibrational velocity piezo-
electric materials; (2) piezoactuator designs that account
for heat generation and degradation mechanisms; (3) USM
designs, including displacement amplification mechanisms
and frictional contact parts.
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CHARACTERIZATION OF PIEZOELECTRIC
CERAMIC MATERIALS

T.L. JORDAN

Z. OUNAIES

NASA Langley Research Center
Hampton, VA

INTRODUCTION

This article explores piezoelectric ceramics analysis and
characterization. The focus is on polycrystalline ceramics;
therefore, single crystals, polymeric materials, and or-
ganic /inorganic composites are outside the scope of this
review. To grasp the behavior of a piezoelectric polycrys-
talline ceramic thoroughly, a basic understanding of the
ceramic itself should not be overlooked. To this end, we
have presented a brief introduction of the history of piezo-
electricity and a discussion on processing of the ceramic
and the development of the constitutive relationships that
define the behavior of a piezoelectric material. We have at-
tempted to cover the most common measurement methods
and to introduce parameters of interest. Excellent sources
for more in-depth coverage of specific topics can be found in
the bibliography. In most cases, we refer to lead zirconate
titanate (PZT) to illustrate some of the concepts because it
is the most widely used and studied piezoelectric ceramic
to date.

PIEZOELECTRIC MATERIALS: HISTORY
AND PROCESSING

Smart materials are materials that undergo transforma-
tions through physical interactions. An alternate definition
is that a smart material is a material that senses a change
in its environment and adapts to correct or eliminate such
a change by using a feedback system. Piezoelectric materi-
als, shape-memory alloys, electrostrictive materials, mag-
netostrictive materials, and electrorheological fluids are
some examples of currently available smart materials.

Piezoelectricity stems from the Greek word piezo for
pressure. It follows that a piezoelectric material develops a

potential across its boundaries when subjected to a mecha-
nical stress (or pressure), and vice versa, when an electric
field is applied to the material, a mechanical deformation
ensues. Therefore, piezoelectric materials fall in the class
of smart materials. Ferroelectricity is a subgroup of piezo-
electricity, where a spontaneous polarization exists that
can be reoriented by applying an ac electric field.

Definition and History

Piezoelectricity is a linear effect that is related to the mi-
croscopic structure of a solid. Some ceramic materials be-
come electrically polarized when they are strained; this
linear and reversible phenomenon is referred to as the di-
rect piezoelectric effect. The direct piezoelectric effect is al-
ways accompanied by the converse piezoelectric effect where
a solid becomes strained when placed in an electric field.
The microscopic origin of the piezoelectric effect is the
displacement of ionic charges within a crystal structure.
In the absence of external strain, the charge distribution
within the crystal is symmetrical, and the net electric
dipole moment is zero. However when an external stress is
applied, the charges are displaced, and the charge distribu-
tion is no longer symmetrical. A net polarization develops
and results in an internal electric field. A material can be
piezoelectric only if the unit cell has no center of inversion.

Piezoelectricity is a property of a group of materials that
was discovered in 1880 by Pierre and Jacques Curie dur-
ing their study of the effects of pressure on the generation
of electrical charge by crystals such as quartz, tourmaline,
and Rochelle salt. In 1881, the term “piezoelectricity” was
first suggested by W. Hankel, and the converse effect was
deduced by Lipmann from thermodynamics principles. In
the next three decades, collaborations within the European
scientific community established the field of piezoelectri-
city, and by 1910, Voigt’s Lerbuch der Kristallphysic was
published and became a standard reference work detail-
ing the complex electromechanical relationships in piezo-
electric crystals (1). However, the complexity of the science
of piezoelectricity made it difficult for it to mature to an
application until a few years later. Langevin et al. (2) de-
veloped a piezoelectric ultrasonic tranducer during World
War I. Its success opened up opportunities for piezoelectric
materials in underwater applications and a host of other
applications such as ultrasonic transducers, microphones,
and accelerometers. In 1935, Busch and Scherrer disco-
vered piezoelectricity in potassium dihydrogen phosphate
(KDP). The KDP family was the first major family of piezo-
electrics and ferroelectrics discovered.

During World War II, research in piezoelectric materi-
als expanded to the United State, the Soviet Union, and
Japan. Until then, limited performance by these materi-
als inhibited commercialization, but that changed when a
major breakthrough came with the discovery of barium ti-
tanate and lead zirconate titanate (PZT) in the 1940s and
1950s, respectively. These families of materials exhibited
very high dielectric and piezoelectric properties. Further-
more, they offered the possibility of tailoring their behavior
to specific responses and applications by using dopants.
To date, PZT is one of the most widely used piezoelec-
tric materials. Most commercially available ceramics (such
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Figure 1. Perovskite structure.

as barium titanate and PZT) are based on the perovskite
structure (Fig. 1). The perovskite structure (ABO3) is the
simplest arrangement where the corner-sharing oxy-
gen octahedra are linked together in a regular cubic
array; smaller cations (Ti, Zr, Sn, Nb, etc.) occupy the
central octahedral B site, and larger cations (Pb, Ba, Sr,
Ca, Na, etc.) fill the interstices beween octahedra in the
larger A site. Compounds such as BaTiO3, PbTiO3, PbZrO3,
NaNbO3, and KNbO3 have been studied at length and
their high-temperature ferroelectric and antiferroelectric
phases have been extensively exploited. This structure also
allows multiple substitutions at the A site and B site that
result in a number of useful though more complex com-
pounds such as (Ba,Sr)TiO3, (Pb,Sr)(Zr,Ti)O3, Pb(Fe,Ta)O3,
and (KBi)TiO3.

Starting around 1965, several Japanese companies fo-
cused on developing new processes and applications and
opening new commercial markets for piezoelectric devices.
The success of the Japanese effort attracted other nations,
and today the needs and uses extend from medical applica-
tions to the communications field to military applications
and the automotive field.

A review of the early history of piezoelectricity is found
in the work of Cady (3), and in 1971, Jaffe et al. published
the book Piezoelectric Ceramics (4) that is still one of the
most referenced works on piezoelectricity.

Piezoelectric Ceramic Processing

The fabrication of most bulk piezoelectric ceramics starts
with powder preparation. The powder is then pressed to
the required shapes and sizes, and the green shapes are
in turn processed into mechanically strong and dense ce-
ramics. The more important processes that influence the
product characteristics and properties are powder prepa-
ration, powder calcining and sintering. The next steps are
machining, electroding, and poling, the application of a dc
field to orient the dipoles and induce piezoelectricity.

The most common powder preparation is the mixed-
oxide. In this process, powder is prepared from the ap-
propriate stoichiometric mixture of the constituent oxides.
Lead oxide, titanium oxide, and zirconium oxide are the
main compounds for, lead zirconate titanate (PZT). De-
pending on the application, various dopants are used to tai-
lor the properties of interest. PZT ceramics are rarely used

Wet milling

Zirconia media + Ethanol
24 hrs

Drying at 80°C, 12 hrs

Sieving for better mixing and
size reduction

Ready for calcining

PbO, TiO2, ZrO2
dopants if needed

Mixing of oxides:

Figure 2. Mixed-oxide route for preparing PZT.

without adding of dopants to modify some of their proper-
ties. A-site additives tend to lower the dissipation factor,
which affects heat generation, but also lower the piezo-
electric coefficients; for this reason they are used mostly in
ultrasonics and other high-frequency applications. B-site
dopants increase the piezoelectric coefficients but also in-
crease the dielectric constant and loss. B-site doped ceram-
ics used are as actuators in vibrational and noise control,
benders, and optical positioning applications.

Figure 2 shows a flowchart of the mixed-oxide route for
making PZT ceramics. The powders can be mixed by dry
ball milling or wet ball milling; both methods have advan-
tages and disadvantages: wet ball milling is faster than
dry milling; however, the disadvantage is the added step
of liquid removal. The most common method for making
PZT ceramics is wet ball milling; ethanol and stabilized
zirconia media are added for wet milling. A vibratory mill
may be used rather than a conventional ball mill; Herner
(5) showed that this process reduces the risk of contamina-
tion by the balls and the jar. Zirconia media are used to re-
duce the contamination risks further. Calcination is a very
crucial step in processing PZT ceramics; it is important
for crystallization to be complete because the perovskite
phase forms during this step. The goals are to remove any
organics, water, or other volatiles left after mixing; to re-
act the oxides to form the desired phase composition before
the ceramic is processed into useful devices; and to reduce
volume shrinkage and allow for better homogeneity during
and after sintering.

After calcining, a binder is added to the powder, and
then the mixture is shaped usually by dry pressing in a die
for simple shapes, or extrusion, or casting for more compli-
cated bodies. Next, the shapes are sintered—placed in an
oven for binder burnout and densification.
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The major problem in sintering a PZT ceramic is the
volatility of PbO at about 800◦C. To minimize this prob-
lem, the PZT samples are sintered in the presence of a lead
source, such as PbZrO3, and placed in closed crucibles. Sat-
uration of the sintering atmosphere with PbO minimizes
lead loss from the PZT bodies. Sintering can now be car-
ried out at temperatures varying between 1200–1300◦C.
Despite precautions, usually 2–3% of the initial lead con-
tent is lost.

After cutting and machining into desired shapes, elec-
trodes are applied, and a strong dc field is used to orient
the domains in the polycrystalline ceramic. Dc poling can
be done at room temperature or at higher temperatures,
depending on the material and the composition. The poling
process only partially aligns the dipoles in a polycrystalline
ceramic, and the resulting polarization is lower than that
of single crystals.

This processing technique presents many uncertainties;
the existence of a wide number of other fabrication tech-
niques is an indication that there is a great need for the
production of reliable PZT ceramics whose properties and
microstructure are optimal. One problem often encoun-
tered is deviation from stoichiometry. This problem is often
due to impurities in the raw materials as well as the lead
loss during sintering, and invariably results in substantial
alterations of the PZT properties. As a result, the elas-
tic properties can vary as much as 5%, the piezoelectric
properties 10%, and the dielectric properties 20% within
the same batch (6). The piezoelectric and dielectric prop-
erties generally suffer also if there is any lack of homo-
geneity from poor mixing. It is important then that the
constituent oxides be intimately mixed. In the method de-
scribed before, however, the constituents are solid solutions
and it has been shown that intimate mixing of solid so-
lutions is difficult if not impossible. More information on
the preparation of piezoelectric ceramics can be found in
Jaffe et al. (4), and Moulson and Herbert (7). Other pro-
cessing methods, including hydrothermal processing and
coprecipitation methods, are described in (8–10). Noted
that there has been a great deal of development in pow-
der processing, shaping, and sintering (11–13) that has re-
sulted in further expanding the application of piezoelectric
ceramics.

Ferroelectricity

Some piezoelectric materials are also ferroelectric. A fer-
roelectric material possesses spontaneous polarization
whose direction can be reversed by applying a realiz-
able electric field across some temperature range. Most
ferroelectric materials have a Curie temperature Tc be-
low which they are polar and above which they are not.
The dielectric permittivity often has a peak at Tc and lin-
early decreases above it according to the Curie–Weiss law
(4,7). The very large permittivity values that are charac-
teristic of ferroelectric materials are greatly exploited in
many applications, most widely in the multilayer-capacitor
industry.

Applying a large alternating electric field reverses
the polarization, and this gives rise to the ferroelectric
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Figure 3. P–E hysteresis loop of a poled piezoelectric ceramic.

hysteretic loop that relates polarization P to applied elec-
tric field E. A typical field-polarization loop is illustrated
in Fig. 3. For large signals, both the electric displacement
D and the polarization P are nonlinear functions of the
field E. They are related to each other through the linear
equation

Di = Pi + ε0 Ei, (1)

where ε0 is the permittivity of free space (= 8.85 × 10−12

C/ Vm). The second term in Eq. (1) is negligible for most
ferroelectric ceramics, and a D–E loop and P–E loop be-
come interchangeable. Two key characteristics of the P–E
loop are the coercive field Ec and the remanent polarization
Pr, both defined by analogy to ferromagnetic materials. Ec

is the field at which polarization is zero. Pr is the value of
the polarization when the electric field is zero. Once the
field is switched off, the material’s polarization is equal to
Pr. Once the P–E loop is saturated, both Pr and Ec can be
determined. A loop is said to be saturated once the values
of Pr and Ec no longer vary.

Generally, the existence of the P–E loop is considered
evidence toward establishing that a material is ferroelec-
tric. A Sawyer–Tower circuit (14), or a modified version of
it, is commonly used to obtain a P–E loop. An ac voltage is
applied to the electroded sample; the resulting charge
stored on the sample is determined by a large reference
capacitor placed in series with the sample. An electrome-
ter can be used to detect the voltage across the capacitor; by
multiplying this voltage by the value of the reference capac-
itor, the charge across the sample results. The capacitance
of the reference capacitor should be 100 to 1000 times the
value of the capacitance of the sample. Note that ferroelec-
tric hysteretic loops are both frequency- and temperature-
dependent.

In addition to the P–E loop, polarization switching leads
to strain–electric field hysteresis. A typical strain–field
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Figure 4. Butterfly loop indicating switching.

response curve is shown in Fig. 4. The shape resembles
that of a butterfly, and it is often referred to as the “but-
terfly loop.” As the electric field is applied, the converse
piezoelectric effect dictates that a strain results. As the
field is increased, the strain is no longer linear with the
field, as domain walls start switching.

For more sources on ferroelectricity, the reader should
consult the bibliography (15–19).

PIEZOELECTRIC CONSTITUTIVE RELATIONSHIPS

An understanding of piezoelectricity begins with the struc-
ture of the material. To explain it better, let us consider a
single crystallite (a small single crystal less than 100 µm
in average diameter) from a polycrystalline ceramic. This
crystal is made up of negatively and positively charged
atoms that occupy specific positions in a repeating unit
or cell. The specific symmetry of the unit cell determines
the possibility of piezoelectricity in the crystal. All crystals
can be divided into 32 classes or point groups (from seven
basic crystal systems: triclinic, monoclinic, orthorhombic,
tetragonal, rhombohedral, hexagonal, and cubic). Of the
32 classes, 21 do not possess a center of symmetry, and 20
are piezoelectric (although one class lacks a center of sym-
metry, it is not piezoelectric because of the combination of
other symmetry elements). The lack of a center of symme-
try means that a net movement of positive and negative
ions with respect to each other as a result of stress pro-
duces an electric dipole. Because the ceramic is composed
of randomly oriented piezoelectric crystallites, it is inac-
tive, that is, the effects of the individual crystals cancel
each other and no discernable piezoelectricity is present.
Regions of equally oriented polarization vectors are known
as domains. “Poling” is a commonly used method to orient
the domains by polarizing the ceramic through the appli-
cation of a static electric field. Electrodes are applied to

V= 0 V= n

Figure 5. Poling of a piezoelectric, ferroelectric ceramic.

the ceramic, and a sufficiently high electric field is applied
such that the domains rotate and switch in the direction of
the electric field. Full orientation of all domains never re-
sults; however, the polycrystalline ceramic exhibits a large
piezoelectric effect. During this process, there is a small
expansion of the material along the poling axis and a con-
traction in both directions perpendicular to it (see Fig. 5).
Due to large number of allowable polar directions such as
near the morphotropic phase boundary (where the Zr to
Ti ratio is 48 to 52), the maximum deviation of the polar
axis of a grain from the average polar direction is smaller,
and the reduction of polarization is minimized, assuming
optimum alignment.

Constitutive Relationships

When writing the constitutive equations for a piezoelec-
tric material, account must be taken of changes of strain
and electrical displacement in three orthogonal directions
caused by cross-coupling effects due to applied electrical
and mechanical stresses. Tensor notation is first adopted,
and the reference axes are shown in Fig. 6. The state of
strain is described by a second-rank tensor Sij , and the
state of stress is also described by a second-rank tensor
Tkl. The relationships relating the stress tensor to the
strain tensor, compliance sijkl, and stiffness cijkl, are then
fourth-rank tensors. The relationship between the electric
field Ej(first-rank tensor) and the electric displacement
Di(also a first-rank tensor) is the permittivity εi j , which
is a second-rank tensor. Therefore the piezoelectric

3
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2

Figure 6. Reference axes.
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equations are

Di = εT
ij Ej + dijkTjk, (2)

Sij = dijkEk + sE
ijklTkl, (3)

where dijk, dijk are the piezoelectric constants (third-rank
tensor). Superscripts T and E indicate that the dielectric
constant εi j and the elastic constant sijkl are measured
under conditions of constant stress and constant electric
field, respectively. In general, a first-rank tensor has three
components, a second-rank tensor has nine components,
a third-rank tensor has 27 components, and a fourth-rank
tensor has 81 components. Not all of the tensor components
are independent.

Both of these relationships depend on orientation; they
describe a set of equations that relate these properties in
different orientations of the material. The crystal symme-
try and the choice of reference axes reduce the number
of independent components. A convenient way of describ-
ing them is by using axis directions, as given by Fig. 6.
The convention is to define the poling direction as the
3 axis, the shear planes are indicated by the subscripts
4, 5, and 6 and are perpendicular to directions 1, 2, and 3,
respectively. This simplifies the notations introduced be-
fore, where a 3-subscript tensor notation (i, j, k = 1, 2, 3)
is replaced by a 2-subscript matrix notation (i = 1, 2, 3
and j = 1, 2, 3, 4, 5, 6), and a 2-subscript tensor notation
(i, j = 1, 2, 3) is replaced by a 1-subscript matrix notation
(i = 1, 2, 3, 4, 5, 6). A shear strain such as S4 is a measure
of the change of angle between the two initially orthog-
onal axes in the plane perpendicular to axis 1. The first
subscript of the d constant gives the “electrical” direction
(field or dielectric displacement), and the second gives the
component of mechanical deformation or stress. The pla-
nar isotropy of poled ceramics is expressed in their piezo-
electric constants by the equalities d32 = d31 (an electric
field parallel to the poling axis 3 interacts in the same way
with axial stress along either the 2 axis or the 1 axis) and
d24 = d15 (an electric field parallel to the 2 axis interacts in
the same way with a shear in the 2,3 plane as a field along
the 1 axis with a shear in the 1,3 plane). Similar relation-
ships hold for the elastic constants because of isotropy in
the plane perpendicular to the polar axis.

Property Matrix for a Poled Piezoelectric Ceramic

A piezoelectric ceramic has only one type of piezoelectric
matrix, regardless of the symmetry of the constituent crys-
tals. The ceramic is initially isotropic. This isotropy is
destroyed in the poling direction. The material is trans-
versely isotropic in the directions perpendicular to the pol-
ing direction. The symmetry elements are an axis of ro-
tation of infinite order in the direction of poling and an
infinite set of planes parallel to the polar axis as reflection
planes. In crystallographic notation, this symmetry is de-
scribed as ∞mm and is equivalent to the hexagonal polar
crystal class, 6 mm.

The elastic, dielectric, and piezoelectric matrices for the
cylindrical symmetry of poled PZT are shown in the follow-
ing equations. Matrices analogous to the piezoelectric also
apply to other piezoelectric constants such as gij (described

in the next section).

s11 s12 s13 0 0 0
s12 s11 s13 0 0 0
s13 s13 s33 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 2(s11 − s12)

(4)

ε1 0 0
0 ε1 0
0 0 ε3

(5)

0 0 0 0 d15 0
0 0 0 d15 0 0
d31 d31 d33 0 0 0

(6)

For the symmetry of poled ceramics then, general Equa-
tions (1) and (2) are replaced by the these specific
equations:

D1 = ε1 E1 + d15T5, (7)

D2 = ε2 E2 + d15T4, (8)

D3 = ε3 E3 + d31(T1 + T2) + d33T3, (9)

S1 = sE
11T1 + sE

12T2 + sE
13T3 + d31 E3, (10)

S2 = sE
11T2 + sE

12T1 + sE
13T3 + d31 E3, (11)

S3 = sE
13(T1 + T2) + sE

33T3 + d33 E3, (12)

S4 = sE
44T4 + d15 E2, (13)

S5 = sE
44T5 + d15 E1, (14)

S6 = sE
66T6. (15)

Equations (7)–(9) relate to the direct effect, and Eqs. (10)–
(15) relate to the converse effect.

PIEZOELECTRIC PARAMETERS: DEFINITIONS
AND CHARACTERIZATION

The parameters that are of interest when considering the
electromechanical effects of piezoelectric materials are the
piezoelectric charge coefficients (d31 and d33), the piezoelec-
tric voltage coefficients (g31 and g33), and the piezoelectric
coupling factors (k31, k33, kp, and kt). The d coefficient is
the proportionality constant between electric displacement
and stress, or strain and electric field [Eqs. (2) and (3)].
High d coefficients are desirable in materials used as actu-
ators, such as in motional and vibrational applications. The
g coefficient is related to the d coefficient by the following
expression:

dmi = εT
nm gni . (16)

where m, n = 1, 2, 3 and i = 1, 2, . . . 6. High g coefficients
are desirable in materials to be used as sensors to produce
voltage in response to mechanical stress.

The piezoelectric coupling factor k is a measurement of
the overall strength of the electromechanical effect. It is
often defined as the square root of the ratio of electrical
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energy output to the total mechanical energy input (in the
direct effect) or the mechanical energy available to the total
electrical energy (in the converse effect). The value of k is,
of course, always less than unity because energy conversion
is always incomplete.

Other important properties of PZT are the dielectric
properties, namely, the dielectric constant ε (F/m) and the
dissipation factor or loss tangent tan δ. The dielectric con-
stant is a measure of the charge stored on an electroded
material brought to a given voltage. The dielectric constant
of vacuum is ε0 = 8.85 × 10−12 F/m. The relative dielectric
constant K (often referred to as just “the dielectric con-
stant”) is the ratio of ε and ε0 and is dimensionless. In an
ac field, the dielectric constant has both a real part and an
imaginary part; the loss tangent is defined as the ratio of
the imaginary part to the real part.

The values of these constants depend on the PZT com-
position. As an example, the d constants, g constants,
and the dielectric constant for compositions near the mor-
photropic phase boundary show their highest values on the
tetragonal side of the transition (4). Then, it is possible to
tune the values of these properties for most compositions;
one way to achieve this is by adding dopants to the PZT
formulation.

Resonant Method and Equivalent Circuit

Resonance Method. Any body has certain characteristic
frequencies at which it prefers to resonate. When excited
at this resonant frequency fr, the body will resonate freely
at a greater amplitude than at other frequencies. Follow-
ing this resonant frequency is an antiresonant frequency
fa, where the impedance of the body is at a maximum and
the oscillatory amplitude is at a minimum. Piezoelectric ce-
ramics are no different, and measuring these characteristic
frequencies provides the means to evaluate the piezoelec-
tric and elastic properties of the ceramic. Different modes
of vibration of the ceramic, such as thickness or planar, give
insight to the different constants for that mode. A typical
resonance plot of impedance versus frequency for a piezo-
electric ceramic near a resonance is shown in Fig. 7. No-
tice the resonant frequency fr at the point of minimum
impedance and the antiresonant frequency fa at the point
of maximum impedance.

At resonance, a piezoelectric element may be modeled
by the equivalent circuit shown in Fig. 8. This circuit, com-
monly referred to as Van Dyke’s model, is recommended
by the IEEE Standard on Piezoelectricity (20). An alter-
nate model, proposed by Sherrit et al. (21), eliminates
the resistance R1 and instead represents the remaining
components as complex to characterize better the losses
of certain piezoelectric elements, especially polymers. All
discussion following assumes Van Dyke’s model. Below fr

and above fa, the ceramic behaves capacitively; however,
between these two frequencies, the ceramic behaves in-
ductively. This model is valid only near the resonance.
Additionally, the resonance must be sufficiently isolated
from other modes to eliminate the effects of any adjacent
modes. To ensure that the resonance is isolated, sample
geometry must be chosen carefully. Geometries suitable
for measuring the different piezoelectric and elastic coef-
ficients are presented in Table 1. Fixturing of the sample
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Figure 7. Impedance of a piezoelectric ceramic at resonance.

should not impose any constraints on the vibration of the
ceramic. This can be accomplished by using a point holder
positioned at a node of vibration. All leads should also be
shielded up to the contact point, as much as possible, to
avoid any stray capacitances that may arise.

Earlier literature has suggested several circuits for
measuring fr and fa of a piezoelectric ceramic (22–25).
These circuits usually consist of an oscillator for exciting
the sample, a voltmeter or other device for measuring cur-
rent through the circuit, and additional discrete compo-
nents. To find fr, the frequency of the oscillator is varied
until the maximum current is detected through the cir-
cuit. Similarly, for fa, the frequency of minimum current is
determined. Note that there are actually six characteristic
frequencies that may be identified for a particular reso-
nance; they include fm and fn, the frequencies of maxi-
mum and minimum impedance; fr and fa, the resonant and
antiresonant frequencies; and fp and fs, the parallel
resonant frequency and series resonant frequency. IEEE
Standard 177 (23) identifies these six frequencies and es-
tablishes that for many cases, including piezoelectric ce-
ramics, one can assumpe that fm = fs = fr and fa = fp =
fn. For lossy materials, such as some piezoelectric thin
films, this assumption can introduce appreciable errors,
so the six frequencies should be considered separately. The
magnitude of the minimum impedance Zm may be deter-
mined by substituting an adjustable resistor into the cir-
cuit for the ceramic at the previously identified frequency
and adjusting the resistance until the voltmeter reading
is the same as for the ceramic. Today, fully integrated

R1 L1

C0

C1

Figure 8. Resonant equivalent circuit of a piezoelectric vibrator.
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Table 1. Sample Geometries for Measuring Material Properties

Dimensional Long, slender, length Thin, flat plate, thickness poled; Thin flat disc, thickness poled
requirements poled rod; l > 3d l > 3 .5 t, w d > 10 t

Properties K T
3 , k33, tan δ, s D

33, K T
3 , k31, tan δ, s D

11, K T
3 , kp, tan δ, QM

measured s E
33, d33, g33 QM s E

11, d31, g31, QM

impedance analyzers are commercially available to make
this type of measurement, allow the researcher to choose
an equivalent circuit model, and report the values of the
discrete components of the equivalent circuit along with fr

and fa. Commercial off- the shelf software is also available
now which can be used in conjunction with an analyzer
to evaluate the impedance information and calculate the
relative material properties of a piezoelectric device (26).
These tools can aid the researcher in evaluating material
properties, however, a basic understanding of piezoelectric
behavior is an important foundation that should not be
overlooked.

Measuring Material Properties. Capacitance measure-
ments are usually carried out at 1 kHz and at low exci-
tatory voltages (mV level). Although research has shown
that capacitance and loss vary with excitation voltage and
frequency (27,28), the 1-kHz, low-voltage measurement is
used to determine material properties. The free relative
dielectric constant KT is defined as the ratio of the permit-
tivity of the material to the permittivity of free space. It is
calculated from

KT = tC
ε0 A

, (17)

Table 2. Typical Properties of Common Piezoelectric Materials

α-Quartz BaTiO3 PZTa PZTb LiNbO3 PbTiO3 Units

Coupling factors k33 0.49 0.68 0.72 0.17 0.35
k31 0.21 0.34 0.35 0.02 0.052
kp 0.38 0.57 0.61 0.035

Piezoelectric constants d31 −79 (−259) −120 (−394) −175 (−574) −0.9 (−2.8) −7.4 (−24) 10−12 m/volt (ft/volt)
d33 190 (623) 285 (1970) 375 (1230) 6 (20) 47 (154) 10−12 m/volt (ft/volt)
g31 −5 (−72) −10 (−145) −11 (−160) −4 (−131) −4 (−131) 10−3 volt.m/N (volt.ft/lbf )
g33 11 (160) 25 (365) 25 (365) 23 (76) 26 (85) 10−3 volt.m/N (volt.ft/lbf )

Free dielectric constant K3
T 4.6 1900 1300 1760 29 203

Elastic constants s11
E 13 (623) 9 (431) 12 (575) 14 (670) 6 (287) 10−12 m2/N (ft2/lbf )

s33
E 10 (480) 10 (480) 15 (718) 19 (910) 5 (240) 10−12 m2/N (ft2/lbf )

Dissipation factor tanδ 7 0.4 1.8 %

Density ρ 2.65 (0.16) 5.7 (0.35) 7.6 (0.47) 7.7 (0.48) 4.64 (0.29) 7.12 (0.44) 103 kg/m3 (lb/ft3)

Mechanical Q QM > 106 500 550 80

Curie temperature Tc 130 (266) 330 (626) 360 (680) 1210 (2210) 494 (921) ◦C (◦F)

a PZT—hard composition.
b PZT—soft composition.

where t is the distance between electrodes in meters, C
is the capacitance in farads, ε0 is the permittivity of free
space (8.85 × 10−12 F/m), and A is the area of an electrode
in meters2. The loss tangent, tan δ, is defined as the ratio
of resistance to reactance in the parallel equivalent cir-
cuit of Fig. 9b. It is a measure of the dielectric losses in the
material and therefore, also a measure of the heat generat-
ing capacity of the ceramic when operated under dynamic
conditions. This is a direct measurement and is usually
formed at the same conditions as the capacitance measure-
ment.

The three most common coupling coefficients are kp,
k31, and k33; where the p is for planar, and the 31 and
33 subscripts are for length extensional and thickness
extensional modes. The coefficients k33 and k31 are cal-
culated from the frequencies of minimum and maximum
impedance and are given by the equations

k2
33 =

π

2

1 + ( fa − fr)
fr

tan




π ( fa − fr)
2 fr

1 + ( fa − fr)
fr


 , (18)

k2
31 = ψ

1 + ψ
, (19)
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(a)

CsRs

(b)

Rp

Cp

Figure 9. Nonresonant (a) series and (b) parallel equivalent
circuit.

where

ψ = π

2

[
1 + fa − fr

fr

]
tan

[
π ( fa − fr)

2 fr

]
. (20)

The planar coupling coefficient kp is defined for thin disks
and can be approximated by

kp ≈ f 2
a − f 2

r

f 2
r

. (21)

Elastic compliance is the ratio of a material’s change in
dimensions (strain) relative to an externally applied load
(stress). This is the inverse of Young’s modulus. For a piezo-
electric material, the compliance depends on whether the
strain is parallel or perpendicular to the poling axis and
the electrical boundary conditions. Elastic constants are
calculated from the following equations:

sD
33 = 1

4ρ f 2
a l2

, (22)

sE
33 = sD

33

1 − k2
33

, (23)

sE
11 = 1

4ρ f 2
r w2

, (24)

sD
11 = sE

11

(
1 − k2

31

)
, (25)

where ρ is the density of the material in kg/m3, l is the dis-
tance between electrodes, and w is the width of the ceramic.
The superscripts D and E stand for constant electric dis-
placement (open circuit) and constant electric field (short
circuit), respectively.

The dij piezoelectric constants, which relate the ap-
plied electric field to the strain, can be calculated from
the coupling, the elastic coefficients, and the dielectric
constant:

d33 = k33

√
ε0 KT

3 sE
33, (26)

d31 = k31

√
ε0 KT

3 sE
11. (27)

The gij piezoelectric constants are related to the dij

coefficients by the following equations:

g33 = d33

ε0 KT
3

, (28)

g31 = d31

ε0 KT
3

. (29)

Noted that the piezoelectric coefficients calculated are
valid only at frequencies well below resonance and do not
account for any nonlinear behavior of the ceramic. They
do not depend on the dimensions of the material; how-
ever, they vary with the degree of polarization of the ce-
ramic. They also do not provide the sign of the coefficient,
which must be determined by direct measurements. The
mechanical QM, the ratio of reactance to resistance in the
series equivalent circuit of Fig. 9a is given by

QM = 1
2π fr ZmC0

(
f 2
a

f 2
a − f 2

r

)
. (30)

Direct Methods

Direct measurements of the piezoelectric constants are
possible and have been used to quantify the direct and
converse effects in ceramic samples. Direct methods are
also used to investigate the behavior of a ceramic in re-
gard to hysteresis, nonlinearity, frequency response, aging,
thermal behavior, and other characteristics that are not re-
solved by previous methods. These methods typically apply
a known input to the ceramic, either an electric field or a
force, and record the corresponding output, either a defor-
mation or a charge under various conditions. These meth-
ods are in contrast to the bulk material characterization
using the electrical resonance techniques described before.
Many times, direct measurements are carried out on a cera-
mic that has been configured as a sensor or actuator. Typi-
cal processing may include electroding, laminating, apply-
ing preload, mounting, and other assembly procedures to
adapt the material effectively for use as a sensor or actu-
ator. These measurements aid the researcher in modeling
the behavior of the piezoelectric device and allow efficient
integration of the devices into real-world applications.

Displacements of piezoelectric actuators are measured
to determine the magnitude and sign of the relationship
between the applied electric field and the strain developed,
that is, the converse effect. For a PZT wafer, this corres-
ponds to the dij coefficient; however, for bending type actu-
ators, this relationship does not correlate directly with any
of the measured properties for out-of-plane bending using
the resonance techniques. Based on Eqs. (10)–(15), it can be
seen that when the ceramic is free to expand (Tk = 0), then
the strain is a function only of the product of the applied
field Ei and the dij coefficient

Sj = dij Ei . (31)

Careful attention must be paid to the boundary conditions
of the ceramic to ensure that this assumption is valid.
In a plot of the strain as a function of applied field, the
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slope yields an average value of dij . Typically, these mea-
surements are made by using a noncontacting displace-
ment transducer (29) to reduce the effects of loading on the
actuator. Laser-based and other optical or capacitive dis-
placement measurement techniques are most commonly
used (30–32). Displacements may range from submicron
levels for single PZT wafers to the centimeter level for
bending type actuators. For very small displacements, an
optical-lever type measurement system or interferometric
techniques (33) have been used to resolve the displacement
of the ceramic. Direct application of either foil or optical
strain gages has also been used for measuring the actu-
ator strain. These measurements may be either static or
dynamic, depending on the measurement system and the
intended application of the ceramic. If dynamic measure-
ments are made, excitatory frequencies should be at least
an order of magnitude less than any resonant frequency of
the device to ensure linear behavior and boundary condi-
tions suitable for the intended measurement.

Another direct method used to measure piezoelectric
constants is based on the direct piezoelectric effect (22,34).
Here, a known load is either applied to or lifted off a cera-
mic at rest. The resulting charge, which accumulates on
the electrodes, is then measured as a voltage across a capa-
citor in parallel with the ceramic, or the current from the
ceramic can be integrated directly. If Ei is 0 (short circuit),
then Eq. (2) reduces to

Di = dij Tj . (32)

Knowing the applied stress and measuring the electric dis-
placement, the appropriate dij coefficient can be found.

If a piezoelectric ceramic is immersed in a liquid and the
pressure of the liquid is varied, then the piezoelectric coef-
ficient dh can be quantified by measuring the voltage on a
large capacitor in parallel with the ceramic. This coefficient
represents the response of the ceramic to hydrostatic pres-
sure applied equally to all axes. Convention has dictated
that electrodes are perpendicular to the 3 direction for the
dh coefficient. The dh coefficient is related to the other d

Figure 10. Strain hysteresis of a piezoelec-
tric ceramic unimorph.
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coefficients for a ceramic by the equation,

dh = d33 + 2d31. (33)

The frequency response of the device may be obtained by
varying the frequency of the excitatory voltage to the cera-
mic while measuring the displacement. Typical resonant
frequencies of bulk ceramic material are in the kilohertz
to megahertz range depending on the mode of vibration,
whereas resonant frequencies of bender types (unimorph
or bimorph) may be less than 100 Hz. For maximum strain,
a piezoelectric actuator can be excited at its natural fre-
quency; however, this nonlinear behavior must be taken
into account if the actuator is to be used across a range
of frequencies. Careful attention must also be paid to
the instrumentation system’s dynamic response in both
amplitude and phase distortions, when making dynamic
measurements. Measurement systems have their own fre-
quency response characteristics which must be separated
from the response of the ceramic under test.

Hysteresis is a phenomenon that is present in all piezo-
electric materials. Hysteretic behavior is due to the lossy
nature of the ceramic where the current trails the applied
voltage by an angle α related to the loss tangent of the
material. For actuators, this means that the absolute dis-
placement depends on the excitatory voltage and frequency
and also on whether the voltage is increasing or decreas-
ing. To characterize the amount of hysteresis in a ceramic,
a sinusoidal voltage is applied to the device, and the dis-
placement is recorded. By plotting the displacement versus
driving voltage, as shown in Fig. 10, the hysteretic behav-
ior of the ceramic can be observed. The amount of hystere-
sis (usually expressed in percent) is defined as the largest
difference between the maximum and minimum displace-
ment for any voltage divided by the total displacement. Of
note in Fig. 10 is the fact that, as the peak voltage is in-
creased, the amount of hysteresis also increases for any
given voltage.

Generally, piezoelectric ceramic actuators exhibit a
decrease in their displacement for a given excitatory
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Figure 11. Typical stress/strain relationship for a piezoelectric
ceramic.

voltage, as they are loaded. This relationship can be seen in
Eq. (3), when Tk �= 0. As the load is increased, the displace-
ment eventually reaches zero, and the actuator provides
only a force output. This force is known as the blocked
force, and it is the maximum amount of force that the ac-
tuator can produce at that voltage. To characterize this
relationship, the actuator is loaded with a load less than
the blocked force, and the displacement is measured. If the
load is varied, then the force/displacement relationship can
be determined (Fig. 11). To determine the blocked force,
the actuator must be rigidly held so as not to deform, and
the force output is measured by using a load cell or other
force-measuring device. Because the displacement of some
piezoelectric actuators is quite small, this measurement
can be difficult. The blocked force FB can, alternatively be
calculated by the equations

FB = E3d33wl
s E

33

, (34)

FB = E3d31wt
s E

11

, (35)

where E is the applied field; and l, w, and t are the length,
width, and thickness of the ceramic, respectively. Equation
(34) applies to the thickness extensional mode and Eq. (35)
applies to the length extensional mode.

Actuators that have greater displacements lend them-
selves better to blocked force measurement (such as domed
prestressed actuators or unimorph/bimorph type actu-
ators). The blocked force may also be determined by
extrapolating the force–displacement relationship to zero
displacement if a true blocked force measurement is not
practical. In most applications, actuators operate some-
where between the free (unloaded) state and the com-
pletely constrained state.

It has been previously reported that a constant preload
applied to a piezoelectric actuator can actually increase
the displacement of the ceramic, compared to an unloaded
specimen (34–36). This may result from simply reducing

the compliance or mechanical play in a PZT assembly or
may be a real increase in the d coefficient. This effect
reaches a maximum and then starts to cause a decrease in
the coefficient as the preload is increased up to the blocked
force.

Temperature effects on the piezoelectric coefficients of
ceramics may also be evaluated. Usually, ceramics must
be used well below their Curie temperatures to maintain
polarization. The respective Curie temperatures for hard
and soft PZTs are of the order of 360◦C (680◦F) and 330◦C
(626◦F). For operation at lower temperatures, even down to
cryogenic levels, the piezoelectric coefficients generally de-
crease as temperature decreases. This effect can be exper-
imentally quantified through either resonance techniques
or direct measurements across the desired temperature
range (34).

The power required to drive a piezoelectric ceramic can
be calculated from the following equation:

P = 2π f C tan δV 2
rms, (36)

when the ceramic is modeled as in Fig. 9a where f is the
driving frequency, C the capacitance, tanδ the loss tangent,
and Vrms the root-mean-square of the excitatory voltage.
Typically, it is assumed that both the capacitance and loss
tangent of the ceramic are constant when using Eq. (36).
Doing so can lead to large errors when estimating the
power consumption of a ceramic. To avoid these errors, ei-
ther the voltage and current supplied to the ceramic should
be measured to provide the power consumption directly, or
the variation of capacitance and loss of the material as
functions of applied field and frequency must be quanti-
fied and incorporated into Eq. (36) (28). A number of re-
searchers have investigated the power consumption char-
acteristics of PZT actuators used to excite a host structure
(27,37,38) and found a coupling between the mechani-
cal motion of the structure and the electrical character-
istics of the piezoelectric actuator. Research by Brennan
and McGowan (27) shows that the power consumption of
piezoelectric materials used for active vibrational control
is independent of the coupling effects of the host structure
when the structure is completely controlled. From these
findings, they conclude that the power requirements of the
piezoelectric actuator depend only on its geometry and ma-
terial properties and the driving voltage and frequency of
the control signal. Research (23) has indicated that both
capacitance and resistance are nonlinear functions of the
peak amplitude and frequency of the excitatory voltage.

In time, piezoelectric effects imparted through poling
degrade. Aging of piezoelectric ceramics, like many other
materials, is logarithmic with time. In most ceramics, a
initial performance levels can be recovered by simply re-
poling the sample. Aging levels depend on the composition;
the coupling coefficient of a soft PZT composition ages at a
rate of –1% per time decade versus –2% for a hard compo-
sition. Degradation of piezoelectric behavior also depends
on the level of stress to which the ceramic is subjected.
High stress levels can lead to switching of the polarization
and eventually depoling of the ceramic. High stresses also
induce microcracking, which can lead to ceramic breakage
and failure.
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The methods outlined before can be used either sep-
arately or together to investigate the dielectric, piezoel-
ectric, and elastic properties of a ceramic. Resonant tech-
niques, which are the preferred method of measurement
in the IEEE standard, are easy to implement, and the as-
sociated frequencies can be measured accurately. There is
even commercially available hardware and software to as-
sist in these measurements and the evaluation of material
properties. However, these methods do not explain any
nonlinear behavior that is present in the ceramic. Depen-
dence of material properties on the frequency and am-
plitude of the applied voltage are among these nonlinear
effects. Direct measurements of the piezoelectric con-
stants can quantify the material properties under different
operating conditions and provide insight beyond the stan-
dard linear behavior predicted by resonance techniques.
These methods though, are usually more rigorous in their
requirements for material handling and instrumentation.

Modeling of Piezoelectric Ceramics

There are a host of applications for piezoelectric materi-
als, and although they have been studied for more than
a century, potential for improvement and innovation still
persists. Modeling of piezoelectric ceramics and their prop-
erties affords a way to accelerate materials improvement
and aid in device design and development. For that reason,
we would be remiss not to mention it, albeit briefly. This
introduction is in no way meant as a comprehensive review
of the vast area of modeling of piezoelectricity; however the
references cited provide a good starting place. Care must be
taken to differentiate between modeling the piezoelectric
material and modeling a “piezoelectric structure;” often, a
piezoelectric material is laminated or bonded to a substrate
as a unimorph or bimorph.

A number of researchers experimented with commer-
cial packages such as ANSYS �(39). However, these com-
mercial packages have limitations. Other groups have
written their own codes and achieved varying degrees of
success (40–43). Finite element schemes that combined
piezoelectric and acoustic elements proved useful in char-
acterizing the electromechanical behavior of piezoelectric
transducers (44). Most of these schemes are restricted
because they assume linearity of the coefficients. Pérez
et al. expanded on these models by including nonlinear ele-
ments in the equivalent circuit (45). Models of the nonlin-
ear hysteretic behavior of piezoelectric materials are abun-
dant in the literature and can be categorized on the basis of
the dimensional scale they probe. Microscopic models stem
primarily from energy relationships applied at the atomic
or molecular level (46). Macroscopic models (47–49) often
use empirical relationships to describe the behavior of the
bulk material. Both methods have their advantages and
disadvantages; microscopic models require a great number
of parameters, often not available, and macroscopic mod-
els do not consider the underlying physics. A number of
authors proposed a third approach, a mesoscale or semimi-
croscopic model that combines the advantages of the pre-
vious methods, thus allowing a better way to model hys-
teretic behavior. This is accomplished by starting out from
energy principles applied at the microscopic level, then

using a relatively small number of parameters to simulate
the behavior of bulk ceramics (50,51).

CONCLUSION

Characterization of the elastic, dielectric and electro-
mechanical properties of piezoelectric ceramics is crucial
for several reasons. First, investigations of the material
properties provide a link between the manufacturing pro-
cess and ceramic performance. This enables the developer
of the materials to adjust the manufacturing process of the
ceramic to produce tailored materials. Second, the engi-
neer can investigate prospective materials for applicability
to a specific need. Material parameters obtained through
characterization can also be used to develop and validate
analytical models of the ceramics. Insights gained through
characterization have led to many new devices and uses.
For example, investigation of the hydrostatic coefficients of
PZT and those of the piezoelectric polymer polyvinylidene
fluoride (PVDF) identified the product of dh and gh as a
figure of merit and led to composite research to combine
both materials in a superior device that fits underwater
and hydrophone applications better. More than a century
after their discovery, piezoelectric ceramics have become
commercially viable. Researchers continue diligently to
uncover novel ways to characterize the complex electrome-
chanical properties, and as they do so, new processing
methods and applications are revealed. Recently, as an ex-
ample, researchers at MIT successfully grew piezoelectric
single crystals (52) that opened opportunities for newer
applications. Published articles on composite processing
and characterization have also become more abundant.
Without question, piezoelectric ceramics have secured
a permanent place in the field of material science and
engineering.
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CHEMICAL INDICATING DEVICES

CHRISTOPHER O. ORIAKHI

Hewlett-Packard Company
Corvallis, OR

INTRODUCTION

Most people remember a chemical indicator from their high
school chemistry. This kind of indicator is a material that
changes color to signify the end point of a titration or to
provide a relative indication of the acidity or alkalinity of
a chemical substance. The use of indicators extends far
beyond this. For example, food, cosmetic, pharmaceutical,
and other chemical formulations undergo complex chemi-
cal, enzymatic, and microbial interactions when they are
exposed to UV light or temperature fluctuations over time.
Consequently, product quality may be degraded and may
lead to additional safety concerns. The challenges facing
the produce industry include successful implementation
of Good Manufacturing Practices (GMP), Hazard Analysis
and Critical Control Point (HACCP), Total Quality Man-
agement (TQM) programs, and other regulations that de-
mand compliance (1).
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To address these issues and increase consumer confi-
dence in product quality, safety, and authenticity, many
manufacturers incorporate inexpensive monitoring de-
vices into their products during production, packaging, or
storage. A large number of consumer-readable indicators
are available commercially. Some examples of these types
of indicators are tags, labels, seals, and thermometers.
Some give a visual color change in response to degradation
of product quality, tampering, or to detect a counterfeit.
They are used extensively in the chemical, food, and phar-
maceutical industries where consumers need assurance of
product integrity, quality, and safety during postmanufac-
ture handling.

Generally, chemical indicators may be defined as stim-
ulus responsive materials that can provide useful infor-
mation about changes in their environment. Organic dyes,
hydrogels or “smart polymers,” shape-memory alloys, ther-
mochromic or photochromic inks, and liquid crystals are
some examples. They may function by forming structurally
altered ionic or molecular complexes with species in their
environment through chemical or physical interactions
involving proton exchange, chelation, hydrogen bonding,
dipole–dipole interactions, or van der Waal forces (1).
The resulting characteristic biochemical, chemical, optical,
magnetic, thermal, or mechanical changes can be tailored
to provide the desired indication response.

This article focuses on inexpensive disposable chemical
indicating devices such as pH indicators, temperature indi-
cators, time–temperature indicators (TTI), and tampering
and counterfeit indicators. The temperature and TTIs are
widely used in the food and pharmaceutical products where
date coding on a package may sometimes be inadequate.

CHEMICAL INDICATING DEVICES ARE SMART

Smart materials or devices are defined as materials that
produce strong visually perceptible changes in a physical
or chemical property in response to small physical or
chemical stimuli in the medium. The material proper-
ties measured may include pH, concentration, composition,
solubility, humidity, pressure, temperature, light intensity,
electric and magnetic field, shape, air velocity, heat capa-
city, thermal conductivity, melting point, or reaction rates
(2–6). Chemical indicating devices can respond reversibly
or irreversibly to small changes in the physical or chemical
properties in their environment in a predictable manner.
They may be regarded as smart materials because of the
range of materials properties they encompass. Typical ma-
terials include shape-memory alloys, piezoelectric mate-
rials, magnetostrictive substances, electrorheological and
magnetorheological fluids, hydrogel polymers, and photo-
and thermoresponsive dyes (2–6).

CLASSIFICATION

Indicators can be classified on the basis of the response
mechanism, operating principles, or application. Thus
there are chemical, biological, biochemical, electrical, mag-
netic, and mechanical indicators according to the re-
sponse mechanism. Based on the intended application,
indicators can be classified as temperature indicators,

time–temperature indicators, pH indicators, counterfeit
indicators, tamper indicators, freeze and thaw indicators,
or freshness indicators.

GENERAL OPERATING PRINCIPLES

The response mechanism of most indicators includes one or
more of the following: physical, chemical, physicochemical,
electrochemical, and biochemical. Physical mechanisms
are based on photophysical processes, phase transition, or
other critical material properties such as melting, glass
transition, crystallization, boiling, swelling, or changes in
specific volume. In most cases these transitions are driven
by changes in the interactive forces (e.g., hydrophilic–
hydrophobic forces) within or around the indicator mate-
rial. The indicator response mechanism can also be based
on chemical, biochemical, and electrochemical reactions.
Examples include acid–base, oxidation–reduction, photo-
chemical, polymerization, enzymatic, and microbial reac-
tions. Many of these changes are irreversible, and the onset
or termination can be observed visually as a color change,
color movement, or mechanical distortion (1–6).

CHOICE OF INDICATORS

Some factors governing the selection of a given indicator
device include

� Cost: It must be relatively inexpensive. The indicator
should not be more expensive than the product it is
protecting.

� Application: Easy to attach to a variety of contain-
ers or packages. Once installed, the device must re-
main intact and readable during the service life of the
package.

� Response: The response mechanism must have fast
kinetics of the order of seconds to a few hours and
must be reproducible. There should be no time de-
lay in response to reactions involving a solid, liquid,
or gas. Most applications require the response in the
indicator to be irreversible to preserve the needed in-
dication record.

� Sensitivity: The indicator must be highly sensitive,
accurate, and easily activated. A user-friendly indi-
cator that provides useful information when needed
will make both the product manufacturer and the con-
sumer happy.

� Shelf life: The indicator must have a shelf life equal
to or longer than that of the product it is monitoring.

� It should be technically difficult to duplicate or coun-
terfeit the indicator’s response. In this case, the indi-
cator is acting as a “smart” locking mechanism.

PH INDICATORS

The pH indicator is probably the oldest and simplest smart
chemical indicating device known. The chemistry of acid–
base indicators is well documented (7) and involves proton
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Table 1. Selected Indicators for pH Measurement

Common Name Formula pKaa pH Range
Color in

Acid
Color in
Alkali

λmax
∗

(nm)

Bromothymol blue C27H28O5Br2S 7.3 6.0–7.6 Yellow Blue 617
Bromocresol green C21H14O5Br4S 4.9 3.8–5.4 Yellow Blue 618
Bromocresol purple C21H16O5Br2S 6.3 5.2–6.8 Yellow Purple 588
o-C resol red C21H15O5S 8.2 0.2–1.8 Red Yellow 572
Chlorophenol red C19H12O5Cl2S 6.25 4.8–6.4 Yellow Red 572
Methyl red C15H15N3O2 5.0 4.4–6.3 Red Yellow 526
Phenol red C19H14O5S 8.0 6.4–8.2 Yellow Red 559
Phenolphthalein C20H14O4 9.5 8.0–9.8 Colorless Red–Violet 552
Tetrabromophenol blue C19H6O5Br8S 3.56 3.0–4.6 Yellow Blue 605
α-Naphtholphthalein C28H18O4 8.4 7.4–8.8 Colorless Green–Blue 660
Thymol blue C27H30O5S 9.2 1.2–2.8 Red Yellow 598

aMeasurements made in solution at zero ionic strength and for a temperature ranging from 15–30◦C.

or electron exchange reactions. It will be mentioned only
briefly here. By Brönsted and Ostwald’s definition, indica-
tors are weak acids or bases. Upon dissociation, they ex-
hibit a structural and color change that is different from
the undissociated form. Indicators commonly used in acid–
base and redox titrations are conjugated organic dyes that
contain one or more light-absorbing groups called chro-
mophores. The electronic structures of these dyes can be
changed by redox or proton exchange reactions. This also
changes the absorption energy in the visible region of
the electromagnetic spectrum and consequently, the color.
Therefore, the color change provides a visual indication of
the end point of a titration (1,7).

INDICATOR MATERIALS

An indicator for pH measurement may exist as a solu-
tion, emulsion, colloidal gel, paper, or electrode. Methods,
for preparing them are described in the literature (1,7,8).
Table 1 lists examples of common indicators used in solu-
tion form or as indicator papers.

There are also non-dye pH sensitive smart polymers
that exhibit critical material changes in response to
changes in the concentration of hydrogen or other ions.
Typically, these are polymer electrolytes derived from
homo- or copolymerization of acidic or basic functionali-
zed monomers. Examples include poly(ethylene oxide);
poly(dimethylsiloxane); copolymers of N,N-dimethyl-
acrylamide, N-t-butylacrylamide, and acrylic acid; mix-
tures of methacrylic acid and methyl methacrylate;
mixtures of diethylaminoethyl methacrylate and butyl
methacrylate; polystyrenesulfonate; polyacrylamide; and
functionalized cellulose copolymers (8,9). In the presence
of specific ions, these polymer gels can swell or shrink
across a pH range at room temperature, resulting in a
visible color change. Indicators based on them are highly
selective, sensitive, and inexpensive (8).

TEMPERATURE AND TIME–TEMPERATURE
INDICATORS (TTI)

Recently, interest has grown in using critical tempera-
ture indicators and time–temperature indicators in intel-
ligent packaging technology. The production, processing,

distribution, storage, and point of use of temperature-
sensitive products poses a great challenge to industries.
Temperature plays a leading role in the growth of micro-
organisms in foods and thus in the incidence of food poi-
soning. As a result, many perishable food and nonfood pro-
ducts are prone to temperature-induced quality loss and
degradation. Pharmaceutical products, medical devices,
chemical reagents, industrial formulations such as inks,
paints and coatings, photographic materials, and other
related items are highly sensitive to temperature abuse.
Therefore, it is useful to monitor the temperature his-
tory from production to the point of consumption of such
products.

There has been greater need to monitor and prevent
failure of machine and electronic parts due to overheat-
ing. Routine quality control and preventive maintenance of
automobile and aircraft engines system against overhea-
ting may help avoid catastrophic and costly failures.

To ensure product safety, freshness, minimize losses,
and retain customer confidence, dedicated temperature in-
dicators or TTI are attached to many commercial products.
They show the temperature or record the thermal history of
the product and indicate if abuse has occurred, this allows
the consumer to make judgments about product quality
or safety. The indicator may incorporate a color changing
dye, polymeric substance, enzyme, or time–temperature
integrating materials that must be thermally activated to
function (10).

Critical Temperature Indicators (CTI)

CTIs visually indicate that a material or product has been
exposed to an undesirable temperature below or above a
reference critical temperature for a time long enough to al-
ter product quality or cause safety concerns (11). Several
temperature indicators have been described in the patent
literature, although only a few have been commerciali-
zed. Their principle of operation depends on temperature
changes resulting from freezing, melting transition, liquid
crystal formation, polymerization, enzymatic reactions, or
electrochemical corrosion (12). Some formulations are de-
rived from a dye and a chemical blend or a thermorespon-
sive hydrogel polymer that has a specific freezing or melt-
ing transition. Some commercial indicators are described
here.
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High-Temperature Indicating Crayons. These are used
mainly for plant maintenance, quality assurance, engine
monitoring, diagnosis, and troubleshooting. For example,
a crayon would be useful where knowledge of the ex-
act temperature of engine parts is desirable (13). Such
crayons are made of materials whose known melting points
are calibrated to have a response time of a few seconds
and an accuracy of ±1%. Two commercial examples in-
clude the Telatemp temperature indicating crayon (made
by Telatemp Corporation, Fullerton, CA) and Tempilstik
temperature indicators (made by Tempil Division, Air Liq-
uide America, South Plainfield, NJ). They are available for
temperature ratings from 125–1200◦C. In an application,
the indicating crayon is used to mark a desired surface of
known operating temperatures such as the exhaust mani-
fold, cylinder head, or fuel injection pump. An instanta-
neous color change upon marking indicates that the rated
temperature has been exceeded. Alternatively, if a color
change is observed after one or two seconds, the rated tem-
perature of the indicator has been reached. When the ma-
terial is operating below the rated temperature, a color
change may not be observed, or it may take much longer
to occur.

Irreversible Temperature Labels. Temperature labels
are designed to respond permanently and irreversibly to
and record overheating of surfaces. The indicator labels
are made by sealing one or more temperature-sensitive
materials inahighlystableself-adhesivepolymericorpaper
strip (14). Temperature rating are printed on, below, and
above each indicator window in degrees centigrade (◦C) and
Fahrenheit (◦F). Several models in custom sizes/shapes and
customer-selected temperature ranges are available from
Telatemp Corporation. Indicator labels, are installed on a
desired surface. When the caliberated rated temperature
is exceeded, the indicator window of the label undergoes a
noticeable color change (from silver to black in most
Telatemp products). The response time is usually less
than one second and has a guaranteed tolerance of ±1%.
Some uses include monitoring overheating of engine
components, electronics, transformers, chemicals, foods,
and pharmaceutical items.

Defrost Temperature Indicators. These are color-change
indicators that are used mostly to monitor chill and frozen
temperatures of chemical and food products during storage
or distribution (15). They are go/no go without delay or
go/no go with some delay time devices. The go/no go without
delay indicators provide information that the temperature
has risen above a threshold value during a short period.
The go/no go with delay indicators show that the indicator
has been exposed to a predetermined temperature for a
specified length of time. Here are some examples:

1. ColdMark indicators (IntroTech, Inc.) are used to
show whether a product has been exposed to criti-
cal cold temperature conditions as accurately as
±1◦C. Several designs have been described in the
patent literature (16). They consist of a glass bulb
filled with a colorless fluid and a tube partially filled

with a colorless and a violet colored fluid separated
by a green barrier fluid. The tube is enveloped in a
transparent plastic casing provided with a pressure-
sensitive adhesive backing for attachment onto the
exterior or interior surface of a package (17). For
a freeze-monitoring indicator, the response tempe-
rature is 32◦F/0◦C. Upon exposure to temperatures
at or below the response temperature for about
30 minutes, the colorless fluid in the bulb freezes
and contracts, causing the colored fluid in the tube
to flow downward and color the bulb. When warmed
above the response temperature, the bulb remains
permanently colored. When not in use, the indicator
is stored above the response temperature.

2. The TwinMark indicator (IntroTech, Inc.) is a dual
purpose indicator that can respond to cold and hot
temperatures. It works like the ColdMark and shows
irreversible color change in the bulb when the cold
side or hot side of the indicator is exposed to a temper-
ature below or above the predetermined value (17).

3. The ColdSNAP indicator (Telatemp Corporation,
Fullerton, CA) is a temperature recorder that con-
tains a bimetallic sensing element (14). When at-
tached to a product, a safety tab is pulled to ac-
tivate the sensor. A clear window in the indicator
means that the product storage temperature is safe.
When exposed to a damaging critical temperature,
the bimetallic sensor snaps into the indicator win-
dow and permanently changes it from clear to red.
The accuracy of the indicator is ± 2◦C, and customers
can select snapping point temperatures ranging from
−20 to +40◦C.

Liquid Crystal Display (LCD) Labels. LCDs are miniature
reversible thermometers engineered on a label. An indi-
cator window and a self-adhesive backing are provided. A
liquid crystalline material or polymer is placed behind the
indicator window.. When installed, the material changes
from opaque to transparent at rated temperatures (12,14).
It is possible to select the indicator’s color change of in-
terest. LCDs can be designed to monitor surface temper-
atures continuously across various temperature ranges or
to indicate selected temperatures. For example, Telatemp
markets LCD reversible temperature decals that cover
a range of −30◦C to 120◦C in 2–5◦C increments, visual
tan/green/blue color changes permit readings to 1◦C.

Time-Temperature Integrator or Indicators (TTI)

A time–temperature integrator/indicator is a continuous
monitoring device or tag that measures both the cumula-
tive exposure time and temperature of perishable products
from production, distribution, storage, and even point of
use. When a TTI is attached to a product and activated, the
time–temperature history to which the product has been
exposed is recorded and integrated into a single visual re-
sult (such as color change). In theory, TTI can be used as
an informational, monitoring, and decision-making proto-
col at any point in the distribution chain of product quality
and safety (11,18).
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The response mechanism of a TTI is based on irre-
versible physical, chemical, or biochemical changes such
as oxidation and reduction reactions, protein denaturation,
enzymatic browning, sublimation of ice, and recrystalliza-
tion of ice that occurs from the time of activation. The
rate of these changes increases as temperature increases.
The application and reliability of time–temperature indica-
tors have been studied extensively by several researchers
(19–22). Applications of TTI include food produce, pharma-
ceutical and blood products, cosmetics, adhesives, paints
and coatings, photographic and film products, avionics,
plastics, and shipment of live plants and animals.

Chemical Kinetic Basis for TTI Application. Major factors
responsible for the deterioration of food and related chemi-
cal products include microbial growth, physical changes,
and biochemical or chemical reactions within the perish-
able products. Some examples of spoilage reactions in-
clude acid–base catalysis, enzymatic reactions, free radi-
cal processes, hydrolytic reactions, lipid oxidation, meat
pigment oxidation, nonenzymatic browning reactions, and
polymerization or cross-linking processes (23). Like any
chemical reaction, the rates of degradation or quality loss of
perishables are influenced by environmental factors such
as temperature, concentration (e.g., composition of an in-
ternal gaseous phases), and water activity. Increasing the
temperature, for instance, increases the rates of these
reactions.

Both the response of time–temperature indicators and
changes in food quality (or other perishables) can be
modeled by chemical kinetic equations. It is critical to
gather accurate and reliable kinetic data for TTI to be suc-
cessful and reliable. Several studies are available on the
subject (23–25). Briefly, studies of several frozen and re-
frigerated foods indicated that the response of TTIs corre-
lates with storage-related quality changes (26). In another
study, the sensory changes in frozen hamburger reportedly
correlate with the response of a commercially available TTI
(27).

Several investigators have studied the influence of tem-
perature on the rate of quality loss. It is generally accepted
that the rate of quality loss behaves as an exponential func-
tion of the reciprocal of the absolute temperature. This is
the Arrhenius equation shown here:

k = Z exp(−EA/RT ) (1)

where k is the reaction rate constant, Z is the temperature
independent preexponential factor, EA is the activation en-
ergy that describes the temperature sensitivity of the qua-
lity loss reaction, R is the universal gas constant, and T is
the absolute temperature in Kelvin (K).

To measure loss of quality or shelf life in perishables, one
or more characteristic measurable quality factors, denoted
X are selected. The quality factor X can be a chemical,
microbiological, or physical parameter. The rate of change
of the quality factor with time under isothermal storage
conditions is given by the following equation:

d [X ]/dt = −k [X ]n (2)

Table 2. Activation Energies of Selected Reactions That
Result in Food Quality Lossesa

Activation Energy Range

Type of Reaction (kJ/mol) (kcal/mol)

Diffusion controlled 0–60 0–14.3
Acid–base catalysis 80–120 19.1–28.6
Enzymatic reaction 40–60 9.5–14.3
Hydrolysis 50–60 11.9–14.3
Lipid oxidation 80–100 19.1–23.9
Nutrient losses 20–120 4.8–28.6
Maillard reaction 100–180 23.9–43
Protein denaturation 300–500 71.6–119.3
Spore destruction 250–350 59.7–83.5
Vegetable cell destruction 200–600 47.7–143.2
Microbial growth 60–200 14.3–47.7

aRefs. 20,28.

where t is the reaction time and n is the reaction order.
For most food quality losses, a reaction order of zero or one
is typical for a simple rate constant. By considering the
kinetics of change in food quality at various temperatures,
the activation energy EA for the quality loss reaction can be
obtained (19, 24, 25). Table 2 lists typical values of EA(Food)

for quality losses. The activation energy of the indicator
(EA(TTI)) can be obtained from the TTI kinetics.

Correlation of TTI Response With Food Shelf Life

Taoukis and Labuza developed a correlation scheme for
predicting the shelf life of a product based on the TTI re-
sponse [19,20]. This scheme is based on a series of kinetic
equations that describe the quality loss and the TTI re-
sponse (Fig. 1.)

The effective temperature for a variable time–tempera-
ture distribution is determined from TTI response kinetics.
This value is used in conjunction with food kinetics to es-
timate the remaining shelf life or quality loss. The scheme
shown in Fig. 1 assumes that the effective temperature
and the activation energies of both the TTI device and the
food are the same. However, this is not always the case.
For practical applications, a difference between EA(food) and
EA(TTI) of ±8.4 kJ/mol (2 kcal/mol) generally gives a good
prediction [19,20].

Commercially Available TTIs. Several types of TTI de-
vices have been described in the patent literature, but only
three have continued to receive significant attention from
the industrial and scientific community during the past 15
years (11,18). These include the 3M Monitormark, Lifeline,
and VITSAB TTIs. They are available as labels, tags, pallet
sticks, or pallets with sheaths. Each is described here.

3M Monitormark TTI. The principles, characteristics,
and operation of the 3M Monitormark TTI (3M Identifi-
cation and Converter Systems Division, St. Paul, MN) are
well documented (29,30). It is designed to respond visually
only after a critical threshold temperature has been ex-
ceeded. The indicator consists of an assemblage of a porous
paper wick, a rectangular paper pad saturated with a blue
colored fatty acid ester and phthalate mix that has a spe-
cific melting point, a polyester barrier layer that separates
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Figure 1. Application of a TTI as a
food quality monitor (19).

?

TTI kinetics Food kinetics

   Assumption

Teff(TTI) = Teff(food)

TTI Response

Teff(TTI) Teff(food)

Shelf life of food

the wick from the reservoir pad (paper pad), and adhesives.
The response temperature is usually the melting point of
the specialty chemical. The prepared TTI tag remains in-
active until it is activated.

The indicator is activated when a polyester pull-strip is
removed and allows contact between the porous paper and
the reservoir. When exposed to temperatures higher than
the threshold temperature, the chemical in the reservoir
melts and migrates into the porous wick. The indicator
has five windows that change color progressively as the
migrating chemical runs through. Color in the first win-
dow implies that the indicator has been exposed to a tem-
perature higher than the preset threshold temperature.
The extent of color movement through these windows indi-
cates the cumulative exposure time spent above the thresh-
old temperature. Response cards provided by the manufac-
turer correlate the time–temperature relationship of each
indicator. When all five windows turn blue, the product is
considered unacceptable. If stored according to manufac-
turer’s guidelines, the tag shelf life is 2 years from the date
of manufacture.

A plot of the square of the run-out distance against time
is linear for a Monitormark TTI, and it obeys the Arrhenius
equation [20]. The design and operation of this indicator
rely on a diffusion mechanism, so that the activation en-
ergy of this TTI is limited to 0–60 kJ/mol (0–14.3 kcal/mol).
Therefore, it is recommended for use in many enzymatic
and diffusion-controlled spoilage reactions.

Lifeline Fresh-Scan and Fresh-Check TTI. Lifeline Tech-
nologies (Lifeline Technologies, Morristown, NJ) offers
two “full history” time–temperature indicators that moni-
tor the freshness of perishables independent of the
temperature threshold. These products are the Fresh-
Scan and Fresh-Check indicators that are based on the
color change resulting from the solid-state polymerization

of a diacetylenic monomer. The construction, opera-
tion, and characteristics of the device are described in
detail by Patel and his co-workers (31,32) and by Field and
Prusik (33).

The Fresh-Scan indicator consists a standard bar code
that contains product information and a diacetylenic
monomer deposited on a pressure-sensitive band, a
portable microcomputer that has a laser scanner to mea-
sure changes in the reflectance of the indicator, and
a data analysis work station. The indicator band ini-
tially shows about 100% reflectance. As the diacetylenic
monomer undergoes time–temperature dependent solid-
state polymerization during storage, the indicator band
darkens and causes a decrease in the measured re-
flectance. The rate of color change follows Arrhenius be-
havior, so that higher temperatures enhance the rate
of color development. The microcomputer combines this
time–temperature characteristic and the product informa-
tion on the bar code to predict the shelf life of the product.

The Fresh-Check indicator is a consumer-readable vi-
sual label, which is also based on the color change of an
incorporated polymerizable monomer but has a different
design and configuration (15). The circular device consists
of an inner polymer shell that contains the monomer and
an outer nonpolymer shell painted with a reference color.
When exposed to some time–temperature storage condi-
tions, the monomer at the center part converts to polymer.
This causes progressive color development at a rate that
increases as temperature increases. If the polymer center
become darker than the outer reference, the consumer is
advised to discard the product, regardless of the printed
expiration date (15).

These two Lifeline indicators are active as soon as they
are manufactured and must be refrigerated at very low
temperatures (< −24◦C) to preserve their high initial re-
flectance.
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Table 3. Activation Energy Values of Some Common Commercial TTIs

TTI Activation Energy (EA(TTI))

Manufacturer TTI Model (kJ/mol) (kcal/mol) Ref.

Visual indicator VITSAB Type 1 57.4 13.7 36
tag systems, AB-Malmo, VITSAB Type 2 94.7 22.6 36
Sweden VITSAB Type 3 126.1 30.1 36

VITSAB Type 4 194.8 46.5 36
I-Point 3014a 47.8 11.4 19
I-Point 4007a 137.0 32.7 19
I-Point 4014a 101.8 24.3 19
I-Point 4021a 141.2 33.7 19,20

3M Packagin System Div., All types 41.1 9.8 19,36
St. Paul, MN

Lifeline Technology Inc., Fresh-Check A7 155.0 37.0 36
Morris Plains, NJ Fresh-Check A20 81.3 19.4 19

Fresh-Check A40 81.7 19.5 19
Fresh-Check B21 88.0 21.0 19
Fresh-Scan-18 113.1 27 19
Fresh-Scan-41 85.8 20.5 19,20
Fresh-Scan-68 82.5 19.7 19,20

aVitsab was formerlly known as I-Point.

Wells and Singh investigated the use of these indicators
as a quality change monitor for perishable and semiper-
ishable products such as tomatos, lettuce, canned fruit-
cake, and UHT sterilized milk (22). It was shown that the
response kinetics of these indicators correlates with quali-
ty loss in the products studied. The indicators studied have
activation energies of 84 to 105 kJ/mol (20 to 25 kcal/mol).
Major limitations of these indicators are that the polymeri-
zation reaction is photosensitive and also that they cannot
respond to a short time–temperature history.

VITSAB TTI. Numerous studies have been carried out
on the time–temperature-dependent enzymatic reaction on
which the Vitsab TTI (former known as I-Point) is based
[34, 35]. It is a “full history” indicator that records the
temperature conditions and temporal history of a prod-
uct independently of threshold temperature. The device
uses two color-coded compartments to store the chemi-
cals. The green part houses a mixture of an enzyme so-
lution and a pH indicating dye. The gray part contains a
lipase substrate suspension. The line separating the two
chambers is a pressure-sensitive barrier. The device is ac-
tivated by breaking the barrier between the two cham-
bers. This causes the enzyme solution and the substrate
to mix to form the indicating solution. As the reaction pro-
gresses, the lipase substrate (triglycerides) hydrolyzes into
its component fatty acids and causes the pH to drop. A
change in pH causes the dye to change color from an ini-
tial green to a final yellow at a rate that is temperature-
dependent. A variety of VITSAB indicators can be custom
designed for specific temperature-sensitive commodities
by judiciously selecting the enzyme concentration and the
enzyme–substrate combination.

At present there are four different types of indica-
tors that come in one- and three-dot standard configura-
tions, depending on the level of product safety risk to be
communicated. The single-dot indicator changes color from

green to yellow above a predetermined temperature. The
three-dot indicator conveys the degree of temperature ex-
posure with high reliability.

The activation energies of the major TTI products are
summarized in Table 3. By matching the EA of these TTIs to
the EA values for some common deterioration reactions in
food and pharmaceutical products (Table 2), current TTI
technology should provide a range of selections that will
meet manufacturers’ needs.

ANTICOUNTERFEITING AND TAMPER
INDICATOR DEVICES

Counterfeiting, forgery, tampering, and piracy of valuable
documents and products has existed from time immemo-
rial. Counterfeiting has become a multibillion dollar busi-
ness that is prospering more than many of the victim com-
panies. This highly organized trade results in lost revenue
to both companies and governments, as well as loss jobs
in private and public sectors. The motivation for profes-
sional counterfeiters is the ease of making huge profits
and the risk of being caught and penalized is very low. It is
impossible to enumerate the products or documents that
are counterfeited or to quantify their impact on vulnera-
ble consumers. Activities of counterfeiters have increased
in developed countries. The incidence of counterfeiting is
even greater in developing countries which have become a
dumping ground for counterfeit products. A partial list of
goods that are commonly faked include antiquities, curre-
ncy, letters of credit, credit cards, jewelry, chemicals, proce-
ssed food, pharmaceutical and cosmetic products, product
identification marks, videos, CDs, clothing and apparel ac-
cessories, electronics, auto and airplane parts, children’s
toys, watches, sporting goods, travel documents such as
passports, identity cards and driving permits, and textile
materials [37–39].
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Advances in technology such as computers, lasers, scan-
ners, charge-coupled devices (CCD), color printers, optical
holograms, and analytical tools have enhanced the state
of the art in anticounterfeiting security and encryption.
Ironically, these advances are also being exploited by ad-
versaries to promote high-tech forgery. To combat these
activities, research efforts have continued to develop
tamper-resistant security mechanisms that will make
counterfeiting too expensive to be lucrative. This subject
has been reviewed recently (37,38). A summary of some of
the available technologies relevant to this article are pre-
sented.

Holographic Technology

An optical hologram is a three-dimensional photo created
on a photoresist film or plate by the reflection and re-
fraction pattern of laser light incident on an object. Two
of the holograms widely used in security applications are
the embossed and the Denisyuk hologram. The embossed
hologram can be readily mass-produced as a mechanically
tough and durable thin film at a very low cost.

The relatively thicker Denisyuk hologram requires a
more stringent manufacturing process. In addition to being
more expensive to produce, it is not as a mechanically ro-
bust as the embossed hologram. This hologram is the more
easily counterfeited than an optical hologram.

Holographic Dimensions, Inc. offers the VerigramTM se-
curity system that consists of two elements. The display
hologram and the machine readable VerigramTM hologram
afford a completely secure device. Although the display
component may be counterfeited, it is claimed that the
VerigramTM element is impossible to forge (40).

One of the leading manufacturers of anticounterfeiting
holograms is American Bank Note Holograpghics, (ABNH)
Inc. Their products are used for various commercial and
security applications. They include holographic stripes,
holomagnetic stripes, holographic threads, transparent
holographic laminates, hot stamp foils, hologuards, and
frangible vinyl and pressure-sensitive and tamper-evident
labels. ABNH can manufacture holograms that have a
magnetic stripe, visible and invisible bar code, or micro-
printing for added security, product tracking, audits, and
authentication. The list of producers and vendors of com-
mercial and security holograms is endless. Only two are
mentioned here as examples.

Microtaggant Technology

Taggants are microscopic color-coded particles derived
from several layers of a highly crossed-linked melamine
polymer and are used extensively as markers (41). Layers
of magnetic and fluorescent materials are added to the tag-
gant particles during formulation to simplify detection and
decoding. The technology (originally developed for explo-
sives) finds applications in antiterrorism, authentication,
piracy, counterfeiting, and product identification (41). Tag-
gant particles can be coded with information such as the
product manufacturer, production date, and batch number
as well as the distributor. Taggants for use in antiterrorism
are thoroughly mixed with explosives. When a bomb con-
taining tagged explosive is detonated, remnant taggants

may be collected from debris by using a UV light and a
magnet. The coded color sequence information can be re-
trieved by using an optical microscope. This reliably helps
in tracing the origin of the explosive.

Tagged particles can also be added to printing ink for
security printing. This provides a way to combat coun-
terfeit, forgery, and product diversion and assist in pro-
duct/property identification. Microtaggants can be added
to many products either directly during formulation or
by thermal transfer, films, laminates, and spraying. Some
of the companies that market microtaggant identification
particles are Microtrace Inc., Minneapolis, MN; MICOT
Corporation (St. Paul, MN); SW Blasting (BÜLACH,
Switzerland); and Plast Labor (Bulle, Switzerland). Patro-
nage comes from government agencies, law enforcement,
and industry.

Smart Ink Technologies

Smart inks or coatings change color predictably in response
to alteration of their environment. Color change may or
may not be reversible, and they are applied in areas such
as security printing, lenses, and other optical devices. The
two main classes of smart inks include those derived from
photochromic and thermochromic materials.

Photochromic inks are formulated from light-sensitive
dyes, pigments, polymers, and other colorless chemical
compounds. These inks change color when exposed to ultra-
violet light. Examples include extrusion lamination inks,
invisible ink security markers, tagged inks, and inks based
on copper-free metallics.

Thermochromic inks incorporate temperature-sensitive
polymers, dyes, or pigments. When exposed to a pre-
defined temperature, the ink undergoes a color change.
Typical color-sensitive components include diacetylenic
compounds, hydrogel polymers, and thermochromic liquid
crystals.

Security inks incorporate fluorescent dyes, pho-
tochromic dyes, thermochromic dyes, or organic pigments
in their formulations. These dyes or pigments change color
reversibly when exposed to ultraviolet light or heat of pre-
defined intensity or temperature. This forms a basis for
their use in security printing, counterfeit or forgery indi-
cators, and tamper-evident and applications. Several com-
panies around the world manufacture and distribute coun-
terfeit detector pens or specialty fluorescent light bulbs for
quick authentication of currency bills, gift certificates, and
other documents.

Tamper-Indicating Devices

Tamper indicators are security seals or labels designed to
detect product or document tampering. Indicator devices
available are based on fiber-optic active seal technologies,
optical thin films, holograms, and chemical reactions. A
major requirement for these materials is that they provide
unambiguous evidence of tampering. They must be resis-
tant to environmental conditions such as heat or solvents
and must be relatively cheap. Several low-cost tamper indi-
cators are commercially available to meet various customer
needs.
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Telatemp (Telatemp Corporation, Fullerton, CA) sells
TelaSEAL security labels constructed from polyester film,
high strength instant-bond adhesive, and other pro-
prietary chemicals (14). For additional security, a repeat-
ing geometric pattern is printed onto the TelaSEAL la-
bel during construction. The seal can be applied to a
variety of surfaces including plastics, metals, wood, and
painted surfaces. A disrupted repeating pattern that has
a custom message “OPENED” is transferred to the ap-
plied surface when the device is peeled from the substrate.
This provides permanent and unambiguous evidence of
tampering.

Meyercord (Sentinel Division, Carol Stream, IL) sup-
plies several tamper-evident, adhesive-base materials that
leave a VOID message on surfaces, thus providing an in-
dication of unauthorized opening of product or tampering.
The VOID message can be customized to include the com-
pany’s name, trademark, logos, or serial number.

3M has developed several authenticating devices based
on optical thin film technology for counterfeit detection and
tamper indication. A proprietary metallic surface coating
is formulated and deposited on a pressure-sensitive mate-
rial. Specialized imaging technologies are used to generate
unique covert graphics and print product information or
a serial number on the device. When the device is peeled
from the substrate, the covert image is revealed followed by
an irreversible color change which provides a sure indica-
tion of tampering. These devices are used for asset control,
package sealing and identification, parts identification, se-
rial numbering, and consumer information.

Indicating Device Issues And Limitations

Interest in indicating devices continues to grow, and nume-
rous applications have been proposed. Despite significant
advances made in chemical indicator technology during
the last 25 years, only a few devices have been commer-
cialized compared to the number of patents granted each
year. There are several reasons that many manufactur-
ers, governments, and consumers are reluctant to adopt
chemical indicating devices. Major considerations on the
part of manufacturers include device reliability, cost, and
education. Manufacturers fear that consumers will be re-
luctant to embrace products containing these indicators
for reasons of additional cost. The addition of a leak indi-
cator to the headspace of packaged food or pharmaceutical
products is likely to be greeted by stiff resistance on the
part of the consumer for safety reasons. To gain acceptance,
commercial indicators must be relatively inexpensive com-
pared to the products to which they are applied. They must
also be technically competent to perform their intended
functions.

The response mechanisms of many indicators are poorly
understood (42). For example, to produce a reliable time–
temperature indicator, the quality index, kinetics, and
mechanism of food or chemical product degradation un-
der various environmental conditions must be understood.
Some degradation reactions may not always follow simple
Arrhenius kinetics. Therefore, predictions based on them
may be faulty and thus affect product reliability. Consumer
surveys (12,30) on the use of TTIs on food products indicate

that the public reception of these indicators is growing.
They also raised awareness of the need to educate con-
sumers about the usefulness, reliability, and application
of indicator devices to increase the current level of accep-
tance.

Even though most of the counterfeit and tamper indica-
tor technologies currently available are reliable, they are
quite expensive. This makes many industries reluctant to
implement them. Some the indicators are limited in their
scope of application and are easily forged or copied, as is
the case for many optical holograms (37–40). This has been
a major problem for many credit and identification cards.
The challenge is to produce indicators that are reliable,
technically difficult to copy or fake, and are available at a
relatively low price.

Recently, several indicating devices have made inroads
into the marketplace by making unsubstantiated claims of
what the product can offer. In some cases, instructions for
consumers on the application and interpretation of indi-
cator response or color change are inadequate. Consumers
can be confused. Information about the safety of the indica-
tor should also be provided. Effort should be made to design
indicators that are childproof to avoid ingestion and other
accidents. A general specification for the various classes
of indicators needs to be established. Such a specification
should provide performance criteria that each indicator
design must meet for a given application. It should also
set standards for acceptable qualification testing. This will
ensure that commercial indicating devices meet the needs
of industry.

CONCLUSION

The application of chemical indicating devices has come to
stay. In many cases, they are living up to expectations in
reducing the incidence of counterfeiting, forgery, tamper-
ing, or piracy and losses of perishable products. Temper-
ature and time–temperature indicators are now used in
routine packaging of some critical food and chemical prod-
ucts. For TTIs, only limited information on the kinetics and
response mechanism is available in the literature. New
indicators that cover a wide range of activation energies
for many spoilage reactions need to be designed. This will
allow extending the scope of application of TTIs. More re-
search and development effort could be directed toward the
present technical and manufacturing challenges that hin-
der commercialization of many patented inventions. Public
education will accelerate interest and ultimate acceptance
of these products. Such acceptance may create sufficient
volumes that would lead to lower costs for manufacturing
these smart devices.
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INTRODUCTION

Chitosan is a natural biopolymer obtained by deacetylation
of chitin, which is produced from marine shellfish, such
as crabs, shrimp, fungal cell wells, and other biological
sources. Chemically it is a linear cationic poly(β-(1-4)-2-
amino-2-deoxy-D-glucan) derived from chitin, a poly(β-(1-
4)-2-acetamido-2-deoxy-D-glucan) by deacetylation. Chi-
tosan is described in terms of the deacetylation degree
and average molecular weight. And next to cellulose,
it is the second most plentiful biomass and is already
known as a biocompatible and biodegradable material.
Many researchers have examined tissue response to var-
ious chitosan-based implants. Results indicate that these
materials evoke minimal foreign body reactions (1).

Gels consist of 3-D polymer networks swollen in swel-
lers, whereas hydrogels swell in water. Smart (intelligent)
gels (or hydrogels) can swell or contract in response to stim-
ulus changes, e.g., temperature, pH, ionic strength, chem-
icals, and fields.

Chitosan has been used for developing smart gels via
network or/and complex formation. Due to their various
properties that depend on environmental variables such
as pH, ionic strength, and electric field, these materials
have potential applications such as biomaterials, separa-
tion membranes, and field responsive materials.

SUPRAMOLECULAR INTERACTIONS
AND GEL FORMATION

As we know, chitosan-based gels are chemically or physi-
cally cross-linked networks. To make them smart, spe-
cial supramolecular interactions are often introduced into
the network to provide reversible responsiveness to en-
vironmental stimuli. Therefore, different interpolymer
complexes are formed within the chitosan-based networks.
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These complexes can form or dissociate in response to
changes in their environment. They can be divided into
these four major categories based on the dominant type of
interaction:

1. Hydrogen bonding complexes
2. Polyelectrolyte complexes
3. Coordination complexes
4. Self-assembly

The presence of amino groups in chitosan (pKa = 6.5) re-
sults in pH-sensitive behavior. Research efforts have been
aimed at tailoring the properties of chitosan through cross-
linking, functionalization, copolymerization, and blending
to fit smart requirements.

Hydrogen Bond Complexes

The amine groups of glucosamine residue within chitosan
chains can serve as cross-linking sites, for example, react-
ing with glutaraldehyde to form imine cross-links between
linear chitosan chains that lead to gel formation (2).

An interpenetrating polymer network (IPN) is defined
as a combination of two cross-linked polymers; at least one
of them synthesizes or cross-links in the presence of the
other. If one of the polymers is linear (not cross-linked), a
semi-IPN results. The IPN technique can be used to im-
prove the properties of chitosan-based gels.

Yao et al. (3) examined glutaraldehyde-cross-linked
chitosan-poly(propylene glycol) (PPG, MW 3000 daltons)
semi-IPN as a pH-sensitive hydrogel. Chitosan-PPG semi-
IPN shows pH-dependent swelling; the highest swelling
degree is at pH 4.0 and the lowest at pH 7.0 (Fig. 1).
The structural features of chitosan-PPG are reversible (e.g.
–NH +

3 to –NH2) when the gels are transferred from a
pH 1.0 to a pH 7.8 buffer (4). Because it is a hydropho-
bic and water-insoluble polymer, the incorporated PPG is
expected to decrease the equilibrium swelling degree in a
low pH medium. In addition, linear PPG in the network
can enhance the flexibility of semi-IPN.

Polyethylene glycol (PEG) is a water-soluble polymer
that has low toxicity and immunogenicity. Hydrophilic
PEG can form a diffuse layer containing water molecules
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Figure 1. The equilibrium degree of swelling vs. pH for the semi-
IPN, synthesized from different amounts of crosslinking agent.
Molar ratios of −CHO : −NH2 are 2.21(◦) and 4.38(✷), respectively.
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Figure 2. The pH dependence of the degree of swelling of
chitosan/silk fibroin semi-IPN. Glutaraldehyde content: 1.5% mol/
mol, 30◦C. SF10–SF70 denote that the silk fibroin contents in
semi-IPN are 10–70% w/w, respectively.

which has protein resistance when PEG is adsorbed on a
surface. PEG has been used to improve the biocompati-
bility of polymers. Glutaraldehyde-cross-linked chitosan-
PEG semi-IPN hydrogels were prepared by incorporating
PEG (MW 6000) into chitosan. Here, PEG in the network
enhances blood compatibility. In addition, because its ether
linkage[–CH2CH2O–]n provides rotational freedom, PEG
also enhances the flexibility of the network. The swelling
degree of semi-IPN drops sharply at high pH (>6). This
may be due to the formation of hydrogen bonds between the
hydrogens of the amino groups of chitosan and the oxygens
of the polyether in alkaline regions, whereas the hydrogen
bonds dissociate at acidic pH (5).

Poly(ethylene oxide) (PEO) of average molecular weight
ranging from 10,000 to 1 million daltons was used to
prepare glyoxal-cross-linked chitosan-PEO semi-IPN; the
semi-IPN swells almost ten times more in the low pH en-
vironment of gastric fluid (pH 1.2) than in the intestine
(pH 7.2) after 6 hours (6).

Silk fibroin, a main component of natural silk, is a
fibrous protein whose major amino acids consist of glycine,
alanine, and serine residues. Cross-linking chitosan with
glutaraldehyde in the presence of silk fibroin creates a chi-
tosan/silk fibroin semi-IPN. The equilibrium swelling de-
gree versus pH of the semi-IPN is shown in Fig. 2. The
degree of swelling of silk fibroin is small in the whole pH
range, whereas the semi-IPN swells obviously in low pH
(pH < 5.0) buffer solutions, and especially at pH 3.3, just
like cross-linked chitosan. This may be attributed to the
dissociation of hydrogen bonds between chitosan and silk
fibroin within the semi-IPN in the strong acidic medium.
Moreover, chitosan can bind metal ions, for example, Al3+,
resulting in hydrogen bond dissociation. So chitosan/silk
fibroin semi-IPN shows ion sensitivity. Figure 3 displays
semi-IPN swelling and shrinkage with a change in AlCl3

concentration. However, relaxation time is longer for ion
sensitivity than for pH responsiveness (7).

Gelatin is a denatured form of collagen, composed of
glycine, proline, hydroxyproline, arginine, and other amino
acids. The amphiphilic protein (isoelectric point = 4.96) can
provide amino groups for co-cross-linking with chitosan via
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Figure 3. The [Al3+] dependence of the degree of swelling of
chitosan/silk fibroin semi-IPN. Glutaraldehyde content: 1.5% mol/
mol, 30◦C. CAlCl3 denotes the concentration of aqueous AlCl3 so-
lution. SF30 and SF70 denote silk fibroin contents in semi-IPN of
30 and 70% w/w, respectively.

glutaraldehyde to prepare a chitosan/gelatin hybrid poly-
mer network (HPN). The pH-sensitive swelling behavior of
the HPN gel is displayed in Fig. 4. The data show that the
degree of swelling declines sharply at pH 7.0. This can be
explained by the fact that the hydrogen bonds within the
chitosan/gelatin HPN dissociate in an acidic medium (8).

Polyelectrolyte Complexes

Polyelectrolyte complexes (PEC) are generally obtained
either by the reaction of polycations and polyanions or
by polymerizing monomers that have suitable functional
groups onto polymeric templates of known structures.
PECs have numerous applications such as membranes,
medical prosthetic materials, environmental sensors, and
chemical detectors. Chitosan, a cationic polysaccharide,
has been complexed with anionic polymers.
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Figure 4. Swelling behavior of chitosan/gelatin hybrid network
specimen with a −CHO : −NH2 molar ratio of 10 in solutions of
different pH with ionic strength I = 0.1 at 37◦C.

Alginate comprises a linear chain of (1,4)-linked β-D-
mannuronate and α-L-glucuronate residue arranged block-
wise. A gel-like chitosan/alginate PEC was formed with co-
existing polyions of opposite charges (–NH +

3 and –COO−).
Polysaccharides (chitosan and alginate) have bulky pyra-
nose rings and a highly stereoregular configuration in their
rigid linear backbone chains. Their conformation changes
with pH and leads to pH dependence of the packing density
of PEC membranes. Therefore, the drug release behavior
of drug-loaded microcapsules depends on pH as well (9).

Pectin is an acidic polysaccharide that has a repeating
unit of α (1,4)-D-galacturonic acid, and its methyl ester is
interrupted in places by (1,2)-L-rhamnose units. A polyelec-
trolyte complex is formed from anionic pectin and cationic
chitosan. The PEC swells obviously at pH < 3 and pH > 8
and does not swell in the range of 3 < pH < 8. Moreover, its
degree of swelling in an acidic medium is by far larger than
that in an alkaline medium. The swelling of the PEC corre-
lates with its composition and is also affected by the degree
of deacetylation and the methoxy level of pectin (10).

Complex formation via hydrogen bonding occurs bet-
ween two polymers that contain hydrogen bonding donor
groups and acceptor groups, whereas a charged polymer
forms polyelectrolyte complexes with other polymers that
have inverse charged groups. Bovine atelocollagen and a
fully deacetylated high molecular weight chitosan (acetyl
content ≈ 2.5%) form complexes; whether this is by pure
electrostatic interaction or by hydrogen bonding depends
on the conditions. In the first case, the interaction takes
place between–NH +

3 and –COO− groups carried by chi-
tosan and collagen, respectively, but the maximum propor-
tion of chitosan in the complex is relatively low (≈10%)
(11). In the presence of a great excess of chitosan, it is also
possible to form a hydrogen bonding complex, in addition
to the first complex where chitosan chains seem to induce
the destabilization of the triple helix organization and de-
nature collagen (12). Moreover, an increase in the content
of chitosan in the complex improves the stability toward
collagenase (13).

A chitosan-poly(acrylic acid) polyelectrolyte complex
can be obtained by radical polymerization of acrylic acid
onto chitosan as a template. The template polymerization
provides an ordered structure to the PEC compared to that
obtained by reacting chitosan with poly(acrylic acid) (14).

Coordination Complex

Chitosan has one amino group in addition to hydroxyl
groups in the repeating unit. So chitosan can strongly co-
ordinate with transition-metal ions to form coordination
complexes, which may be used as absorbents for metal
ions and separation membranes. The order of the stability
constants of these chitosan–transition-metal complexes is
Mn < Fe < C < Ni < Cu < Zn, which is known as the Irving–
Williams order. The difference in the stability of complexes
may cause the variance in the degree of swelling of a
complex membrane whose metal/glucosamine ratio ranges
from 1:8 to 1:64 (15).

Self-Assembly

Block-copolymer micelles and hydrophobic water-soluble
polymeric amphipaths can form self-aggregates that
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Figure 5. Schematic for aggregation and dissociation behavior of
PEG-δ-chitosan in aqueous solution in response to the pH of the
solution.

consist of inner cores of hydrophobic segments and outer
shells of hydrophilic segments in aqueous media. Chitosan
was hydrophobically modified by deoxycholic acid, a main
component of bile acid, to yield self-aggregates in aque-
ous media. The modified chitosan forms self-aggregates
in phosphate-buffered saline (PBS pH 7.2) whose mean
diameter is less than 180 nm, depending on the degree
of substitution of hydrophobic groups. Critical aggrega-
tion concentration (cac) is the threshold concentration of
a self-aggregate formed by intramolecular and/or inter-
molecular association. In water, the cac values (1.32–
4.47 × 102 mg/mL) of deoxycholic acid-modified chitosan
are lower than the cac value (1.0 mg/mL) of deoxycholic
acid. Because self-aggregates have positive charges on
their outer shells, they can be used as delivery carriers
for DNA, a relatively charged polyelectrolyte (16).

PEG is a highly hydrophilic polymer. Grafting PEG
onto chitosan results in a water-soluble PEG-δ-chitosan,
which is prepared via the coupling reaction of 6-O-
triphenylmethylchitosan with MeO-PEG acid, and then
deprotecting its triphenylmethyl groups. PEG-δ-chitosan
can form intermolecular aggregates in neutral and alka-
line conditions and is dissociated in acidic media because
of the electrostatic repulsion of protonated amino groups of
chitosan moieties (Fig. 5). Therefore, this PEG-δ-chitosan
aggregate is expected to be used as a pH dependent mate-
rial such as a carrier for drug delivery systems (17).

Glycol chitosan (GC, polymerization degree ∼800) was
modified by acylation with palmitic acid N-hydroxy-
succinimide. The polymer obtained (GCP) can form vesicles
by mixing GCP/cholesterol in a 2:1 wt ratio under sonica-
tion; the GCP assembles into unilamellar polymeric vesi-
cles in the presence of cholesterol. Anticancer drugs, for
example, bleomycin (BLM), can be encapsulated efficiently
within the vesicles. The stable GCP-based BLM vesicles
were tested in vivo (18).

APPLICATIONS

Controlled Release Matrixes

The aim of controlled release of drugs is either to mod-
ulate tissue drug levels or to spatially and/or temporarily
place a drug in some region of the body to maintain efficacy

and depress side reactions. Therefore, a matrix used for
controlled release should offer modulating ability for drug
delivery in addition to maintaining drug stability within
the matrix. Chitosan has structural characteristics simi-
lar to those of glycosaminoglycans; its smart material has
been explored for use in controlled release matrixes. The
use of chitosan in the development of oral sustained re-
lease stemmed from the intragastric “floating tables” of
chitosan. Chitosan has gel-forming properties in a low pH
range in addition to its antacid, antiulcer characteristics.
Thus, it has promising potential for use in oral sustained
delivery systems. Gastrointestinal, respiratory, ophthal-
mologic, cervical, and vaginal mucins are hydrophilic
saline gels that are thickened by natural anionic glycopro-
teins. In searching for drug delivery systems for such sub-
strates, suitable cationic polymers are needed. Chitosan is
known to be bioadhesive to mucosal surfaces, such as in
the eye, nose, and vagina.

Pluronie® (BASF Corp), a well-known biomaterial is
a triblock copolymer that contains poly(propylene oxide)
(PPO) and poly(ethylene oxide) (PEO) segments in the
sequence PEO–PPO–PEO. Here, hydrophobic PPO seg-
ments aggregate leading to distinct gelation at body tem-
perature. The PPO aggregation forms micelles that solu-
bilize lipophilic drugs in aqueous media and allow their
slow release. Hoffman et al. licensed chitosan grafted with
Pluronic®. The graft copolymers form clear gels when the
temperature is raised from 4 to 37◦C at pH 7.4. The copoly-
mer is used as a matrix for receiving proteins via nasal
administration. When the proteins are released from the
gel in vitro through ion exchange and/or diffusion, they are
“totally active” (19,20).

The cationic character of the chitosan backbone allows
oppositely charged drugs such as insulin, interleukin 1L-2
receptor, IL-4 receptor, and tumor necrosis factor (TNF)
receptor to form complexes of Pluronic®-δ-chitosan (21).

Proteins and enzymes represent a growing and promis-
ing field of therapeutics and are currently administrated by
injection. As a result of the development of biotechnology,
many peptides and proteins have been explored as a new
generation of drugs. Maintaining their bioactivity in the
drug delivery process is one of the key problems. Oral pep-
tide drug delivery is the easiest method of administration;
however, proteins are quickly denatured and degraded in
the stomach. Moreover, the intestinal absorption of drugs
is generally very poor. Chitosan can enhance the intesti-
nal transport of peptide drugs by increasing the paracel-
lular permeability of the intestinal epithelium. Bioactive
peptides, for example, hirudin (a polypeptide whose MW is
10,800 and is a potent antithrombin agent) can be delivered
orally by microencapsulation with alginate–PEG/chitosan
systems. Actually, oral intake of hirudin via the chitosan
alginate matrix can avoid thrombin formation and alter
lipid levels of patients beneficially (22).

Chitosan-based materials can be designed as stomach-
specific drug delivery systems. Due to the limitations
of the gastric emptying time, it is desirable to have a
rapid swelling system to release a drug in the stomach.
In enzyme-free simulated gastric fluid (pH 1.2), the re-
lease rate of metronidazole from freeze-dried chitosan-
PEO semi-IPN is significantly higher than that from an air-
dried hydrogel. The faster rate is attributed to the higher



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C1-Drv January 11, 2002 22:18

186 CHITOSAN-BASED GELS

Instantaneous formation
of CS/PEO-PPO nanoparticles

Na+ O − P

O

O−Na+

P

O

O− Na+

P

O

O −Na+

O−Na+

CH2 CH2 O

O

O

O

CH2OH

NH 3
+OH

CH2OH

OH NH 3
+

δ−

n

n

+

Chitosan (CS) PEO

Tripolyphosphate (TPP)

Stirring

Figure 6. Scheme for preparing CS nanoparticles.

porosity of the matrix of the freeze-dried hydrogel com-
pared to that of the air-dried hydrogel (23).

The ionic interaction between the positively charged
amino groups of chitosan and negatively charged coun-
terion of tripolyphosphate (TPP, MW 4000) results in
polyelectrolyte complex formation and thus allows the
formation of beads in very mild conditions. So, chitosan
nanoparticles can be prepared by ionic gelation with the
counterion TPP (24).

The particle size depends on both the chitosan and
TPP concentrations. The minimum size (260 nm) has
been obtained. The PEO or PEO–PPO block polymer
Synperonic® (1C1 Iberica, Spain) can be incorporated into
chitosan nanoparticles by dissolving these copolymers in
the chitosan solution either before or after adding the ionic
cross-linker TPP (Fig. 6). TEM observation reveals that the
chitosan nanoparticles have a solid and consistent struc-
ture, whereas chitosan/PEO–PPO nanoparticles have a
compact core, which is surrounded by a thin but fluffy coat
presumably composed of amphophilic PEO–PPO copoly-
mer (25). Here, the presence of PEO–PPO within the chi-
tosan nanoparticles can mask the ammonium group of chi-
tosan by a steric effect, thus hindering the attachment of
the BSA (isoelectric point pH = 4.8). These hydrophilic
chitosan/ethylene oxide–propylene oxide block copolymer
nanoparticles are very promising matrices for administer-
ing therapeutic proteins and other macromolecules that
are susceptible to interaction with chitosan (i.e., genes or
oligonucleotides) (26).

Mucoadhesive drug delivery systems can easily be com-
bined with auxiliary agents, such as enzyme inhibitors.
Chitosan and EDAC [1-ethyl-3-(3-dimethylamino-propyl)
carbodimine hydrochloride] form chitosan–EDAC conju-
gates (10 mL of 1% chitosan HCl, 0.1M EDAC, and an
amount of EDAC that ranges from 0.454 to 7.26 g) at
pH 3.0. The chitosan–EDAC conjugates offers several

advantages as vesicles for peroral administration of pep-
tide and protein drugs: excellent mucoadhesive properties
and strong inhibition of the proteolytic activity of zinc pro-
teases, carboxypeptidase A, and aminopeptidase N. The
conjugate that has the lowest amount of remaining free
amino groups seems to be a useful carrier in overcoming
the enzymatic barrier for perorally administered therapeu-
tic peptides (27).

The progress in biotechnology, coupled with an in-
creased understanding of molecular mechanism underly-
ing the pathogenesis of a variety of diseases of the gene
level, has effected dramatic changes in therapeutic moda-
lities. Recombinant DNA itself has been used like a “drug”
in gene therapy, where genes are applied to produce thera-
peutic proteins in the patient. Oligonucleotides, relatively
small synthetic DNA designed to hybridize specific mRNA
sequences, are used to block gene expression. To achieve
these goals, the gene drugs must be administered via an
appropriate route and be delivered into the intracellular
site of the target cells where gene expression occurs.

Gene drugs have substantial problems as polyanionic
nucleic acids, including susceptibility to degradation by nu-
cleases and low permeability. So, a suitable carrier system
is the key to successful in vivo gene therapy. Considering
that viral vectors have a number of potential limitations
involving safety, cationic lipid polymers developed as DNA
carriers can improve in vivo transfection efficiency.

Chitosan as a natural amino polysaccharide can form a
polyelectrolyte complex with DNA. For site-specific DNA
delivery, a quaternary ammonium derivative of trimethyl-
chitosan with antenna galactose was synthesized. It was
indicated that the galactose-carrying chitosan derivative
as a ligand provides cell-specific delivery of DNA to Hep-
G2 cells. The chitosan derivative binds to DNA via elec-
trostatic interaction. The resulting complexes retain their
ability to interact specifically with the conjugate receptor
on the target cells and lead to receptor-mediated endocy-
tosis of the complex into the cell (28) (Fig. 7).

Separation Membranes

Chemically modified chitosan membranes have been used
in various fields, for example, metal-ion separation, gas
separation, reverse osmosis, pervaporation separation
of alcohol–water mixtures, ultrafiltration of biological
macromolecular products, and affinity precipitation of
protein isolates.

Pervaporation is a very useful membrane separation
technique for separating organic liquid mixtures, such as
azeotropic mixtures and mixtures of materials that have
close boiling points. In pervaporation, the characteristics
of permeation and separation are significantly governed by
the solubility and diffusion of the permeates.

The separation mechanism of pervaporation is based
on the solution–diffusion theory, the adsorption–diffusion–
desorption process of the components in the feed coming
across the membrane from one side to the other. Therefore,
pervaporation properties can be improved by enhancing
the adsorption of one component in the feed to the mem-
brane and/or accelerating the diffusion of one component
in the feed through the membrane.
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Chitosan has been used to form pervaporation mem-
branes for separating water/alcohol mixtures and shows
good performance in dehydrating alcohol solutions. To en-
hance fluxes with more free volume, chitosan membranes
cross-linked with hydrophilic sulfosuccinic acid (SSA) were
developed where two carboxylic acid groups and one sul-
fonic acid group offer ionic cross-linking with amine side
groups of the chitosan molecules. Because the SSA cross-
linked membrane bears more binding sites for the target
compound to be separated than the cross-linked chitosan
membrane, the former membrane is better than the latter
membranes reported earlier (29).

Due to high permeability and good mechanical proper-
ties comparable to those of commercial cellulose acetate
membranes, the membranes have potential application in
pervaporation separation of aqueous organic mixtures (30).
The pervaporation properties of isopropanol–water mix-
ture via a chitosan–silk fibroin complex membrane are
shown in Fig. 8. The data imply that the flux through the
complex membrane expresses ion (Al3+) sensitivity, so the
pervaporative flux of the isopropanol–water mixture can
be modulated; the high selectivity was maintained by op-
timizing the AlCl3 concentrations in the feed (31).

A benzoylchitosan membrane was designed for sepa-
rating a benzene/cyclohexane mixture, which is very
important in the petrochemical industry. The benzene
permeation selectivity of the membrane is attributed to the
smaller molecular size and higher affinity of the benzene
molecules compared to those of cyclohexane (32).

Anionic surfactants for example, sodium lauryl ether
sulfate (SLES), can form complexes with the chitosan chain
through interaction of their opposite ionic charges. The
complexes can survive as a skin layer (ca. 15 µm) on a
polyethersulfone ultrafiltration membrane. Here, the ionic
property of the surfactant–chitosan complex membrane
preferentially promotes the permeation of polar methanol
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Figure 8. Separation properties of an isopropanol–water mixture
through a chitosan–silk fibroin complex membrane by prevapora-
tion [silk fibroin content in membrane: 30% (w/w), isopropanol in
feed: 85% (w/w), CAlCl3 denotes the AlCl3 concentration in the wa-
ter part of isopropanol–water mixture].

through the membrane, compared with the less polar and
relative bulky methyl-t-butylether (MTBE) (33).

A formed-in-place (FIP) membrane is dynamically cre-
ated by depositing polymers on the surface or at the en-
trance of the pores of macroporous substrates. Chitosan
FIP ultrafiltration membranes can be formed on a macro-
porous titanium dioxide substrate. The chitosan gel mem-
brane formed on the substrate is cross-linked enough by a
supramolecular interaction, for example, hydrogen bond-
ing. The estimated mean pore size for the membrane near
neutral conditions (pH 6.0 and 8.2) is about 17 nm, and for
the membrane at pH 3.6, it is 55 nm. The contraction and
swelling of the chitosan membrane are reversible. There-
fore, it is possible to control the pore size of the membrane
by simply adjusting the pH of the system according to the
separation requirement (34).

Smart polymers are the basis for a new protein iso-
lation technique—affinity precipitation. The precipitation
applies a ligand coupled to a water-soluble polymer known
as an affinity macroligand, which forms a complex with the
target. The phase separation of the complex, triggered by
small changes in the environment, for example, pH, tem-
perature, ionic strength, or addition of reagents, makes the
polymer backbone insoluble; afterward, the target protein
can be recovered via elution or dissolution. Chitosan itself
has been successfully used as a macroligand for affinity
precipitation of isolated wheat germ agglutinin from its ex-
tract and glycosides from cellulose preparation by changes
in the pH of the media (35).

A partially sulfonated poly(ether sulfone) microporous
hollow fiber membrane was coated with chitosan by electro-
static attraction. After cross-linking by reacting the fiber
with ethylene glycol diglycidyl ether (EGDGE), the hy-
droxyl and amino glucose units of chitosan are then modi-
fied to bind recombinant protein A (rPrA) as an affinity lig-
and at 4.77–6.43 mg rPrA/mL fiber. The immobilized rPrA
hollow fiber membrane serves as a support for affinity sep-
aration of immunoglobulin (IgG) (36).
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Immobilization Supports

Immobilization is an effective measure for using enzymes
or microbial cells as recoverable, stable, and specific in-
dustrial biocatalysts. Immobilization must be carried out
under mild conditions.

An ideal support for enzyme immobilization should
be chosen to achieve essential properties such as chemi-
cal stability, hydrophilicity, rigidity, mechanical stability,
larger surface area, and microbial attack resistance. Sev-
eral methods are used to modify the supports to improve
stability and mechanical strength, and to modify different
functional groups that may be superior for enzyme immo-
bilization. One of the ways to improve these properties is
grafting of monomers onto the matrix. The graft polymeric
support, for example, chitosan-poly(glycidyl methacrylate)
(PGMA), is used for glucosidase to immobilize urease
(37,38).

Immobilized urease can be used in biomedical applica-
tions for the removing urea from blood in artificial kidneys,
blood detoxification, or in the dialysate regeneration sys-
tem of artificial kidneys. In the food industry, it may be
used to remove traces of urea from beverages and foods
and in analytical applications as a urea sensor.

In addition to urease, other enzymes, for example, glu-
tamate dehydrogenase, penicillin acylase, β-galactosidase,
and glucosidase, have been immobilized via chitosan gels.
Immobilization improves the stability of the enzymes.

Extracellular Matrixes For Tissue Engineering

Various synthetic and naturally derived hydrogels have
recently been used as artificial extracellular matrices
(ECMs) for cell immobilization, cell transplantation, and
tissue engineering. Native ECMs are complex chemically
and physically cross-linked networks of proteins and gly-
cosaminoglycans (GAGs). Artificial ECMs replace many
functions of the native ECM, such as organizing cells into
a 3-D architecture, providing mechanical integrity to new
tissue, and providing a hydrated space for the diffusion of
nutrients and metabolites to and from cells. Chitosan is
similar to GAG. Therefore, it is promising for application
as a biomaterial in addition to use as a controlled delivery
matrix.

Chitosan is a basic polysaccharide, so it is possible
to evaluate the percentage of amino functions, which re-
main charged at the pH of cell cultivation (7.2–7.4). These
cationic charges have a definite influence on cell attach-
ment by their possible interaction with negative charges
located at the cell surface. Chitosan materials give the
best results in cell attachment and cell proliferation for
chondrocytes and keratinocytes of young rabbits compared
with its polyelectrolyte complex with glycosaminoglycans,
such as chondroitin 4 and/or 6 sulfate and hyaluronic
acid (39).

Field Responsive Materials

Chitosan-based gels consist of a positive charged network
and a fluid (e.g., water) that fills the interstitial space of the
network. The gels exhibit a variety of unique field respon-
sive behaviors, such as electromechanical phenomena.
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Figure 9. The EMC behaviors of chitosan/PEG crosslinked with
different concentrations of ECH.

Electromechanochemical (EMC) behavior deals with
contraction of polymers in an electric field. The effects of
an electric field on polyelectrolyte hydrogels relate to the
protonation of its alkaline amino groups and redistribu-
tion of mobile counterions when chitosan/PEG composite
fibers is cross-linked with epichlorohydrin (ECH) and glu-
taraldehyde (GA), respectively. The EMC behavior of fibers
in a 0.1% aqueous HCl solution in a 25-V dc electric field
is shown in Fig. 9.

The bending direction of the fiber specimen inverts at
a critical concentration of the cross-linking agents. When
the ECH concentration is more than 9.0 × 103 M or the GA
concentration is larger than 5.64 × 104 M, the fiber speci-
mens bend toward the cathode. If the ECH or GA concen-
tration is less than the critical values, they bend toward
the anode. The reason may be attributed to variation in
the mobile ions within the network (40).

Thin films of chitosan and chitosan doped with rare-
earth metal ions can be used as wave-guiding materials.
They are transparent across the wavelength range of 300–
3000 nm and exhibit low optical loss (less than 0.5 db/cm2)
(41,42).

Chitosan/acetic anhydride and acrylate/chitosan hydro-
gels have an excellent laser-damage threshold (LDT) up
to 35 times higher than commercial poly(methyl meth-
acrylate) (PMMA) bulk materials, and their LDT increases
as water content increases. As we know, absorbed laser en-
ergy can lead to rapid local heating of a laser “hot spot.” A
hydrogel can be considered a composite of statistically dis-
tributed microchannels and/or fluctuating pores created by
the movements of polymer segments within the network
in the presence of water. When a hydrogel is irradiated,
the energy generated by laser light can be absorbed and
dispersed by the water and the polymer frame. These hy-
drogels have potential applications as new materials for
high-power laser-damage usage (43).
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INTRODUCTION

Many materials emit light during the application of a
mechanical energy. This phenomenon is usually referred
to as mechanoluminescence (ML) or triboluminescence (1).
The more historical term is “triboluminescence.” It stands
for tribo-induced luminescence, and this was the term used
for more than a century to refer to light emission induced
by any type of mechanical energy (2). The term “mechano-
luminescence” was not proposed until 1978 (3). The pre-
fix “mechano” is correlated to the general mechanical way
used for exciting luminescence, including concepts such as
deformation, piezo, tribo, stress, cutting, grinding, rubbing,
and fracto. In recent years mechanoluminescence (ML)
has become the preferred nomenclature (4). Although the
transfer of mechanical stress into light radiation is very
complex, successes in experimental applications suggest
possible uses of the ML phenomena in stress sensors, me-
chanical displays, and various smart systems.

In general, ML can be divided into fractolumines-
cence (destructive ML) and deformation luminescence
(nondestructive ML); these correspond to the lumines-
cence induced by fracture and mechanical deformation of
solid, respectively. Roughly 50% of solid materials gives
fractoluminescence by fracture (5): the well-known ma-
terials include sugar (6), molecular crystals (7,8), alkali
halides (9,10), quartz (11), silica glass (12–14), phosphors
(15), piezoelectric complex (16), metals (17), various min-
erals (18,19), and biomaterials (20). Recently, the frac-
toluminescence of rare-earth complexes was investigated

in order to build smart damage sensors capable of simple
real-time detection of the magnitude and location of
structural damage within materials (21). Deformation lu-
minescence can be induced by mechanical deformation
without fracture, and this is of interest in nondestructive
evaluation. Deformation luminescence can be further di-
vided into plasticoluminescence and elasticoluminescence.
The former is produced during plastic deformation of
solids, where fracture is not required, and the later is pro-
duced during the elastic deformation of solids where nei-
ther plastic deformation nor fracture is required. Nonde-
structive ML due to plastic deformation has been observed
in several materials such as colored alkali halides (22,23),
II–VI semiconductors (24), and rubbers (25). However, ML
in the elastic region has been observed only for the irradi-
ated alkali halides (4,26), and some piezoelectric materials
(27). So far nondestructive luminescence intensities of ma-
terials have been reported to be too weak and difficult to
repeat, and this has deferred any practical application of
the phenomenon. For application of ML in developing new
materials, repetitive ML must occur with undiminished
intensity.

Devices for ML Measurement

Both mechanical and optical devices are being used to mea-
sure ML. The objective is to apply the measured mech-
anical energy to the ML sample, and then to detect the
light induced by the mechanical energy. The various tech-
niques already investigated include compression, bending,
stretching, loading, piston impact, needle impact, cleaving
and cutting, laser, shaking, air-blast, scratching, grinding
and milling, and tribo- and rubbing (4). Figure 1 gives
popular measurement devices for nondestructive ML;
these devices measure compression, tension, bending, and
shearing. Figure 1(a) shows a schematic diagram of an
ML measurement device capable of measuring ML strain–
stress relations simultaneously. Stress is applied on each
sample by a materials test machine. The ML intensity is
measured by a photon-counting system that consists of a
photo multiplier tube (R464S, Hamamatsu Photonics) and
a photon counter (C5410-51, Hamamatsu Photonics) con-
trolled by a computer. The ML emission light is guided to
the photo multiplier through a quartz glass fiber. The ML
spectrum is obtained with a photon multichannel analyzer
system (PMA 100, Hamamatsu Photonics). The ML im-
ages are recorded with an image intensified charge coupled
device (ICCD) controlled by a computer system (C6394,
Hamamatsu Photonics Corp.). Simultaneously, the stress
and strain of the sample are measured by an in-situ sen-
sor. In addition to compressive test, the materials test ma-
chine shown in Fig. 1(a) is able to apply tensile and bending
stresses by exchanging the sample holder.

Figure 1(b) shows a schematic diagram of an ML mea-
surement device for applying friction (shear stress); the
same equipment as shown in Fig. 1(a) is used to measure
the ML intensity and spectrum. The mechanical friction
is applied by a friction rod under a load. The friction rod
material, as well as the load, can be changed for different
levels of mechanical stress applied to the test material. As
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Figure 1. Schematic diagram of ML measurement
devices (a) using a materials test machine for the
compressive test and (b) using a friction test ma-
chine for the friction (shear stress) test.

the test sample is rotated at a controlled speed, as shown
in Fig. 1(b), the friction rod draws a concentric circle on the
test material. The ML emission light induced by friction is
guided to the PM through a quartz glass fiber that is 3-mm
in diameter; the distance between the glass fiber and the
friction tip is set at 40 mm. The mechanical impact is ap-
plied by using a free-falling ball through a steel guide pipe.
The impact velocity is adjusted by the height of the falling
ball, and the impact energy can also be adjusted by both
the weight of the ball and the falling height.

NONDESTRUCTIVE ML FROM ALKALINE ALUMINATES
DOPED WITH RARE-EARTH IONS

As previously mentioned, development of materials with
strong nondestructive ML intensity is an important goal
in exploring applications of ML. Recently, systematic ma-
terials research has resulted in producing a variety of ma-
terials that emit an intensive and repeatable ML during
elastic deformation without destruction: among these are
ZnS: Mn, MAl2O4:Re (M = alkaline metals, Re = rare-earth
metals), and SrMgAl10O17:Eu (28–32). So far the most
promising ML materials are the rare-earth ions doped al-
kaline aluminates and the transition metal ions doped zinc
sulfide. Remarkable upgrading in ML intensity has been
achieved in the SrAl2O4doped with europium by control-
ling the lattice defects in the material.

Preparation of Fine Particles of ML Materials and Their
Smart Coatings

The luminescence powders are normally produced by a
solid reaction process using a flux. In the solid reac-
tion process, the starting materials of ultrafine powder of
SrCO3, Al2O3, and Eu(NO3)3.2H2O, H3BO3 (flux) are tho-
roughly mixed. The mixture is calcined at 900◦C for 1 h and
then sintered at 1300◦C for 4 h in a reducing atmosphere
(H2 + N2). However, this process has the limitation that
small particles cannot be obtained because of the growth
of grains that occurs during the calcinations at high tempe-
ratures. To address this problem, a modified sol-gel method
has been developed for preparing fine powders of SAO-E
(33). In this modified sol-gel process, the starting mate-
rials of Sr(NO3)2, Al(O-i-C3H7)3, and Eu(NO3)3.2H2O are
dissolved in H2O and thoroughly mixed with NH.

3H2O. The
sol solution is then dispersed by HCON(CH3)2, followed by
drying, calcining, and finally sintering in a reducing at-
mosphere at 1300◦C for 4 h. In comparison with SAO-E
powders synthesized by the solid reaction process, finer
particles are obtained by the modified sol-gel process, their
mean size being about 1 µm; the particles obtained by the
solid reaction process are about 15 µm. The finer parti-
cles exhibit high ML, and as a result smart coating can be
applied in uniform layers on the surfaces of the target ob-
jects by mixing it with binders and polymers. For example,
standard coating techniques such as spin coating and spray
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Figure 2. Dependence of ML intensity on defect concentration
of Sr.

coating could then be used to create uniform layers (films)
of SAO-E/epoxy on the surfaces of plastics, rubbers, glass,
ceramics, and metals. The thicknesses of the resultant
coating could be controlled from micrometer to millimeter.

Smart coatings made by mixing SAO-E fine powder with
an optical epoxy can transfer mechanical energy into the
photo energy of light emission, which in turn is capable
of sensing the dynamic stress of substrate materials. To
obtain the ML intensity and stress distribution, the com-
posite samples of the SAO-E/epoxy have been included in
the ML measurement together with the coated samples
and the ceramics of SAO-E.

ML Response of SAO-E to Various Stresses

In upgrading the ML intensity of SAO-E for the smart
coating application, the composition, the PH value, and
the calcination conditions must be controlled. Significant

Figure 3. (a) Typical time history of the
luminescence intensity recorded during a
compressive test for a SAO-E/epoxy com-
posite with a dimension of 55 × 29 × 25
mm3, (b) Diminishment in ML peak inten-
sity during application of repetitive cycles
of loading and its recoverability with UV
irradiation of 365 nm.
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improvements in ML intensity can be made by optimizing
the concentration of defects in the SAO-E system. Figure 2
shows the relationship of ML intensity to the defect con-
centration of Sr. The ML intensity is seen to strongly
correspond to the defect concentration of Sr. The highest
ML intensity is obtained by Sr0.975Al2O3.985:Eu0.01 with a
lattice defect of 1.5 at% Sr vacancy. Such a nonstoich-
iometry system is found to produce one order of magni-
tude higher ML than a stoichiometry system. This is four
orders of magnitude higher in intensity than that of the
reported strong ML material of a quartz crystal. The lumi-
nescence of the defect-controlled SAO-E material gives a
high enough ML to monitor the stress of the object it coats.

The influences of the stress and strain rates on the emit-
ted light intensity are measured using the same strain rate
but at different peak stresses, and then the same peak
stress but at different strain rates. Figure 3(a) shows a
time history of a luminescent object recorded during the
application of a compressive stress with a constant strain
rate for a SAO-E/epoxy composite with a dimension of
55 × 29 × 25 mm3. As can be seen, over time a linearly
increased load system results in linearly increased ML
intensity. That is, the ML intensity emitted is linearly
proportional to the magnitude of the applied stress. Fig-
ure 3(b) shows the ML intensity diminished during repet-
itive cycles of loading. The ML intensity decreased with
the repetitive cycles of stress, reaching a stable level at
about 20% of its initial strength. The ML intensity of
SAO-E recovered completely after UV irradiation (365 nm)
using a handy lamp. Such recoverability distinguished
SAO-E from other nondestructive ML materials reported,
for example, alkali halides which need γ -ray irradiation
or very high energy irradiation to recover their intensitiv-
ity (34). The linear relationship between ML intensitivity
and stress has been further demonstrated by the tests in
which each test had the same strain rate but a different
peak stress, as shown in Fig. 4. The ML intensity increased
linearly with the increase of strain rate. Such a linear re-
lation was also reported for γ -ray irradiated single crys-
tals of alkali halides during the elastic deformation (35).
It is evident that the ML of SAO-E is an elasticolumines-
cence. In a comparison test, the defect controlled SAO-E
was found to give the most intense elasticoluminescence
among the materials examined to date (36).

SAO-E was found also to exhibit ML during plas-
tic deformation and fracture. In the region of plastic
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Figure 4. Influence of applied stress on ML intensity (strain rate
is 3.0 × 10−4 l/s).

deformation, ML became intensified because of the stress
that was concentrated in this region. Upon further load
increases the ML intensity exhibited a sharp rise as the
SAO-E material began to crack, revealing the maximum
value in ML intensity at fracture. Similar results were ob-
tained for ceramic samples of SAO-E. The results for al-
kali halide crystals confirmed the presence of intense ML
in plastic deformation and that it sharply increases during
fracture of the crystals (4,5). Clearly, the linear relation
between strain and stress is an important factor in the ap-
plication of ML stress sensors.

Figure 5 shows the relationship between the strain
rate and ML intensity. The relationship is almost linear,
as a higher strain rate produces greater ML intensity.
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Figure 5. Influence of the strain rate on the ML intensity.
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Figure 6. Dependence of ML intensity on tensile stress for a SAO-
E/epoxy composite sample with a dimension of 100 × 25 × 5 mm3.
The ML intensity induced by compressive stress is also plotted for
comparison.

Expressed mathematically, the ML intensity in terms of
the stress and strain rate is

I − I0 = Kσ (t)ε̇(t), (1)

where σ is the stress and ε̇ is the strain rate. Equation (1)
indicates that the linear intensity of ML is consistent with
the concept of an elastic (linear) region.

The dependence of ML on tensile stress is shown in
Fig. 6 for a SAO-E/epoxy composite sample with mea-
surements of 100 × 25 × 5 mm3. For comparison, the ML
intensity induced by compressive stress is also plotted.
Note that the SAO-E exhibits the same ML intensity
whether or not the stress is compressive or tensile. Figure 7
shows the dependence of ML on torsion measured by a
shearing test machine for a SAO-E composite sample with
dimensions of φ10 mm × 110 mm. Note that the ML inten-
sity increases linearly with the increase of torsion. Clearly,
the nondestructive ML of SAO-E can detect shear stress
and torsion changes without any volume changes. This is
very different from the thermography technique that can
detect stress based on the thermo-elastic effect when stress
is accompanied by a volume change.

As previously mentioned, SAO-E ceramics and com-
posites exhibite distinct ML behavior. Smart coating with
SAO-E/epoxy can be applied to objects to sense changes of
stress. Figure 8 shows the dependence of ML intensity on
the stress for a plastic coated with an SAO-E/epoxy layer.
The results are similar to those of composites and cera-
mics. The ML intensity almost linearly increases with the
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Figure 7. Dependence of ML intensity on torsion measured by a
shear test machine for a SAO-E composite sample with dimensions
of φ10 mm × 110 mm.

increase of stress when the strain rate is kept constant.
Additionally, the ML intensity increases with the increase
of the thickness in the ML layer. A thick layer is generally
not suitable for stress detection because it produces strain
or stress in the ML layer that differs from that of the ob-
ject beneath it. As these results indicate, a uniform layer is
necessary for an accurate display of the stress distribution
of the object.

0

50

100

150

200

250

M
L 

in
te

ns
ity

 (a
.u

.)

0 2 4 6

Stress (MPa)

30 µ

15 µ

Figure 8. Dependence of ML intensity on the stress for a plastic
block coated with SAO-E/epoxy layers with different thickness.

Contrary to the behavior of the destructive ML (37,38),
the width of the ML emission band at the peak wavelength
is independent of the stress level during elastic deforma-
tion. However, the ML intensity at peak emission increases
linearly with the increase of stress level. Furthermore, the
integrated intensity under the band also increases linearly
with stress. As noted earlier, the ML of SAO-E can be in-
duced by compressive, tensile, or shear stress. Smart coat-
ing using ML materials provides a simple way to detect
these stresses dynamically and remotely.

ML Mechanism of SAO-E

The ML spectrum is measured by a photon multichannel
analyzer. The broadband emission peaks at a wavelength of
about 520 nm, which is the same as the photoluminescence
(PL) spectrum measured by a fluorescence spectrometer.
As shown in Fig. 9, the PL and ML spectra from SAO-E
are characterized by emissions that peak near 520 nm. No
other emission bands are found in the ML spectrum at 300
to 700 nm. This implies that ML is emitted from the same
emission center of Eu ions as PL; both are produced by
the transition of Eu2+ ions between 4f7 and 4f65d1 (39,40).
Emissions due to N2 discharge have not been observed,
which generally occur in destructive ML (fractolumines-
cence) (41). These results confirm that the ML of SAO-E
described here is produced by a nondestructive deforma-
tion of SAO-E. Moreover, the recovery of ML intensity by
UV irradiation suggests that the traps in SAO-E sample
can be filled by UV irradiation. Measurements of the Hall
effect of UV-activated SAO-E reveal traps of holes filled by
UV, and this is consistent with other reports (39,44). The
depths of these hole traps can be evaluated by the Hoogen-
straaten method (42). This technique calls first for thermo-
luminescence glow curves to be measured at different rates
of heating (β) to obtain the glow peak temperature (Tm) for
each heating rate β, and then for the depth of trap (Et) to be
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Figure 9. ML and photoluminescence (PL) spectra of SAO-E.
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Figure 10. (a) Glow curves of thermoluminescence from SAO-E at different heating rate of 0.091,
0.187, and 0.259 K/s for A, B, and C, respectively; (b) resultant Hoogenstraate plot, where β is a
heating rate and Tm is a glow peak temperature.

calculated from the slope of the Hoogenstraaten plots using
the equation

Et = −k loge

(
β/T 2

m

)
1/Tm

, (2)

where k is the Boltzmann constant. Figure 10(a) and (b)
shows the glow curves of SAO-E and the resultant Hoogen-
straaten plots, respectively. Two glow peaks are found for
SAO-E as shown in Fig. 10 (a), implying that there are dif-
ferent kinds of traps in the material. The depth of the trap
associated with lower Tm is about 0.2 ± 0.1 eV, which is
much higher than the thermal energy of 350 K (0.03 eV).
Consequently these hole traps can not be thermally acti-
vated at room temperature. On the other hand, it is evi-
dent that traps at levels near 0.1 eV can be activated by
deformation to release electrons to the conduction band in
the case of KCl (41). The ML kinetic model for SAO-E pro-
posed in Fig. 11 takes these results into account. During
deformation the strain energy excites the filled traps (T +)
to release holes to the valence band (process 1). The holes
then excite Eu+ to produce Eu2+∗ (process 2), and return
to ground state by emitting a green light of about 520 nm
(process 3).

The hole traps in the model are attributable to the lat-
tice defects of Sr2+ (44), which can greatly affect the ML
intensity as was indicated in Fig. 12. For this reason the
SAO-E is classified as a defect-controlled ML material
whose intensity is substantially altered by the existence
of the trap (defect). The well-known alkali halides also be-
long to this outgoing. However, ZnS:Mn is a piezoelectric-
induced material as will be described in the next
section.

Conduction band

5d

T

λ = 520 nm

Valence band

32

1

5d

4f

Eu2+ (Eu+1)

Figure 11. ML kinetic model for SAO-E.

REPEATABLE ML OF TRANSITION METAL IONS DOPED
ZINC SULFIDE

As was previously noted, the nondestructive ML of SAO-E
showed diminished intensity during the application of a
repetitive stress cycle, similar to that of alkali halides (45).
ZnS-doped Mn has been found to give undiminished ML
intensity during the elastic deformation, so it is the repre-
sentative material to achieve the most repetitive ML.

Preparation of Highly Oriented ZnS:Mn Films

Thin films can be prepared from a ZnS pellet on various
substrate materials, including quartz glass, stainless, car-
bon, and ceramics (Al2O3, SiC, Si3N4), by physical vapor
depositions of the ion plating method (46). The substrates
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Figure 12. (a) ML response of ZnS:Mn to a friction (shear stress); (b) dependence of ML intensity
on the friction load.

are kept at 160◦C, and the deposition is carried out in a
vacuum of 0.2 Pa in Ar atmosphere. The source pellet is
prepared from Zn0.985Mn0.015S powder by a cold isotropic
press method followed by sintering in a vacuum-sealed
quartz glass tube at 1000◦C for 10 h. Such a pretreat-
ment is applied to fabricate highly crystallized pellets
whose deposition rate is very stable and easily controlled.
A vacuum-sealed technique is used because ZnS begins
to sublimate at temperatures above 700◦C. The as-grown
films are annealed at 500 to 1000◦C for 1 h in a vacuum-
sealed quartz glass tube. Their chemical composition is
determined by fluorescent X-ray spectrometric analysis.
The Mn amount in the film showed the same as that in
the source material, namely 1.5 at%. The XRD pattern ex-
hibited a strong diffraction peak at 28.49◦ in the 2� range
of 10 to 90◦, which was attributed to the (111) plane of the
ZnS film was highly oriented.

ML Characteristics of ZnS:Mn Films

The luminescence intensity depends on the microstruc-
ture of film. Post-heat treatment in vacuum is effective
for obtaining high ML in that it increases the crystallinity
of ZnS:Mn and decreases the defects and residual stress
in the film. Moreover, the connection between the film
and substrate is strengthened by annealing, even for film
thicker than 1 µm, and thus prevents deprivation due to
moisture or mechanical attack. The ML intensity is en-
hanced by two magnitudes in order after annealing at
700◦C, and the mechanical strength of the ZnS:Mn film
is also remarkably strengthened (46). Surface observation
shows that the film consists of ZnS grains with a mean size
of several nano-meters.

Figure 12(a) shows the ML response of ZnS:Mn to
friction (shear stress) measured by the device shown in

Fig. 1(b). The ML intensity increases steeply when the fric-
tion on the ZnS:Mn film is turned on, and the frequency
of the oscillating change equals the rotating speed of the
test sample. This oscillating change is also found in the
friction force by a strain gauge attached to the friction
rod. The oscillation may be caused by nonuniformity of
the test material, as is similarly the case in bulk ceramics
(47). The response curve is reproducible, and this indicates
that the film is combined strongly onto the substrate, as is
confirmed by the SEM image and adhesive strength test.
This reproducibility distinguishes the ML of ZnS:Mn from
the other destructive ML. It has been found that ZnS:Mn
shows a repetitive ML response not only to friction but also
to other types of stresses such as compressive stress (30).
These results are substantially different from the other
elasticoluminescent materials reported so far like gamma
colored alkali halide crystals and the SAO-E, where the
intensity decreased in a great deal during the application
of repetitive stress. Apparently the reproducibility is es-
sentially important for self-diagnosis materials and appli-
cations in various novel smart systems including stress
sensors.

The ML intensity of ZnS:Mn increases with increasing
the mechanical stress. Figure 12(b) shows that the inten-
sity increases linearly with the increasing applied load.
Correspondingly, the mechanical friction can be monitored
without any mechanical contacts. The linear relation bet-
ween ML and stress of the ZnS:Mn has also been found in
the case of compressive stress.

Figure 13 shows the ML response to a mechanical im-
pact. Note that the ML response transits of ZnS:Mn are
similar to those of piezoelectric voltage responses, as re-
ported previously (48). The energy conversion efficiency for
converting mechanical energy to photon energy, roughly
estimated from the experimental data, is on the order of
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Figure 13. (a) ML response to a mechanical impact; (b) dependence of ML on the falling height.

10−2 and 10−6 for a slowly applied stress and impact cases,
respectively; this is also on the same order as was re-
ported previously for the piezoelectrics. The ML intensity
increases linearly with the increase of the falling height
of the free ball; that is, ML intensity increases with the
increasing impact energy. Correspondingly, the mechani-
cal impact can be remotely monitored using an ML film.
More important, the ML intensity emitted by such a high-
oriented films is much higher than that of the bulk material
by more than one magnitude. The significant improvement
in the ML intensity is attributed to the high orientation of
the created film and the nano-sized grains of which it is
composed.

Mechanism of ZnS:Mn

ZnS is both a piezoelectric and electroluminescent mate-
rial. Figure 14 gives the spectrum of the ML for ZnS:Mn
thin films, along with the photoluminescence (PL) and elec-
troluminescence (EL). The ML exhibits a maximum emis-
sion band at 585 nm, which is consistent with the spec-
tra for PL and EL of ZnS:Mn. No additional emissions
due to the discharge of N2 are found in the ML spectrum
of ZnS:Mn. This indicates that the ML is introduced by
stress and the emission arises from the emitting center of
Mn2+ ions, due to the transition of 4T1 → 6A1. The stress-
activated mechanism is supported by other experiments;
for example, when covering the ZnS:Mn film with a trans-
parent film of AlN, similar emission is seen. Figure 15
shows the ML and PL intensities for ZnS:Mn films de-
posited on various substrates. It is seen that the ML in-
tensities for conductor substrates like stainless and carbon
are much lower than those for dielectric substrates such as
quartz, alumna, silicon nitride, and silicon carbide. When

a shear stress is applied on the ZnS:Mn film, a piezoelec-
tric voltage based on the piezoelectric coefficient of d14 will
be generated between the opposite sides of the thin film
surfaces. If the film is deposited on a conducting substrate,
then electrical leakage may occur. The presence of such
leakage is indicated by low ML intensity for ZnS:Mn on
steel and carbon substrates as shown in Fig. 15.
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Figure 14. Spectrum of the ML for ZnS:Mn thin films, along
with the photoluminescence (PL) and electroluminescence (EL)
spectra.
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Figure 16. ML model of ZnS:Mn film, where the ML of ZnS:Mn
is proposed to be based on the superposition of piezoelectric effect
and electroluminescence.

Taking these results into account, the ML phenomenon
of ZnS:Mn can be interpreted by a piezoelectric-induced
electroluminescence model as shown in Fig. 16. In the
figure the ML of ZnS:Mn is considered to be the super-
position of piezoelectric effect and electroluminescence,
and this can also be considered as the inverse effect of
photostriction (49). The proposed ML model can well ex-
plain the distinguished behavior of ML. It is evident that
the high orientation and crystallinity of the ZnS:Mn film
give higher piezoelectric performance. The higher piezo-
electric voltage produced on the opposite sides of the
nano-sized grains of ZnS leads to a higher intensity of
electroluminescence. Meanwhile, the EL efficiency is
also improved with the increase in crystallinity (50–52).
Therefore the total effect is higher ML intensity. The re-
peatable ML with an undiminished intensity of ZnS:Mn
is attributed to the reproducibility of the piezoelectric
effect.

APPLICATION OF SMART COATING WITH ML
MATERIALS FOR NOVEL STRESS DISPLAY

Since ML intensity increases linearly with the increase of
stress and strain rate in the elastic region, the ML layer is

believed to be able to display a stress distribution of any
object that it covers.

Stress distribution is measured in solids to improve
their reliability and extend their applications. The distri-
bution of stress in a solid is conventionally evaluated us-
ing several techniques (53,54). Electric resistance strain
gauges and piezoelectric sensors are typical techniques
using electrical signals. The limitation to these methods
becomes evident in analyzing the distribution on the mi-
cro scale because of their size. The sensors must maintain
electrical contact to the target objects, so it is difficult to
measure the stress distribution of a dynamic moving part
such as cutting tool or gas turbine. Remote detection has
permitted the use of optical signals in experimental stress
analyses utilizing photoelastic and photoplastic effects,
X-ray diffraction, optical fiber networks embedded in com-
posites, and thermography based on thermoelastic ana-
lysis, for example. However, until recently there were no
simple techniques for the direct visualization of the stress
distribution in real time. Current studies to solve this prob-
lem have focused on building self-diagnosis systems using
smart coatings of piezoelectric (55–57) and the ML mate-
rials (30,58,59).

Visualizing Stress Distribution

To view the stress distribution of an object, a smart coating
of ML material is applied on the surface of the object. The
ML images are recorded during the application of stress
on the ML-layer/object. Figure 17 shows an example of a
plastic disk coated with a SAO-E/epoxy film (50 µm). The
intense green light emitted into the atmosphere from the
two ends of the stressed sample can be clearly observed
by the naked eye. Also various stress images can be sim-
ulated using the finite element method (60). It has been
found that the strain energy distribution is in agreement
with the ML image, as compared in Fig. 17(b) and (c). This
is supported by the argument in the previous sections. In
addition, since the strain rate is a constant in the measure-
ment, this ML image is consistent with the stress distribu-
tion. Figure 18 illustrates the stressed sample and the line
distribution of ML intensity and stress along CC′ axis. The
ML intensity distribution along COC′, which was obtained
experimentally by the ICCD camera, is given by a solid
line, and the stress distribution of the sample, which was
simulated theoretically based on elastics (61), is shown by a
dotted line. As compared in Fig. 18(b), the simulated com-
pressive stress along COC′ increases exponentially with
the increasing of r/R. This is consistent with the line pro-
file of the ML image, indicating that the ML image reflects
well the stress distribution (stress image) under the ex-
perimental conditions. Therefore, smart coating with ML
materials can directly display the stress distribution of the
object beneath the layer.

Monitoring in Dynamic Stress and Impact

Dynamic ML images have been successfully recorded dur-
ing the application of different stresses, including bend-
ing, tension, compression, and impact (62). The ML images
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Figure 17. Stress distribution images for plastic disc (φ25 mm × 10t mm) coated with SAO-E/epoxy
layer under compressive test: Stressed sample (a); ML image at a load of 500 N (b); simulated image
of strain energy distribution using the finite element method (c).



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C1-Drv January 11, 2002 22:18

200 COATINGS

(a)

O
a

C′

C

θ

Simulated stress
(b)

r/a
0.5 1.0

ML intensity

C
om

pr
es

si
on

 s
tr

es
s 

(a
.u

.)
E

m
is

si
on

 in
te

ns
ity

 (
a.

u.
)

Figure 18. Stressed sample (a) and the line distribution profiles
of ML intensity and stress along CC′ axis (b).

dynamically changed with the loading, and were found
to be in good agreement with the stress concentra-
tion results obtained by computer simulation and other
experimental stress analyses. This imaging method gives
the dynamic stress distribution in real time. It is distin-
guished from thermography, which requires repetitive cy-
cles of stresses and thus is limited in evaluating stress dur-
ing the fatigue process. Moreover, the present ML images
are strong enough to be seen by the naked eye in a darkened
room.

Photographs in Fig. 19(a) and (b) show the dynamic vi-
sualization of impact and friction, respectively, for a quartz
substrate coated with the (111)-plane-oriented ZnS:Mn
film. After applying mechanical impact caused by a free-
falling ball, the yellow emission shown in Fig. 19(a) was
recorded. Mechanical friction caused the strong ML

(a)

(b)

Figure 19. Photographs of the dynamic visualization of impact
(a) and friction (b) for a quartz substrate coated with the (111)-
plane-oriented ZnS:Mn film.

recorded in real time. The ML emission from the ZnS:Mn
film was strong enough to be clearly seen by the naked eye.

The same method can be applied in an aqueous environ-
ment. Real-time ML images of stress distributions were
obtained in water, ethanol, acetone, and 0.1 M HCl, for
example, although the ML intensity values were depen-
dent on the environment due to the different refraction and
adsorption values. These results show the practicability of
the present method in environment uses.

In particular, the ML smart coating technique holds
much promise for observing the stress distribution with
high spatial resolution using ML materials with nano-
scale particles and the optical microscopy with high reso-
lution. Although more experiments are needed, in the near
future stress distributions in a scale smaller than mi-
crometers should become observable as image techniques
are combined with microscopy. Already the smart coating
technique has enabled us to view stress distributions on
both macro and micro scales.

The application of smart coating with an ML layer to
analyze dynamic stress not only provides a new method
for nondestructive evaluation of materials. In addition
to the mechanical display, ML smart coating has opened
a window on developing new smart systems and opto-
mechanical devices.
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INTRODUCTION

Magnetoresistance (MR) is defined as the relative change
in the electrical resistivity of a material upon the applica-
tion of a magnetic field and is generally given by %MR =
100 × {[ρ(H) − ρ(0)]/ρ(0)}, where ρ(H) and ρ(0) are the re-
sistivities at a given temperature in and in the absence
of a magnetic field, respectively. MR is positive for most
nonmagnetic metals, and its magnitude is limited to a few
percent, whereas MR can be negative in magnetic mate-
rials because the magnetic field tends to reduce the spin
disorder. For instance, the %MR of Co and Fe is ∼−15%.

MR is of considerable technological interest. IBM is us-
ing the Permalloy (composition: 80% Ni and 20% Fe) MR of
about 3% in a small magnetic field at room temperature for
the magnetic storage of information. More recently, larger
magnetoresistance also called giant MR (GMR) was ob-
served in thin films of magnetic superlattices (for instance,
Fe, Cr) for which metallic layers of a ferromagnet and a
nonmagnetic material (or an antiferromagnet) are alter-
nately deposited on a substrate (1,2). By doing so, the MR
magnitude is increased by an order of magnitude. Small
ferromagnetic particles deposited on a paramagnetic thin
film also provide an alternative way to obtain GMR devices
(3). For both material classes, small magnetic field appli-
cations (a few oersteds) are sufficient to align the magneti-
zations ferromagnetically and thus to induce a resistivity
decrease originating in decreased scattering.

In hole-doped perovskite manganites Ln1−xAExMnO3

where x ∼ 0.3, magnetoresistance values of ∼−100% in
large magnetic fields (several teslas) have been discov-
ered. These effects are called CMR to distinguish them
from GMR (4–11). CMR has motivated a large number
of experimental studies of these oxides in bulk (ceram-
ics and crystals) and in thin films and also of theoret-
ical work to understand the origin of the phenomenon.
In the 1950s, the double-exchange model (DE) was pro-
posed to explain the simultaneous appearance of ferromag-
netism and metallicity when Mn3+/Mn4+ valency is created
in La1−xSrxMnO3 (12–14). However, after the CMR disco-
very, several theoretical studies have shown that double
exchange alone cannot explain the magnitude of the resis-
tivity drop upon the application of a magnetic field (15).
The distorted Jahn–Teller Mn3+O6 octahedron introduces
an interaction between the charge carriers and the crystal
lattice so that the bound-state charge and a lattice called a
“polaron” has been proposed and experimentally evidenced
(15–19). Consequently, the Jahn–Teller distortion, static or
dynamic, must be incorporated in any model, built to de-
scribe CMR. This time-dependent increasing complexity
has been more recently confirmed by the relevancy of the
phase-separation scenario for manganese oxides (20–25).
Roughly, recent computational studies in which ex-
tended coulombic interactions are included have revealed

that, as the Mn3+/Mn4+ mixed valency is created by vary-
ing x in Ln1−xAExMnO3, the transition from the antifer-
romagnetic insulating state for x = 0 toward ferromag-
netism for hole-doped compositions, where x 	 0, does not
occur via intermediate phases (canted phases) but rather
through a mixed-phase process (20). An inhomogeneous
electronic state should be stabilized, and several experi-
mental studies have confirmed this phase-separation sce-
nario (21–25). Consequently, the large droping resistivity
at the origin of the qualifying “colossal” magnetoresistance
is interpreted in a percolation framework: a magnetic field
increases the ferromagnetic metallic regions at the ex-
pense of the insulating antiferromagnetic areas, so that
the macroscopic insulating state becomes metallic beyond
the percolation threshold (26).

In this article, several representative examples of per-
ovskite manganites are given to illustrate the richness of
their phase diagrams. More particularly, the chemical key
factor governing the CMR of hole-doped manganites that
contain 30% Mn4+ and have the Ln0.7AE0.3MnO3 formula
are reviewed. The existence of Mn3+/Mn4+ charge ordering
in the Mn lattice for half-doped manganites (Mn3+: Mn4+ =
50 : 50, i. e., x = 0.5) and also for Mn4+-rich compositions
(electron-doped, x > 0.5) are discussed. Finally, the possi-
bility of obtaining CMR properties in Mn4+-rich manga-
nites is shown.

CMR IN HOLE-DOPED Ln0.7AE0.3MnO3 PEROVSKITES

Among the first compositions that were investigated, those
where x = 0.3 in Ln1−xAExMnO3, have the best CMR prop-
erties (4–10). This is the case for Ln = Pr3+ and AE =
Ca2+/Sr2+ that have the formula Pr0.7Ca0.3−xSrxMnO3

(27,28). Some of the latter compositions show resistivity
(ρ) drops in a magnetic field (µ0 H = 5T) when the ra-
tio ρ(0)/ρ(5T) is from 104 to 1011, as shown in Fig. 1 for
Pr0.7Ca0.25Sr0.05MnO3 (x = 0.05) and Pr0.7Ca0.26Sr0.04MnO3

(x = 0.04), respectively. By cooling the x = 0.05 sample
from 300 K to 5 K in the absence of a field, the activated
character of ρ observed till 90 K evolves to a metallic char-
acter below that temperature; ρ decreases by about four
orders of magnitude at 20 K (Fig. 1a). Then, by registering
the ρ data using the same process but in a 5-T magnetic
field applied at 300 K before cooling, one can clearly see
in Fig. 1a the dramatic ρ decrease induced by the field
in the temperature vicinity of the insulator–metal (I–M)
transition. Five orders of magnitude are obtained from
the isothermal ρ(0)/ρ(5T) at 88 K and consequently, the
magnetoresistance %MR = 100 × [(ρ(H) − ρ(0)], reaches
–100%, demonstrating the “colossal” character of this nega-
tive magnetoresistance. Furthermore, a composition shift
of only 0.01 Ca for Sr (from x = 0.05 to x = 0.04) pre-
vents the I–M transition (Fig. 1b), and high resistivities
are measured at the lowest measurable temperature of
∼30 K. Again, the field application seems to quench a
quasi-T independent metallic state and the ρ(0)/ρ(5T) ra-
tio reaches ∼1012. This behavior has also been confirmed
by measuring isothermal field dependent ρ(H) curves
(T = 50 K, Fig. 2). At 50 K, the curve shows that a ρ drop
of 107 is reached beyond the critical field of 0.6T.
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Figure 1. T dependence of the resistivity ρ upon cooling in (5 T) and in the absence (0 T) of a
magnetic field for (a) Pr0.7Ca0.25Sr0.05MnO3 and (b) Pr0.7Ca0.26Sr0.04MnO3.

These CMR properties are connected with the mag-
netic properties that show the great interplay between
the carriers and the spins. Clear transitions from para-
magnetic (PM) to ferromagnetic (FM) are observed from
the T-dependent magnetization (M) curves of the x = 0.05
and x = 0.04 compositions (Fig. 3). The corresponding
Curie temperatures (TC) taken at the inflection point of the
transition coincide with the I–M transition temperatures.
Thus, for Pr0.7Ca0.25Sr0.05MnO3, the metallicity appears as
the sample becomes ferromagnetic. For the other compo-
sition, Pr0.7Ca0.26Sr0.04MnO3, the ρ(T) curve (Fig. 1b) does
not show an I–M transition in the absence of a magnetic
field, although this ceramic exhibits a ferromagnetic state
(Fig. 3). However, the M(T) curve has been obtained by
measuring in an applied field of 1.45T and a ρ(T) curve
registered in the same field shows the I–M transition.

This first set of data allows two important conclusions:
high magnetic values are required to obtain CMR effects,
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Figure 2. Field-dependent ρ curve for Pr0.7Ca0.26Sr0.04MnO3.

and small chemical changes are responsible for dramatic
modifications in physical properties.

ORIGIN OF THE CMR EFFECT: MANGANESE MIXED
VALENCY AND DOUBLE EXCHANGE

Manganese oxides Ln1−xAExMnO3 crystallize in a per-
ovskite structure (Fig. 4), but their structures differ from
that of the ideal cubic perovskite ABO3 (29,30). The struc-
ture can be described as a tridimensional network of MnO6

octahedra linked by their apexes, so that cages are formed
and are filled by the Ln3+ and AE2+ cations (A site of the
perovskite). The distortion of the structure in manganites
is a consequence of the small size of the A-site cations
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T(K)
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3

4
50 100 150 200 250 3000

1.45 T

Ca0.26 Ca0.25M
 (

µ B
)

Figure 3. T-dependent magnetization curves found upon warm-
ing in 1.45 T after a zero-field-cooling process (ZFC) for
Pr0.7Ca0.26Sr0.04MnO3 (Ca0.26) and Pr0.7Ca0.25Sr0.05MnO3
(Ca0.25).
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Figure 4. Idealized structure of a Ln1−xAxMnO3 distorted
perovskite.

which gives rise to the tilting of the MnO6 octahedra. This
distortion is quantified by the Goldsmith tolerance fac-
tor t = dA−O/[

√
2(dMn−O)], where dA−O and dMn−O are the

A cation–oxygen and Mn–oxygen bond lengths, respec-
tively. Usually, for manganites t is ∼1 or t < 1 and, con-
sequently, because the tilting mode depends on t, several
kinds of crystallographic space groups can be evidenced
as the A-site average cationic size 〈rA〉 changes or as the
manganese valency (which controls the Mn–O distance)
varies.

To understand ferromagnetic metallic properties (31),
the electronic configurations of the Mn3+ (3d4) and Mn4+

(3d3) magnetic species must be considered. Full rotational
invariance is broken in the octahedral environment, and
this creates the splitting of 3d orbitals in two eg and three
t2g. Due to the strong Hund coupling (JH) for this system,
the spins are aligned in the 3d shell (high-spin configu-
ration): three localized electrons populate the t2g orbitals
(t2g3 ), whereas one electron (eg1 ) or no electron (eg0 ) popu-
lates the eg orbital for Mn3+ and Mn4+, respectively. More-
over, the eg filling for Mn3+ creates a Jahn–Teller distor-
tion that degenerates the eg orbitals in two levels, dz2 and
dx2−y2 ; only the former is occupied (Fig. 5). The eg elec-
trons of Mn3+ are mobile and they use the bridging or-
bitals of the oxygens to reach an empty eg orbital of a Mn4+

nearest neighbor. This leads to the double-exchange model
proposed by Zener (12): the eg electron delocalization be-
tween nearest neighbor manganese ions that have t2g para-
llel spins (Fig. 6) allows paying the energy JH and gains
some kinetic energy for the mobile carriers by minimizing

Figure 5. Electronic configuration of Mn4+ (3d3) and
Mn3+ (3d4) cations.

t2g

eg

Mn3+ : d4

dx2−y2

dz2

(b)

t2g

eg}

}

Mn4+ : d3

(a)

d (Mn4+) d (Mn3+)p (O2−)

d (Mn3+) d (Mn4+)p (O2−)

Figure 6. Double-exchange mechanism according to Zener.

the hole–spin scattering. Consequently, the FM droplets
around the holes start to overlap as holes (Mn4+) are in-
jected in the Mn3+ matrix, and a fully FM metallic state
can be reached.

From this model, one can understand that the CMR ef-
fect in the TC vicinity results from the field-induced fer-
romagnetic alignment, which creates delocalization and
thus the resistivity decrease. But, several experimental
results exist, for instance, coexistence of FM and charge
ordering (21–26) that have suggested that more complex
ideas are needed to explain CMR properties. At present,
the phase-separation scenario (20) seems to be relevant
for manganese oxides. Several examples that support this
model are described in the following.

CHEMICAL FACTORS GOVERNING CMR PROPERTIES

Two important factors have to be considered to control the
magnetism in these systems: the hole concentration and
the overlap of the Mn and O orbitals (11,32,33). The first
corresponds to the content of Mn4+ in the Mn3+ matrix and
can be tuned by varying the A-site cationic Ln3+/AE2+ ra-
tio. The best concentration for obtaining the highest TC

corresponds to about 30–40% Mn4+; far below this con-
tent, the FM regions do not percolate (FM insulating “FMI”
state), and beyond, other complications arise from the
closeness to the “half-doped” Ln0.5AE0.5MnO3 compositions
that are highly favorable for antiferromagnetism (AFM).
This is clearly seen in Fig. 7 where the Pr1−xSrxMnO3

phase diagram (34) is given; if one concentrates on the
hole region (x < 0.5), a clear TC optimum of ∼280 K is



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C2-Drv January 12, 2002 1:0

COLOSSAL MAGNETORESISTIVE MATERIALS 205

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

50

100

150

200

250

300

0.0

1.0

0.5

1.5

2.0

2.5

3.0

3.5

TC

TC

TN

TN
F

M
I

F
M

M

F
M

M

A
F

M
I

T
(K

)
CMR

x (Pr1-xSrxMnO3)

M
4K

 (
µ B

 /m
ol

. M
n)

Figure 7. Magnetic and electronic
phase diagram of Pr1−xSrxMnO3 that
shows the great complexity of these
systems as the Mn valency varies.
The magnetic transition temperatures
Néel (TN) and Curie (TC) are symboli-
zed by black triangles and circles, re-
spectively. The gray curve (gray cir-
cles) corresponds to the magnetization
values at 4.2 K in 1.45 T (ZFC). The
highest TC of 280 K is reached for
Pr0.6Sr0.4MnO3 (x = 0.4).

observed for x ∼ 0.4. For the same Mn valency, the TC max-
imum of La1−xSrxMnO3 reaches 370 K (35), and the TC of
La1−xCaxMnO3 is 280 K (36).

The overlap of the 3d orbitals of the Mn species and
of the oxygen p orbitals are controlled by varying the
Mn–O–Mn angle, which can be done by changing 〈rA〉.
The effect of 〈rA〉 on CMR properties was shown simulta-
neously by several groups (11,32,33). If we return to the
Pr0.7Ca0.3−xSrxMnO3 series and more especially to the ρ(T)
and M (T) curves where x varies by 0.01 increments from
0.04 to 0.10 (Fig. 8), the following remarks can be made:
(1) the resistivity drop at the I–M transition ρTI–M/ρ5 K in-
creases as the strontium content decreases, from 170 for
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Figure 8. (a) ρ(T) and (b) M(T) curves of Pr0.7Ca0.3−xSrxMnO3. x values are labeled on the graphs.

x = 0.10 up to 3×105 for x = 0.05 (Fig. 8a); (2) both TI–M and
the Curie temperature TC (Fig. 8b) increase as x increases.
These are very important results because they demon-
strate that the physical properties are highly sensitive to
〈rA〉. The ionic radius of Sr2+ is larger than that of Ca2+

[1.31 Å versus 1.18 Å (37)], and thus as x increases, 〈rA〉
increases; the Mn–O–Mn angle increases as x increases
so that the bandwidth (W) increases. Consequently, TC in-
creases as 〈rA〉 increases. The largest TC of ∼370 K is thus
observed for the larger 〈rA〉 such as for La0.7Sr0.3MnO3 (35).

Finally, a third important parameter exists that gov-
erns the TC of these perovskites: the local disorder tends
to weaken the DE process. Particularly, the same 〈rA〉
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Figure 9. T dependence of the real part of the AC susceptibility (χ ′) for several Th0.35Ae0.65MnO3
samples characterized by a fixed 〈rA〉 = 1.255 Å value but varying A-site mismatch (σ 2). The σ 2

values × 104 in nm2 are indicated on the graph. (a) σ 2 = 1.96, 2.00, and 2.12; (b) σ 2 = 2.20, 2.30,
2.47, and 2.80.

value can be obtained by using different sets of cations:
as shown by Rodriguez-Martinez and Attfield (38), both
La0.7Ca0.11Sr0.19MnO3 and Sm0.7Ba0.3MnO3 are character-
ized by the same 〈rA〉 = 1.23 Å value, but their TCs dif-
fer strongly, 360 K and 60 K for the former and the lat-
ter, respectively. This difference was ascribed to the size
mismatch of the A site represented by the variance σ 2,
defined by σ 2 = ∑

yiri
2 − 〈ri〉2, where yi and ri are the frac-

tional occupancies and the ionic radii of the i cations. As
σ 2 increases, local distortions are generated that reduce
TC. This can be inferred from the results obtained for the
highly mismatched Th4+

0.35AE2+
0.65MnO3 samples (AE = Ba,

Sr, Ca) which are characterized by 〈rA〉 = 1.255 Å, that is,
large enough to attain a ferromagnetic state at a suffi-
ciently small σ 2 and for which the mismatch can be varied
across a wide range (39). Starting from a FMM sample
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Figure 10. ρ(T) curves of Th0.35Ae0.65MnO3.

where σ 2 = 1.96 10−4 nm2, the ferromagnetism can be re-
duced by increasing the A-site cationic size mismatch, as
shown in Fig. 9 from the T-dependent AC-susceptibility
[χ ′(T)] curves (Fig. 9a,b) and corresponding ρ(T) curves
(Fig. 10). Furthermore, for the highest mismatch values,
the χ ′(T) curves exhibit a cusp shape characteristic of spin-
glass (Fig. 9b), and the ρ(T) curves show insulating behav-
ior (Fig. 10). Clearly, the A-site disorder is an important pa-
rameter that strongly affects the FMM state of perovskite
manganites and can be controlled to induce a change from
FMM samples to spin-glass insulators (SGI), as shown in
the electronic and magnetic diagram proposed in Fig. 11.
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Figure 11. Electronic and magnetic diagram established for the
Th0.35Ae0.65MnO3 O3 series. Circles and squares are for the TC
(Curie) and Tg (glass) characteristic temperatures as a function of
the mismatch (σ 2). The dotted line is the boundary between the
FMM and SGI regions.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C2-Drv January 12, 2002 1:0

COLOSSAL MAGNETORESISTIVE MATERIALS 207

(a)

(b)

Figure 12. (a) 92-K electron diffraction pattern obtained by a transmission electron microscope for
Sm0.5Ca0.5MnO3. The doubling of the a cell parameter observed at 92 K (extra peak indicated by
the arrow) is induced by Mn3+/Mn4+ orbital ordering. (b) Corresponding lattice image that shows
the alternation of Mn3+ and Mn4+ stripes.

CHARGE ORDERING IN PEROVSKITE MANGANITES

Charge carriers doped into antiferromagnetic insulators as
in La2NiO4 and La2CuO4 tend to be arranged in stripes
for favorable doping levels. An electronic phase separa-
tion is created by stripes of holes interspaced by anti-
ferromagnetic electron-rich regions (40). A different kind
of electronic phase separation also occurs in half-doped
Ln0.5AE0.5MnO3 manganites, where the eg carriers eg0 −
eg1 are delocalized in the paramagnetic state but localized
in alternating Mn4+ and Mn3+ planes below the charac-
teristic charge-ordering temperature TCO. This model was
first proposed by J. B. Goodenough (41) after the pioneer-
ing work by Wollan and Koehler on La0.5Ca0.5MnO3 (42).
This charge-ordering phenomenon has been proved more
recently by the electron diffraction patterns and lattice
images collected below TCO by transmission electron mi-
croscopy of several Ln0.5Ca0.5MnO3 manganites (43,44).
One typical pattern and corresponding lattice image are
given in Fig. 12. On the one hand, additional peaks (indi-
cated by an arrow), corresponding to the doubling of the
a parameter (where a ∼5.5 Å in the primitive cell) as a
Sm0.5Ca0.5MnO3 sample is cooled down below TCO, are ob-
served in the diffraction pattern (Fig. 12a). On the other
hand, the alternating bright and dark stripes of Mn3+ and
Mn4+ are visible in the image that lead to an interfrange
distance 2a ∼ 11 Å (Fig. 12b). Besides the FMM state
driven by the double-exchange mechanism, thus a second
phenomenon exists that is driven by long-range coulom-
bic repulsion which tends to separate the Mn3+ and Mn4+

species. The Jahn–Teller distortion of Mn3+ plays a crucial
role in the CO process, because the dz2 orbitals of Mn3+ are

arranged in 90◦ zigzag chains in the CO phase (as shown in
the drawn projection of Fig. 13): thus CO (TCO) and orbital
ordering (TOO) occur simultaneously (41). In Fig. 13, the
Mn3+ and Mn4+ stripe of charges are planes running along
the (b, c) planes that alternate in the a direction. The size
difference between Mn3+O6 and Mn4+O6 octahedra in this
checkered pattern is responsible for the doubling of the a
parameter, as this CO manganite is cooled below the TCO.

Here again, 〈rA〉 is a crucial parameter that governs TCO

(and/or TOO): as 〈rA〉 decreases, TCO increases, as shown in
Fig. 14 by the Ln0.5Ca0.5MnO3 compositions (44). In other
words, as the Mn–O–Mn angle decreases, the charge order-
ing is favored at the expense of the FMM state. For all of
the CO Ln0.5Ca0.5MnO3, the spin order in a CE-type AFM

a

c

Figure 13. 2-D drawing obtained by projecting the 3-D charge-
ordered structure of a Ln0.5Ca0.5MnO3 perovskite. The 90◦ zigzag
chains of the Mn3+ dz2 orbitals are clearly visible. The bright
octahedra correspond to Mn4+O6. The distortion of the Mn3+O6
octahedron is not shown.
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Figure 14. Charge-ordering (CO) temperatures (TCO) as a
function of 〈rA〉 determined from the study of several
Ln0.5Ca0.5MnO3 charge-ordered manganites by electron mi-
croscopy or magnetization.

structure (Fig. 15) below the Néel temperature TN (42),
and the TN value is always such that TN ≤ TCO. To sum up,
the CO process in Ln0.5Ca0.5MnO3 half-doped manganites
induces a structural transition [see the doubling of one cell
parameter in the CO structure (Fig. 12 and 13)] and an
AFM arrangement of the spins, confirming the important
interplay between the lattice, the charges, and the spins.
The strong electron–phonon coupling in the CO phase has
been confirmed in the CO La0.5Ca0.5MnO3 half-doped man-
ganite by an oxygen isotopic effect (18).

At first glance, the robustness of the low temperature
CO-AFMI state to a high magnetic field does not seem very
attractive for the CMR effect because, for instance, 30T
are necessary to melt the CO state of Pr0.5Ca0.5MnO3 (45).
However, several possibilities exist for weakening the CO
for the benefit of the FMM state.
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Figure 16. Pr0.5Sr0.5−xCaxMnO3 samples. (a) M(T) curves at µ0 H = 10−2 T and (b) corresponding
ρ(T) curves.

Figure 15. CE-type AFM structure of Ln0.5Ca0.5MnO3 charge-
ordered manganites. The bright and black circles are for the Mn3+
and Mn4+ cations, respectively. The small arrows are for the mag-
netic moments. The solid line and dotted line are for the nuclear
and magnetic cells, respectively.

The first is controlling 〈rA〉; for sufficiently large 〈rA〉
values, as for Nd0.5Sr0.5MnO3 (46), the FMM state exists
above TCO, and consequently, these half-doped manganites
are such that TC > TCO. One example of such a realization
is the Pr0.5Sr0.5−xCaxMnO3 series (47): starting from the
end member Pr0.5Ca0.5MnO3, which is a CO-AFM com-
pound without CMR properties (48), a FMM state can
be obtained by increasing 〈rA〉 by substituting Sr for Ca,
as shown (Fig. 16a,b) by the M(T) and ρ(T) curves of
Pr0.5Sr0.5−xCaxMnO3. The closeness of both CO-AFMI and
FMM states creates the metastability of these phases. The
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Figure 17. ρ(T) curve of the CO compound Pr0.5Sr0.41Ca0.09MnO3
(x = 0.09) at 0 and 7 T. ZFC and FC are for zero-field-cooling and
field-cooling, respectively.

application of a 7-T magnetic field on Pr0.5Sr0.41Ca0.09MnO3

(47) is sufficient to destabilize the CO state and thus to
restore a FMM state as shown in Fig. 17. A resistivity ra-
tio ρ(0)/ρ(7 T) of 104 can be reached. Thus, the CO phase
can be a “precursor” to CMR effects. The CO CE-type AFM
phase can be transformed into the FMM by applying a
magnetic field. Direct evidence from a neutron diffraction
study as a function of magnetic field has been given for
Nd0.5Sr0.5MnO3 (49): at 125 K and under 6 T, the monoclinic
CO CE phase collapses into the FMM orthorhombic phase.
This field-induced structural transition is facilitated by the
coexistence of electronic and magnetic phase segregation
at nearly comparable free energies.

A second route to obtaining CMR effects starting from
CO compounds is to act on the B site of the perovskite. This
impurity effect, it has been shown, is the most efficient
when substituting metals such as Cr, Co, and Ni (50). As
one can judge from the ρ(T) curve that shows a I–M transi-
tion and the M(T) curve that shows ferromagnetic behavior
(Fig. 18a and b), 2% of Cr per Mn site in Pr0.5Ca0.5MnO3
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Figure 18. (a) ρ(T) and (b) M(T)1.45T curves of the Pr0.5Ca0.5Mn1−xCrxO3 series.

is sufficient to induce a FMM. Accordingly, a CMR effect
is obtained in the TI−M vicinity. Induced long-range ferro-
magnetism for Pr0.5Ca0.5Mn0.95Cr0.05O3 has been probed
by neutron powder diffraction (51). However, the low-
temperature electron microscopy study revealed a more
complex situation; small charge-ordered monoclinic (AFM)
regions of few tens of a nanometer that still remain in
the orthorhombic matrix are responsible for the FM ob-
served by neutron diffraction. This coexistence makes all
interpretations of the physical properties very complex
(26,52). Very recently, some authors proposed that the
metallic state observed in the Cr-doped Nd0.5Ca0.5MnO3

phase originates in the percolation of FMM clusters (26).
Finally, it should be emphasized that nonmagnetic dop-
ing cations—divalent, trivalent, and tetravalent—such as
Mg2+, Al3+, Ga3+, Ti4+, Sn4+ substituted for Mn, destabi-
lize the CO but do not induce the I–M transition observed
for magnetic cations such as Cr3+ (50).

It is of prime importance for understanding CMR to re-
alize that the CO tendency is not restricted to the half-
doped Ln0.5AE0.5MnO3 compositions, but that it can be ob-
served far from the Mn3+:Mn4+ = 50:50 ratio. Several types
of Mn3+/Mn4+ arrangements below the TCO have been ob-
served by transmission electron microscopy (53–55). Some
examples, electron diffraction pâttern and corresponding
lattice image, are shown in Fig. 19 for Sm1/4Ca3/4MnO3

and Sm1/3Ca2/3MnO3 together with Sm1/2Ca1/2MnO3 [from
(55)]. From these contrasts, schematic drawings for the
Mn3+ and Mn4+ planes can be proposed (Fig. 20). They
underline the lack of cation intermixing; the extra Mn4+

compared to Sm0.5Ca0.5MnO3 forms new Mn4+ planes bet-
ween the Mn3+ planes (blocks of 1, 2, and 3 Mn4+ planes
for Mn valencies of 3.5, 3.66, and 3.75, respectively).
For these commensurate Mn3+ : Mn4+ ratios, the dou-
bling of the a cell parameter observed for Mn3+ : Mn4+ =
50 : 50 evolves toward a tripling and a quadrupling for
Sm1/3Ca2/3MnO3 and for Sm1/4Ca3/4MnO3, respectively.
Obviously, as the charges order, the samples become insula-
tors and antiferromagnetic. The antiferromagnetic struc-
ture, CE-type for Ln0.5Ca0.5MnO3 (Fig. 15), changes into
a C-type structure (Fig. 21) for Ln1−xCaxMnO3 where
0.5 < x (CE and C are for AFM structures described
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Figure 19. 92-K electron diffraction pattern (left) and corres-
ponding lattice images (right) of Sm1−xCaxMnO3 charge-ordered
manganites.
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Figure 20. Corresponding Mn3+/Mn4+ arrangements (a) x = 1/4, (b) x = 1/3, (c) x = 1/2, and
(d) the schematic drawing for Mn3+/Mn4+ > 1 is also given.

Figure 21. C-type AFM structure. The dz2 orbitals are polarized
along the FM chains.

by octants as explained in Ref. 42). At low temperature, in-
commensurate values of the Mn3+ : Mn4+ ratio lead to extra
reflections in the system of intense reflections, observed at
room temperature for the Pnma structure, in incommensu-
rate positions on the electron diffraction patterns. In that
case, the lattice images show the absence of long-range
charge ordering: the alternating Mn3+/Mn4+ planes cannot
order regularly manner in all of the microcrystal. For each
lanthanide (Ln), the properties of Ln1−xCaxMnO3 mangan-
ites, characterized by small 〈rA〉 values, can be summarized
by a magnetic phase diagram where all of the characteris-
tic transitions are indicated. An example is given in Fig. 22
for the Sm1−xCaxMnO3 series (34).

One can see in this graph that a broad composition
range exists where charge ordering occurs. However, this
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0.0 Figure 22. Magnetic and electronic phase diagram of
Sm1−xCaxMnO3 as a function of x controlling the Mn va-
lency. CG is for cluster-glass.

region covers a part of the Mn3+ compositions because CO
is detected for 0.35 < x ≤ 0.8 in Sm1−xCaxMnO3. In fact, a
mixture of two phases is obtained for 0.3 ≤ x ≤ 0.4, where
CO regions coexist with FM regions. For these hole-doped
compositions, the extra reflections characteristic of the CO
in the electronic diffraction patterns are in commensurate
positions and indicate a doubling of the a structural para-
meter similar to Sm0.5Ca0.5MnO3. This result is not intu-
itive if one considers that the Mn3+ : Mn4+ ratio is far from
the 50 : 50 value of the half-doped manganites. Most pro-
bably, the extra Mn3+ species tend to be substituted for
Mn4+ so that the CO can be viewed as alternating 1 : 1
planes of Mn3+ and mixed Mn4+/ Mn3+ planes (Fig. 20d).

The existence of hole-doped compositions character-
ized at low temperature by the coexistence of CO and
FM regions is very important for CMR. Recent observa-
tions by electron microscopy (90 K) of CMR manganites
Pr0.7Ca0.3−xSrxMnO3 where 0 ≤ x ≤ 0.05, discussed ear-
lier, showed the presence of short-range charge-ordered
domains in these FM manganites. Consequently, the ap-
plication of a magnetic field tends to transform the
CO regions in FM regions and thus to generate CMR
effects.

Finally, it should be mentioned, that no CO is ob-
served for half-doped manganites of larger 〈rA〉, such as
Pr0.5Sr0.5MnO3 (56,57). The low-temperature AFM struc-
ture is A type, that is, antiferromagnetically coupled FM
planes (Fig. 23). According to the large 〈rA〉 value of this
compound, 1.24 Å, the Mn3+ octahedron is more flattened
than in the CO phases because the dx2−y2 orbitals are
filled rather than the dz2 . The dx2−y2 orbitals (half-filled
and empty for Mn3+ and Mn4+, respectively), form MnO2

FM planes in which the charges can be delocalized. In
the out-of-plane direction, the empty dz2 orbitals prevent
any charge delocalization. The conductive nature of the
FM planes of the A-type AFM structure has been probed
by (in-plane and out-of-plane) resistivity measurements
of Nd0.45Sr0.55MnO3 (58) which show large anisotropy in
transport properties. This anisotropic character can be
made more isotropic by field application which restores

3-D FM metallic behavior in Pr0.5Sr0.5MnO3 (56). Such
half-doped manganites that have no CO but have an A-type
AFM state can also show an I–M transition in a magnetic
field and thus are CMR compounds.

OTHER CMR MANGANITES

CMR is also found in compositions very close to the G-
type AFMI CaMnO3 manganite, that is, for Mn valency
close to four (59–61). Inspection of the Sm1−xCaxMnO3

phase diagram of Fig. 22 reveals the existence of “cluster-
glass” (CG) compositions (62). The latter exhibit metallic
behavior in the paramagnetic state that, it is believed,
are connected with the small content of Jahn–Teller Mn3+

species, as contrasted to hole-doped manganites. Surpri-
singly, these compositions exhibit a G-type AFM structure
below TN ∼ 110 K (G-type: each Mn moment is antifer-
romagnetically coupled to its six Mn nearest neighbors,
Fig. 24) but also a nonnegligible FM moment (M5K ∼
1µB/mole of Mn for Sm0.1Ca0.9MnO3) supposed to be the

Figure 23. A-type AFM structure. The dx2−y2 are ordered in the
FM planes.
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Figure 24. G-type AFM structure of CaMnO3.

signature of FM regions that coexist with the G-type AFM
matrix that has very close TN and TC (63). Percolative
pathways between these FM regions, as Mn3+ increases
from CaMnO3, are responsible for the metallic behavior
observed below TN in Sm0.1Ca0.9MnO3. However, at higher
Mn3+ content, the materials are insulators at low tempera-
ture; they exhibit a C-type AFM structure (Fig. 21) with CO
as in Sm1−xCaxMnO3 where 0.6 ≤ x ≤ 0.8. At the boundary
between CG and CO compositions, a very narrow compo-
sition range exists where CMR effects are observed (61).
This is exemplified in Fig. 25 by the comparison of the ρ(T)
curves of Sm0.15Ca0.85MnO3, registered upon cooling in and
in the absence of a 7-T magnetic field, which show a ρ de-
crease by several orders of magnitude upon application of
a magnetic field.

It should be pointed out that the CMR of these electron-
doped compositions (Mn valency is greater than 3.5) is
controlled by the valency and also by 〈rA〉. First, for the
Ln1−xAExMnO3 series, characterized by large 〈rA〉 such as
Pr1−xSrxMnO3, the electron-doped compositions lying close
to SrMnO3 crystallize in a hexagonal phase and are thus
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Figure 25. ρ(T) curve of Sm0.15Ca0.85MnO3 upon cooling at 0 and
7 T.

very difficult to prepare as pure cubic perovskite. Second,
if cubic perovskites are stabilized by using a different syn-
thetic approach, their magnetic properties show an ab-
sence of any FM component, in contrast to Ln1−xAExMnO3

manganites of small 〈rA〉 (64). Moreover, the AFM state (C-
or G-type) is much stronger according to their higher TN

(Fig. 7 and 22). Thus, the 〈rA〉 effect on magnetism is op-
posite to that observed for hole-doped compounds. For the
latter, the larger 〈rA〉 values favor FM but are unfavorable
in electron-doped manganites.

Besides 3-D perovskite manganites, other manga-
nites exist that crystallize in layered structures, as in
the Ruddlesden–Popper phases (SrO) (La1−xSrxMnO3)n

(65–67) or pyrochlore as Tl2Mn2O7 (68) that exhibit
CMR properties. For the former, the n = 2 member
La1.8Sr1.2Mn2O7 is a CMR compound consistent with its
FMM state below TC (67). Interestingly, when the cur-
rent flows through the [La/SrO]∞ insulating layer, the
out-of-plane transport properties are governed by inter-
layer tunneling which is of particular interest for its low
magnetic field magnetoresistance (69). Their properties
(structural, magnetic, electronic) are also very sensitive
to the size of the Ln/AE cations and to the Mn valency
(70) as in the perovskite but are more complicated by the
existence of two structural sites for Ln/AE cations (70)—
perovskite between the two [MnO2]∞ layers and NaCl-
type in the [(Ln/AE)2O2]∞ separating layers. By choosing a
Mn3+ : Mn4+ = 1 : 1 ratio, CO in the planes has also been ob-
served as in La0.5Sr1.5MnO4 (n = 1) (71) and LaSr2Mn2O7

(n = 2) (72).
The second example is the pyrochlore Tl2Mn2O7 man-

ganite (68). This structure has already attracted consider-
able attention: it is made of Mn–O–Mn angles of only 133◦;
there is no mixed valency (it is a pure Mn4+ phase), but it
is a ferromagnetic (by superexchange) metal below 142 K.
Its conductivity is much larger than that of other A2Mn2O7

pyrochlores (A = Y, Sc, In) and arises from the contribu-
tion of Tl (6s2) states to the density of states as has been
proposed (73).

CONCLUSION

The goal of this paper was to emphasize the complexity of
the underlying phenomena governing the CMR properties
of manganites. These compounds have attracted a lot of
scientific interest and numerous papers on the topic have
been published. It is very difficult and too ambitious to give
an exhaustive overview of the state of the art. For more
informations and details, the readers can refer to books
(74,75) and review articles (76–80). However, a few impor-
tant notions emerge in the examples given in this article.

The strong interplay among charge, spin, and struc-
ture in manganese oxides should always be considered
in apprehending the properties of these fascinating ma-
terials. Note that this guideline can be extended to other
transition-metal oxides such as the high TC superconduct-
ing cuprates, the La2NiO4+δ nickelates, the charge-ordered
ferrites [for instance (La/Sr)FeO3], etc.

A second important parameter is the competition be-
tween the charge-ordering process that leads to a localized
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antiferromagnetic state and a ferromagnetic state that al-
lows charge delocalization. Subtle changes in composition
can be used to change their respective proportions and in-
duce dramatic effects on structural, magnetic, and elec-
tronic properties. In this context, percolation models be-
come more and more pertinent for describing experimental
observations.

Finally, one actual limitation for the application is a
magnetic field too high to obtain magnetoresistance effects
at room temperature. Several technological approaches are
possible for overcoming this problem, such as control of
grain-boundary quality and growth of multilayered he-
terostructures.
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55. M. Hervieu, A. Barnabé, C. Martin, A. Maignan, F. Damay,
and B. Raveau, Eur. Phys. J. B 8: 31 (1999).

56. H. Kawano, R. Kajimoto, H. Yoshizawa, Y. Tomioka, H. Kuwa-
hara, and Y. Tokura, Phys. Rev. Lett. 78: 4253 (1997).

57. F. Damay, C. Martin, M. Hervieu, A. Maignan, and B. Raveau,
J. Magn. Magn. Mater. 184: 71 (1998).

58. H. Kuwahara, T. Okuda, Y. Tomioka, A. Asamitsu, and B.
Tokura, Phys. Rev. Lett. 82: 4316 (1999).

59. H. Chiba, M. Kikuchi, K. Kusaba, Y. Muraoka, and Y. Syono,
Solid State Commun. 99: 446 (1996).

60. I.O. Troyanchuk, N.V. Samsonenko, H. Szymczak, and A.
Nabialek, J. Solid State Chem. 131: 144 (1997).

61. C. Martin, A. Maignan, F. Damay, M. Hervieu, and B. Raveau,
J. Solid State Chem. 134: 198 (1997); A. Maignan, C. Martin,
F. Damay, and B. Raveau, Chem. Mater. 10: 950 (1998).

62. A. Maignan, C. Martin, F. Damay, B. Raveau, and J. Hejt-
manek, Phys. Rev. B 58: 2578 (1998).

63. C. Martin, A. Maignan, M. Hervieu, B. Raveau, Z. Jirak, M.M.
Savosta, A. Kurbakov, V. Trounov, G. André, and F. Bourée,
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COMPOSITES, FUTURE CONCEPTS

BRIAN S. THOMPSON

Michigan State University
East Lansing, MI

INTRODUCTION

The composite materials considered here are solid objects
with a macrostructure. The constituents of these, solids
can be observed with the naked eye. Solid objects are said
to be smart if they embody additional functionality capa-
bilities beyond their inherent structural attributes. These
capabilities might be attributed to an embedded network
of interconnected sensors, actuators and computers, for
example. Synthetic inhomogeneous materials with these
capabilities comprise the basis for a new generation of ma-
terials. These materials have the potential to revolutionize
many types of products, and usher into existence unfore-
seen manufactured goods.

Humankind’s traditional quest for superior materials
may be satisfied in the near future by ideas furnished
by Mother Nature. The design and manufacturing metho-
dologies needed for creating new generations of materi-
als will come from a meticulous study of flora and fauna.
The future lies with the development of synthetic materi-
als that mimic naturally occurring biological materials.

HISTORICAL PROLOGUE

Materials science has come the full circle. The evolution
of this important field began with humankind’s use of
naturally occurring materials. Materials have had a pro-
found impact on the evolution of world civilizations. His-
torians have classified periods in this evolution by the ma-
terials that were the state-of-the-art during these periods.
Thus the vocabulary now contains phrases like the Stone
Age, the Bronze Age, and the Iron Age. Each of these eras,
illustrated in Fig. 1, is characterized by the material that
was the most advanced of its time. An alternative classi-
fication is presented in Fig. 2. Here the eras are classified
by the type of properties embodied by each material.

Homo habilis chose unrefined naturally occurring ma-
terials for weapons and tools during the Paleolithic pe-
riod, some one million years ago. This decision was re-
sponsible for the selection of flint, a fine-grained very hard
abrasion-resistant siliceous rock, rather than sandstone or
bone to be lashed to a long shaft of wood to create an in-
novative weapon system for hunting: namely the spear.
About 3500 BC, Homo sapiens sapiens began to create
bronzes by smelting ores. This accomplishment required
metallurgical prowess, and it also exploited the ability to
generate and control heat. These new nonferrous materi-
als were alloys of copper and tin, and they were instru-
mental in creating superior classes of weapons, tools, and
utensils.

The development of foundry technology enabled higher
furnace temperatures to be generated, and a different class
of ores to be smelted. This new technology was respon-
sible for the demise of nonferrous alloys as the materi-
als of choice. They were superseded by a new class of
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Figure 1. Historical eras of materi-
als science.

state-of-the-art materials that were more versatile and
harder than their predecessors. These new ferrous ma-
terials were the irons. The irons were exploited in many
aspects of life to generate innovative classes of products,
ranging from domestic articles to military systems and
agricultural implements.

The societal consequences of these new materials were
immeasurable. For example, Archimedes, Ctesibius, and
Hero exploited the properties of these new materials to
create numerous mechanical devices. These included the
pulley, the lever and the screw, hydraulic devices, com-
pressed air devices and screw-cutting machines. In addi-
tion, plough shares wrought in iron facilitated the develop-
ment of deeper plowing techniques and the cultivation of
inferior quality soils. Consequently this new capability en-
abled human settlement to occur in these less desirable
regions, thereby leading to the growth of different civiliza-
tions. Clearly, the cascading consequences of this new gene-
ration of ferrous materials were immeasurable.

In 1856 the demise of iron was initiated by Henry
Bessemer’s design of a converter to create steel by in-
expensively refining iron. The consequences of this new
class of materials were titanic. Steel fueled the Industrial
Revolution, and at that significant technological, socio-
economic, and cultural changes. These changes increased
confidence in exploiting the properties of new materials,
and utilizing scientific data; this has resulted in new gen-
erations of industrial machines, new organizational struc-
tures for the human component of the enterprises, and im-
proved communications and transportation technologies. A
nexus of mass production environments was created and
consequently a dramatic increase in the consumption of
raw materials.

These cascading phenomena were far reaching. They
included an increase in international trade. Employees
were required to develop machine-oriented skills while
being subjected to the discipline of an industrial environ-
ment, and industrialization mandated that the legal sys-
tem respond with new legislation. Suburban areas flour-
ished, wealth was distributed more uniformly, agriculture
was mechanized to feed the industrial communities, and fi-
nally humankind received a psychological boost from this
new-found success in further exploiting natural resources
in a controlled manner. Thus at the dusk of the nineteenth
century, there were complex interactions between the natu-
rally occurring materials that fueled the industrialization,
technological innovations, and rapid changes in society.

By the twentieth century an embryonic technology
involving synthetic materials had emerged. This was a
profound departure from the traditional approach of ex-
ploiting natural materials with their known defects and
limitations. The new generation of materials was the plas-
tics. The early successes included celluloid, xylonite, cel-
lophane, and bakelite. The growth of the plastics field
was astronomical. Indeed, by 1979, the volume of plastics
manufactured in the United States exceeded steel produc-
tion for the first time. There were thousands of different
plastics in the marketplace to satisfy a diverse range of
design requirements for materials with appropriate stiff-
ness, strength, hardness, wear resistance, heat resistance,
transparency, and so on. This diversity was achieved by
carefully synthesizing the appropriate atomic structure
from primarily the chemical elements carbon, hydrogen,
oxygen, and nitrogen.

Synthetic plastic materials replaced the traditional ma-
terials in a diverse range of industries from transportation
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Figure 2. Evolution of the design of materials with macrostruc-
ture and microstructure.

to domestic appliances and the medical supply industry.
The reason for this universal utilization of these new ma-
terials is their extensive range of physical properties. Their
physical properties could comply precisely with the design
specification of a product. In the past, metallurgists were
primarily responsible for the development of new mate-
rials. Now these new materials are synthesized by eclectic
teams of specialists.

The trend of employing eclectic teams of specialists was
responsible for the explosive development during the lat-
ter half of the twentieth century of a plethora of mate-
rial classifications too numerous to discuss here. These
include the development of a variety of functional mate-
rials, such as gallium arsenide or magentostrictive ma-
terials where the functional properties are exploited in
practice instead of the structural properties as in tradi-
tional practice. However, there is one classification worthy
of mention because it is important commercially and is cen-
tral to chronicling the evolution of a branch of materials
science.

This class of modern materials is the advanced compo-
sites. These engineered materials are synthesized within

two distinct phases comprising a load-bearing material
housed in a relatively weak protective matrix. The rein-
forcement is typically particles, whiskers, or fibers, while
the matrix can be polymeric, ceramic, or metallic materials.
A characteristic of these composite materials is that the
combination of two or more constituent materials creates
a material with engineering properties superior to those of
the constituents—albeit at the expense of more challeng-
ing fabrication technologies.

As an aside, it should be noted that the field of fibrous
composite materials technologies is not entirely new. Con-
sider the recording in Exodus, chapter 5 of the Bible, of the
Israelites manufacturing bricks from a mixture of clay and
straw for the pharaoh in Egypt in 450 BC. Over a thou-
sand years later, the French used a combination of horse
hair and plaster to create ornate ceilings in stately homes.

Advanced polymeric composite materials have afforded
the engineering community the opportunity to fabri-
cate products with the strongest and stiffest parts per
unit weight. Furthermore, by appropriately designing the
macrostructure of these materials, the engineer can de-
velop composites with different properties in different di-
rections, or alternatively, different properties in different
domains of a structural member. Thus, not only are the
geometrical and surface attributes of the part being de-
signed, but in addition the material’s macrostructure is
being design too. The infusion of these materials into nu-
merous industries has been responsible for the creation of
many generations of products in the defense, automotive,
biomedical, and sporting goods industries, for example.

Thus at the dusk of the twentieth century the creation
of materials with an engineered macrostructure was the
state-of-the-art. In the context of advanced fibrous com-
posite materials, materials science had come the full cir-
cle. In the beginning, naturally occurring materials were
studied by Homo habilis to select the appropriate mineral
for the tip of the spear or arrow. Now, one million years
later, Homo sapiens sapiens is studying naturally occur-
ring fibrous composite materials in order to emulate the
placement of fibers for the creation of synthetic composite
parts. One of the primary motivations for the growth of
this field of scientific endeavor is that naturally occurring
fibrous composites are embodied in numerous species of
flora and fauna. They are one of the basic building blocks
of life. They are an intrinsic design of Nature’s. Clearly,
if these biological systems have evolved to these mature
states through the millennia, then they are indeed worthy
of study and perhaps emulation in an engineering context.
This observation provides the underpinning of the subse-
quent section: biologically inspired materials.

Historically, then, each era during the evolution of hu-
mankind was motivated by the insatiable demand for supe-
rior weapons and more innovative products. In turn, this
demand propelled the maturing of materials science, be-
cause the triumvirate of product design comprises materi-
als, manufacturing and conceptual design. And of course
this quest is very evident to this day. Currently the age of
synthetic materials has been driven by the same motives.
While plastics shall undoubtedly remain an increasingly
dominant component of modern lifestyles, the new mil-
lennium shall witness the emergence of a superior class
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of advanced materials. These smart materials, or intelli-
gent materials, materials with diverse characteristics that
mimic flora and fauna, shall be responsible for historians
classifying it as The Age of Smart Materials, because they
will dominate the materials selection process when tech-
nologists are seeking state-of-the-art materials.

BIOLOGICALLY-INSPIRED CREATIVITY IN ENGINEERING

Although human genius through various inventions makes
instruments corresponding to the same ends. It will never
discover an invention more beautiful nor more ready nor
more economical than does Nature, because in her inventions
nothing is lacking and nothing is superfluous.

Leonardo da Vinci
(Ms RL 19115v; K/P 114r, Royal Library, Windsor)

These profound words penned some 500 years ago by
Leonardo, that brilliant painter, sculptor, draftsman, archi-
tect and visionary engineer, are the earliest that formally
recognize the power of Nature’s creativity in the fields of
natural science such as botany, zoology, and entomology.
The naturally occurring materials and systems associated
with these academic disciplines have developed their pro-
perties and characteristics over millions of years through
processes of Darwinian evolution. They have been required
to survive when subjected to dynamically changing en-
vironmental conditions. Indeed, these conditions demand
that only the most adaptable and fittest survive. There-
fore, these biological systems are truly optimal designs
engineered by Mother Nature in response to a set of un-
written design specifications. Hence they merit meticulous
scrutiny and potential emulation by humankind.

Since Charles Darwin’s seminal work in 1859, entitled
“On the Origin of Species by Means of Natural Selection,”
the notion of natural selection has remained the central
theme of evolutionary biology. Thus the proposition is that
all life forms evolved because organisms with traits that
promoted reproduction and survival somehow passed on
those traits to future generations. Organisms without
those traits simply became extinct. They failed to survive.
Indeed, this powerful assertion has motivated theories in
several disciplines beyond the central theme of materials
science. Hence the proposition of learning from biological
systems to advance the field of engineering has credence.
Evolutionary psychology, for example, proposes that the
human mind is not a vacuous medium, but instead com-
prises specialized mental protocols that were honed by the
solving of problems faced long ago. Sociobiology, on the
other hand, employs natural selection and other biologi-
cal phenomena to explain the social behavior of animals.

This emulation, or mimicking, of biological systems is of-
ten called biomimetics. The name is derived from the Greek
bios (life) and mimesis (imitation). It can be employed by
creative designers to develop solutions to engineering prob-
lems through the use of a direct analogy between a natu-
rally occurring system and an engineering system. Thus
a meticulous and comprehensive study of a living organ-
ism can yield invaluable insight into the subtleties of its
refined design atributes developed by a lengthy process of
evolution and optimization.

Already during recent centuries Nature’s creative
prowess has been recognized and exploited by many gifted
individuals. Consider, for example, Sir George Cayley’s
work in 1810 when he was designing a low-drag shape
for his fixed wing flying machine. He exploited his know-
ledge of ichthyology to propose that the geometry of the
wing cross section should mimic the streamlined low-drag
cross section of the trout. Sir Marc Isambard Brunel pro-
posed the use of caissons to facilitate the underwater con-
struction of civil engineering structures by the serendipi-
tous observation of a shipworm tunneling in timber. George
de Mistral developed the hook-and-loop fastener, such as
those manufactured by Velcro USA, Inc, by studying how
cocklebur plants tenaciously adhered to his trousers af-
ter he had walked through woodland thickets. Of course,
there are many others too who have used a direct analogy
between a biological system and an engineering system in
order to create a new artifact for the betterment of hu-
mankind.

In the context of the development of advanced materi-
als from studies of naturally occurring systems with fibers,
such as the stalks of celery or the skin of a banana, the
fibrous composites of engineering practice are an obvious
consideration. They emulate the fibrous structures of mus-
cles or plants. For example, the structure of the humble
tree comprises flexible cellulose fibers in a rigid lignin ma-
trix. On the other hand, the insect cuticle comprises chitin
fibers in a proteinaceous matrix.

On a separate level of comparison between materials
engineered by humankind and those created by Mother
Nature, consider the variety of materials in both clas-
sifications. In 1990, it was estimated that the market-
place contained about 60,000 different plastics. This con-
trasts sharply with the observation that there are only two
groups of substances from which almost all skeletal tissues
of animals and plants are formed. These groups are the
amino-acid-based proteins and polysaccharides that occur
together in different proportions in the vast majority of
biological materials. Clearly, the apparently limited chem-
istry of these naturally occurring materials is compensated
for by the tremendous diversity of their microstructure. In
addition, the creation and manufacture of these diverse
microstructures is accomplished when subjected to a small
range of temperature, humidity, and pressure. These lim-
ited conditions contrast markedly with the extreme ther-
modynamic environments employed to produce plastics.
Finally, these processes of design and manufacture occur
simultaneously. They occur in unison. Again, this contrasts
sharply with the protocols implemented in a large percent-
age of industrial enterprises where design departments
and manufacturing departments function autonomously.
They do not practice simultaneous engineering.

SMART MATERIALS AND STRUCTURES: CURRENT
NONCOMMERCIAL TECHNOLOGIES

Biological systems are extremely complex, and in the con-
text of biomimetics, it is therefore only inevitable that an
eclectic team of specialists must be assembled to pros-
ecute the research if progress is to be assured in the
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creation of new materials. Teams of trained professionals
are mandatory because biomimetics lies at the boundaries
of numerous artificial disciplines that have been created
by the academic community in order to study the phe-
nomenological problems of life. Thus a team with exper-
tise in materials science, biological sciences, biotechnology,
nanotechnology, molecular electronics, artificial intelli-
gence, data-processing, microprocessors, automatic control
theory, manufacturing, applied mathematics, chemistry,
physics and the like, is required, along with the associ-
ated equipment. The best configuration would be a blend
of academics, industrialists, and government employees.
The creation of this type of infrastructure is often a chal-
lenging undertaking. Thus there is a need for large grants
and perhaps centers of excellence.

Unfortunately, in many academic institutions the tra-
ditional research philosophy is for each professor to
seek their own funding. Interdisciplinary collaboration is
minimal. Unfortunately, this is an outcome of the academic
system where professors are promoted because of their
individual accomplishments and natural phenomena are
broken down into distinct fields and the artificial interfaces
are well defined. This infrastructure hinders potential in-
teractions between individuals in adjacent fields. Thus the
conventional model is of a single investigator guiding grad-
uate students and postdoctoral fellows. Therefore there
needs to be a major shift in the current research paradigm
if progress in this field is to proceed effectively.

However, using the typical single-discipline non-all-
embracing philosophy, humankind has indeed created a
multitude of macroscopically smart materials that mimic
naturally occurring materials. While these material sys-
tems are still quite crude relative to Nature’s materials,
they do exhibit, at the most advanced level, the behavior of
muscles (by using actuators), nerves (by using sensors),
and brains (by using control schemes, microprocessors,
fuzzy logic, artificial intelligence, etc.) at various levels of
sophistication.

The diverse structural materials, functional materi-
als, and multifunctional materials can be combined in
building-block style, as shown in Fig. 3. The materials that
mimic naturally occurring materials can have, at the most
advanced levels sensors, actuators, information pathways,
control schemes, and microprocessors. Some people clas-
sify these materials as intelligent materials because they
can respond effectively to dynamically changing environ-
mental conditions.

An intelligent material could comprise a graphite-epoxy
fibrous polymeric structural material that houses some
embedded fiber optic Mach Zender interferometric strain
sensors and conventional surface-mounted electrical resis-
tance strain gauge strain sensors. The signals from these
sensors could be processed by a microprocessor that em-
ploys an appropriate control algorithm to activate an ar-
ray of actuators exploiting piezoelectric and shape-memory
phenomena to create an optimal performance under vari-
able external stimuli.

It should be noted that there are naturally several lev-
els of complexity in this field. At the lowest level, a mate-
rial might feature only sensors to emulate the nerves of a

Sensor

Sensor

Sensor/
actuator

Structure

Actuator

Actuator

Structure

Microscopic

Macroscopic

Figure 3. Classification of materials design.

biological material: photonic, piezoelectric, or conventional
strain gauges, for example, depending on the design speci-
fication. Alternatively, the smart material might only fea-
ture actuators that are controlled manually to emulate the
muscles of a biological material. These actuators include
a variety of functional materials that demonstrate the di-
verse phenomena associated with piezoelectricity, electro-
rheology, magnetorheology, magnetostriction, and elec-
trostriction, for example. They are typically excited by an
electrical stimulus that changes the geometrical configu-
ration, stiffness, or energy dissipation characteristics in a
controlled manner. At the highest level, the material might
include the brains of a biological system. These complex
entities can be imperfectly represented by the exploitation
and integration of diverse theories and technologies asso-
ciated with neural networks, rule-based systems, a mul-
titude of control schemes, signal processing, nanotechno-
lgy, and microprocessors, for example. Figure 4 illustrates
some of the primary components of thee materials.

The last decade has witnessed an explosion of articles
on smart materials, and the first book dedicated to the
field was published in 1992 by the author. While two jour-
nals are dedicated to this field—namely the Journal of
Intelligent Material Systems and Structures and the Jour-
nal of Smart Materials and Structures—the eclectic na-
ture of this field, coupled with the importance of materi-
als science in the product realization process, mandates
that most academic journals now publish regularly arti-
cles on some aspect of the field. The World Wide Web is an
obvious source of information on these activities, but the
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Figure 4. Ingredients of the premier class of smart materials.

professional wishing to enter this rapidly evolving field
would be well advised to attend the SPIE’s international
symposium on smart materials and structures for an
overview of current thinking.

SMART MATERIALS AND STRUCTURES: THE FUTURE

Predicting the future of a technical field with any certainty
is fraught with errors and subsequent embarrassment.
Therefore I will refrain from peering to the horizon with
binoculars, preferring to view the future without an opti-
cal aid. After all, there are numerous records of truly gifted
individuals failing to accomplish this task of predicting the
evolution of a scientific disciplines or a technological field.
For example, the famous British scientist Lord Kelvin, who
was president of the Royal Society in 1895, stated that
“Heavier than air flying machines are impossible.” Four
years later, Charles H. Duell, commissioner of the U.S.
Office of Patents, commented that “Everything that can be
invented has been invented.” More recently, in 1977, Ken
Olsen, the founder of Digital Equipment Corporation, said
“There is no reason for any individuals to have a computer
in their home.” Thus the evidence is clear. Nevertheless, fu-
ture objectives will be explored on the tenet that engineers
and scientists should mimic naturally occurring systems
as one method of advancing the state-of-the art.

The most sophisticated class of smart materials in the
foreseeable future will be that which emulates biologi-
cal systems. This class of multifunctional materials will
possess the capability to select and execute specific func-
tions intelligently in order to respond to changes in the
local environment. Furthermore, these materials could
have the ability to anticipate challenges based on the
ability to recognize, analyze, and discriminate. These ca-
pabilities should include self-diagnosis, self-repair, self-
multiplication, self-degradation, self-learning, and home-
ostasis.

Table 1. Nature’s Rules for Sustaining Ecosystems

Use waste as a resource
Diversify and cooperate to fully use the habitat
Gather and use energy efficiently
Optimize rather than maximize
Use material sparingly
Don’t foul nests
Don’t draw down resources
Remain in balance with the biosphere
Run on information
Shop locally

Environmental Design Issues

The maturing nexuses between professionals in the bio-
logical and engineering communities have been responsi-
ble for a deeper appreciation of the awesome prowess of
Nature’s creations. This appreciation should be used to es-
tablish new operating procedures for the design and manu-
facture of the next generation of materials. They canon can
be distilled from studies of complex ecosystems that have
evolved through the millennia. These winning strategies
have been adopted by diverse organisms; therefore, they
have been employed by both animals and plants compris-
ing diverse organs and parts. This diversity nevertheless
does not defer their harmonious functioning together to
sustain life and its activities. Indeed, these diverse organ-
isms provide a set of rules that are worthy of analysis and
potential implementation in engineering practice by hu-
mankind. After all, Homo sapiens sapiens is an organism
too. They are presented in Table 1.

The information in Table 1 has very broad ramifica-
tions in terms of environmental design protocols for the
engineering profession, in addition to the creation of new
classes of smart materials.

Health Monitoring of Smart Materials

There is a cycle in all ecosystems. Biological systems ex-
perience life and death. Thus there is a recycling of the
material. Mature trees in a forest absorb nutrients from
the soil, but they eventually die and collapse to the forest
floor. There they crumble and decompose, providing enrich-
ment to the soil. This enrichment provides nourishment for
the next generation of trees and, of course, other forms of
vegetation too.

It appears therefore that materials that emulate this
natural cycle could be developed. Indeed, there are already
a number of biodegradable materials on the market that
decompose after serving their useful purpose. In addition
this philosophy has been responsible for new engineering
protocols concerning the environment. Thus parts are be-
ing recycled, others are being re-manufactured, and there
is great concern for reducing the consumption of natural
resources.

The continuous monitoring of the health of a part or
product is one of the many new ideas set for development
based on the re-evaluation of practices in the context of
naturally occurring systems. The engineering approach



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C2-Drv January 12, 2002 1:0

220 COMPOSITES, FUTURE CONCEPTS

Birth (cure monitoring)

Life (use/performance feedback)

Death (fatigue/failure monitoring)

Figure 5. Health monitoring of Homo sapiens sapiens.

requires sensors to be embedded in a material, or attached
to the surface of a part, in order to provide information on
the behavior of the engineering artifact or its structural
integrity. It is called “health monitoring” or the cradle-
through-grave” approach. This approach of continually
monitoring the status of a part during manufacturing, ser-
vice, and failure mimics the spasmodic health-monitoring
activities of Homo sapiens sapiens. Noninvasive techniques
are often employed to monitor the health of individuals be-
fore appropriate medical action is prescribed. These tech-
niques, illustrated in Fig. 5, often begin in the womb and
continue throughout life in response to various stimuli and
conditions.

The analogous engineering situations employ in situ
sensors to monitor the behavior of the part during its man-
ufacture, the service life, and at failure as shown in Fig. 6.
Thus the sensing system would be employed initially to
monitor the state of cure of a smart part during the fab-
rication process, in an autoclave perhaps. Subsequently,
the same system would monitor continuously the health
of the part during the service life. For example, dynami-
cal stresses could be monitored and compared with limits
imposed by the design specification. If limits are exceeded,

Death (critical monitoring)

Life (health monitoring)

Birth (ultrasound)

Figure 6. Health monitoring of smart structures.

then the operational envelope of the machine could be au-
tomatically changed to restore it to the desired domain.

Critical parts, subjected to complex fatigue environ-
ments, could be monitored for structural integrity and im-
pending failure. These would include primary structures
of aircraft and large civil engineering structures such as
dams, pipelines, and highway bridges. The task of main-
taining these structures by maintenance and inspection
would be greatly enhanced by this health-monitoring ca-
pability.

Intelligence in Biological Materials

The intelligence to be imbued in a synthetic material
developed by humankind should emulate the intelli-
gent attributes found in biological systems. These at-
tributes do not require human involvement, and they
function autonomously, as evidenced by self-learning, self-
degradation, and regeneration. Thus the rusting of iron
in a humid environment could be considered to be a sim-
ple form of self-degradation. Other functions could include
the availability to recognize and subsequently discrimi-
nate, redundancy, hierarchical control schemes, and the
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election of an appropriate action based on sensory data.
Furthermore, a material that has been damaged and is
undergoing a process of self-repair would reduce its level
of performance in order to survive.

Intelligence that should be inherent in future genera-
tions of smart materials can comprise several categories
that are derived from studies of biological systems. These
are highlighted, with some of the consequences, for the va-
riety of terms listed below.

Crystal Structure. Changes occur in the orientation of
crystals, in the atomic configuration, and in the in-
teratomic spacings: These changes are responsible
phase transformations, and in polymeric materials,
the molecular chain can be re-configured from a
folded state to an extended state.

Molecular Structure. Changes occur in the molecular
structure caused by molecular chains breaks, recon-
figured intramolecular bonds, three-dimensional in-
tramolecular spacings, and antigenic or enzymatic
reactions.

Macroscopic Structure. Global changes occur in the
macroscopic structure after the diffusion and bulk
transfer of fluids and ultra-fine powder.

Composition. The interaction between a material and
the neighboring environment at the interface results
in a change in the material composition at the surface
because of the attendant chemical reactions.

Interfaces. Interfacial changes typically pertain to grain
boundary phenomena and also reactions at the sur-
face of a material resulting from interactions with
the adjacent environment.

Energy. The interaction between a material and the ad-
jacent environment at the interface trigger an energy
change or the release of electrons or photons.

Ion Transfer. Ions become transformed ion materials
and in addition radicals are transferred along poly-
mer chains.

Charge Transfer. Charge transfer occurs by conductivity
in metals and charges are transferred along polymer
chains in organic materials.

Electronic Structure. The magnetic properties of mate-
rials are changed by changes in the orientation of
electronic spin vectors.

This is the main vocabulary being used as attention
shifts to the attributes of biological materials and how they
can relate to the development of intelligence in smart ma-
terials. The following paragraphs highlight some of the
primary attributes of biological systems and their inter-
pretation in the context of materials science. Some are il-
lustrated in Fig. 7.

Mitosis. Self-multiplication, self-breeding, or growth in
a biological system involves a cell creating similar
cells by mitosis to replicate itself. To mimic these pro-
cesses, smart materials will be self-producing with
the additional implicit constraint of terminating the
process when a prescribed state has been achieved.

Intelligence from the human standpoint
(social utility)

Intelligence inherent in materials
(intelligent functions)

Human desire toward
realization of intelligence

Manifestation of
intelligence

Learning

Standby

HomeostasisSelf-adaptation/
surrounding-adjustment

Time-functional
responsiveness

Fundamental understanding
at atomic/molecular levels

Materials with built-in
software systems

Feedback

Recognition/
discrimination

Information
integration

Other
intelligence

Prediction/
notification

Self-assembly Self-repair

Self-
multiplication

Self-diagnosis
(internal)

Redundancy Autolysis

Intelligence at the most primitive levels in materials
(primitive functions)

Figure 7. Intelligent functions inherent in biological materials.

This might require changes in their molecular or
crystalline structure through the absorption of sub-
stances from the neighboring environment or other
regions of the material.

Self-repair. This biological activity is closely related to
the self-multiplication function or growth. It requires
the identification of damage and the extent of the
damage before the repair process is initiated and
the material restored to its state of normality. The
state is manifest in materials that undergo changes
in crystalline structure and in the interfacial con-
ditions at the surface of the material or at grain
boundaries. Future classes of smart materials could
autonomously regain their original shape through
phase transformation, even after the material has
suffered permanent deformation from surface im-
pact.

Autolysis. Biological systems die and decompose when
they sustain severe injuries or damage, or they cease
to receive nutrition. Smart materials with these at-
tributes would decompose upon completion of their
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useful life and be assimilated within the environ-
ment. Smart materials with this attribute would be
able to change their molecular structure or their
macrostructure.

Redundancy. To enhance survivability, biological sys-
tems possess some degree of redundancy in their
structures and functions in order to survive. Smart
materials with this attribute would feature redun-
dant functions that would be dormant under nor-
mal conditions. However, as the material structure
changes in response to dynamic environmental con-
ditions, the microstructure would be reconfigured to
maintain equilibrium through the activation of new
functions. These functions would trigger a change of
the molecular structure of the crystalline structure.
For example, a stress-induced transformation might
be triggered at the tip of a crack in order to reduce
the stress concentration in that region and hinder
the crack propagation. Alternatively, parts that de-
mand high reliability and are being subjected to very
high loads could embody an innovative function that
triggers a phase transformation in order to develop
higher strength properties.

Learning. The ability to learn is fundamental to many
aspects of the behavior of biological systems. Learn-
ing would be manifest in smart materials through
changes in their physical constants, and changes in
the molecular or crystalline structure. The associ-
ated knowledge-base is associated with some innate
attributes; others are acquired through experience
and through interactions with the local environment.
These may involve inductive logic where general con-
clusions are distilled from the observations of an
event. Smart materials would benefit from this abil-
ity and respond more appropriately to external stim-
uli through the recollection of previous experiences.
Some of the underpinnings would include sensory
abilities, data processing, control schemes, and ac-
tuators.

Autonomous Diagnosis. Some biological systems contain
a self-diagnosis health-monitoring capability that
permits the identification of problems, degradations,
malfunctions, and judgmental errors. This is facil-
itated by a comparison between the current condi-
tions and the past. Classes of smart materials would
be able to monitor their own welfare so that the ef-
fects of damage on the performance of the material
could be ascertained and corrective measures imple-
mented.

This class of functions would be achieved by
molecular structural changes, changes in the crys-
talline structure, or changes in the interfacial proper-
ties at the surface or the grain boundaries. Typically
changes occur in materials that are traditionally
used in nonequilibrium states, and their functional
properties change when they reach a state of equi-
librium. In addition, changes are found in materials
that determine autonomously the appropriate time
to quickly terminate their functional behavior in re-
sponse to the ambient environmental conditions, and

in materials that detect degradation before they trig-
ger a stress-induced transformation that reveals the
damaged state, perhaps using energy.

Prediction. Some biological systems can predict the im-
mediate future and take appropriate action by ex-
ploiting sensory data and by learning from their past
experiences. Classes of smart materials designed to
emulate these biological systems would need to use
a combination of sensors, control algorithms, and
knowledge. This is manifest in materials that un-
dergo an energy change, a change in their molecu-
lar structure, or a change in the crystalline struc-
ture. Examples include the change in the crystalline
structure associated with a phase change, the trans-
fer of electrons precipitated by the re-configuring of
the crystalline structure and stress induced transfor-
mations.

Standby. Smart materials should embody the state of
readiness for action displayed by biological systems.
This state would probably require several subfunc-
tions such as sensing, diagnosis, prediction, learn-
ing, and some class of actuators. This responsiveness
could be governed by the role of the material and the
ability to analyze the dynamically changing exter-
nal environmental conditions. It would be manifest
by changes in energy, molecular structure, and crys-
talline structure.

Information Integration. Biological systems generally
evolve by storing the integrated experiences of previ-
ous generations extending over a great period of time
before it is transferred to subsequent generations.
Thus the emulation of genes or DNA would provide
the basis for the creation of materials with innova-
tive functions that integrate and maintain memory
banks.

Recognition. Organisms frequently possess the ability
to recognize and discriminate when evaluating in-
formation. Smart materials with this ability would
not only embody analytical skills but also some mea-
sure of fuzzy logic to interpret the data from sensing
functions.

Homeostasis. Biological systems are generally sub-
jected to dynamically changing environmental con-
ditions that cause internal systems and struc-
tures to change continually. Such systems survive
and maintain stable physiological states by coor-
dinated responses that autonomously compensate
for these ever-changing external conditions. Innova-
tive functions would need to be established to ac-
complish these tasks. These functions would require
closed-loop feedback systems where sensory informa-
tion from both the input and the output states need
to be compared. Furthermore, the desired conditions
would require the careful orchestration of sensors,
processors and actuators.

Feedback is manifest in a variety of forms
including the transfer of charges, the change in
composition, the change in molecular structure, the
transfer of radicals and ions, and the change in the
crystalline structure. Thus, for example, materials
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with a transformation temperature would undergo
changes when external conditions subject the mate-
rial to an elevated temperature.

Adaptation. Biological systems adapt to ever-changing
environmental conditions through the evolution of
their physiological state. These abilities would have
great utility in engineering practice. Examples of this
class of materials include films of lubricants that as-
sume solid or fluidic states depending on the local
thermal or dynamic conditions. Others include mate-
rials that control their optical properties in response
to changes in external stimuli like magnetic fields,
electrical fields, or heat.

There are probably other biological attributes that are
worthy of emulation in the design and manufacture of
smart materials that mimic naturally occurring materi-
als, but this list provides a beginning. The road ahead will
have many positive and negative undulations and many
winding turns. The primary provinces will include theo-
retical studies, experimental studies, and computational
studies, followed by design and manufacture, the creation
of primitive functions, assembly and integration of these
functions, material characterization, and the development
of the supporting technologies.

CONCLUDING COMMENTS

With the passing of time, the technologies associated with
materials are becoming ever more sophisticated. It is un-
reasonable to contemplate the receding of this tide of
knowledge and complexity because it is motivated by both
commercial and military demands for superior materials.
Composite materials, based on ideas emulating from nat-
urally occurring materials, could be considered the most
sophisticated class of materials created by humankind. If
this is true, then it is only natural to invoke induction and
suggest that biological materials are the basis from which
new generations of materials will be developed.

COMPOSITES, INTRINSICALLY
SMART STRUCTURES

D.D.L. CHUNG

State University of New York at Buffalo
Buffalo, NY

INTRODUCTION

Smart structures are important because of their use in
hazard mitigation, structural vibration control, structural
health monitoring, transportation engineering, and ther-
mal control. Research on smart structures has emphasized
incorporating of various devices in a structure to provide
sensing, energy dissipation, actuation, control, or other
functions. Research on smart composites has emphasized
incorporating of a smart material in a matrix to enhance
smartness or durability. Research on smart materials has

emphasized the study of materials (e.g., piezoelectric ma-
terials) used for making the devices. However, relatively
little attention has been given to the development of struc-
tural materials (e.g., concrete and composites) that can
inherently provide some of the smart functions, so that
the need for embedded or attached devices is reduced or
eliminated, thereby lowering cost, enhancing durability,
increasing the smart volume, and minimizing mechanical
property degradation (which is usually caused by embed-
ded devices).

Smart structures are structures that can sense certain
stimuli and respond to the stimuli appropriately, some-
what like a human being. Sensing is the most fundamental
aspect of a smart structure. A structural composite, which
is itself a sensor, is multifunctional.

This article focuses on structural composites for smart
structures. It addresses cement-matrix and polymer-
matrix composites. The smart functions addressed include
strain sensing (for structural vibration control and traffic
monitoring), damage sensing (both mechanical and ther-
mal damage related to structural health monitoring), tem-
perature sensing (for thermal control, hazard mitigation,
and structural performance control), thermoelectricity (for
thermal control and saving energy), and vibration reduc-
tion (for structural vibration control). These functional
abilities of the structural composites have been shown in
the laboratory. Applications in the field are forthcoming.

CEMENT-MATRIX COMPOSITES
FOR SMART STRUCTURES

Cement-matrix composites include concrete (containing
coarse and fine aggregates), mortar (containing fine ag-
gregate but no coarse aggregate), and cement paste (con-
taining no aggregate, whether coarse or fine). Other fillers,
called admixtures, can be added to the mix to improve the
properties of the composite. Admixtures are discontinuous,
so that they can be included in the mix. They can be par-
ticles such as silica fume (a fine particulate) and latex (a
polymer in the form of a dispersion). They can be short
fibers such as polymer, steel, glass, or carbon fibers. They
can be liquids such as aqueous methylcellulose solutions,
water reducing agents, and defoamers. Admixtures to ren-
der the composite smart while maintaining or even im-
proving the structural properties are the focus of this
section.

Background on Cement-Matrix Composites

Cement-matrix composites for smart structures include
those that contain short carbon fibers (for sensing strain,
damage, and temperature and for thermal control), short
steel fibers (for sensing temperature and for thermal con-
trol), and silica fume (for vibration reduction). This sec-
tion provides background on cement-matrix composites
and emphasizes the carbon-fiber cement-matrix composite
due to its dominance among intrinsically smart cement-
matrix composites.

Carbon-fiber cement-matrix composites are structural
materials that are gaining in importance quite rapidly due
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to the decrease in carbon-fiber cost (1) and the increas-
ing demand for superior structural and functional proper-
ties. These composites contain short carbon fibers, typically
5 mm long; the short fibers can be used as an admixture
in concrete (whereas continuous fibers cannot be simply
added to the concrete mix), and short fibers are less expen-
sive than continuous fibers. However, due to the weak bond
between carbon fiber and the cement matrix, continuous
fibers (2–4) are much more effective than short fibers in re-
inforcing concrete. Surface treatment of carbon fiber [e.g.,
by heating (5) or by using ozone (6,7), silane (8), SiO2 parti-
cles (9), or hot NaOH solution (10)] is useful for improving
the bond between fiber and matrix, thereby improving the
properties of the composite. Surface treatment by ozone or
silane improves the bond due to the enhanced wettability
by water. Admixtures such as latex (6,11), methylcellulose
(6), and silica fume (12) also improve the bond.

The effect of carbon fiber addition on the properties of
concrete increases with fiber volume fraction (13), unless
the fiber volume fraction is so high that the air void con-
tent becomes excessively high (14). (The air void content
increases with fiber content and air voids tend to have a
negative effect on many properties, such as compressive
strength.) In addition, the workability of the mix decreases
with fiber content (13). Moreover, the cost increases with
fiber content. Therefore, a rather low volume fraction of
fibers is desirable. A fiber content as low as 0.2 vol.% is ef-
fective (15), although fiber contents exceeding 1 vol.% are
more common (16–20). The required fiber content increases
with the particle size of the aggregate, because flexural
strength decreases as particle size increases (21).

The effective use of carbon fibers in concrete requires
dispersing of the fibers in the mix. Dispersion is enhanced
by using silica fume (a fine particulate) as an admixture
(14,22–24). Typical silica fume content is 15% by weight of
cement (14). The silica fume is usually used along with a
small amount (0.4% by weight of cement) of methylcellu-
lose to help the dispersion of the fibers and the workability
of the mix (14). Latex (typically 15–20% by weight of ce-
ment) is much less effective than silica fume in helping
fiber dispersion, but it enhances the workability, flexural
strength, flexural toughness, impact resistance, frost resis-
tance, and acid resistance (14,25,26). The ease of dispersion
increases with decreasing fiber length (24).

The structural properties improved by carbon fiber addi-
tion are increased tensile and flexible strengths, increased
tensile ductility and flexural toughness, enhanced im-
pact resistance, reduced drying shrinkage, and improved
freeze–thaw durability (13–15,17–25,27–38). Tensile and
flexural strengths decrease as specimen size increases, so
that the size effect becomes larger as the fiber length in-
creases (39). Low drying shrinkage is valuable for large
structures, for repair (40,41), and in joining bricks in a
brick structure (42,43). The functional properties created
by carbon fiber addition are strain sensing (7,44–58) (for
smart structures), temperature sensing (59–62), damage
sensing (44,48,63–65), thermoelectric behavior (60–62),
thermal insulation (66–68) (to save energy for buildings),
electrical conduction (69–78) (to facilitate cathodic protec-
tion of embedded steel and to provide electrical ground-
ing or connection), and radio wave reflection/absorption

(79–84) (for electromagnetic interference or EMI shield-
ing, for lateral guidance in automatic highways, and for
television image transmission).

In relation to structural properties, carbon fibers com-
pete with glass, polymer, and steel fibers (18,27–29,32,
36–38,85). Carbon fibers (isotropic pitch-based) (1,85) are
advantageous in their superior ability to increase the ten-
sile strength of concrete, even though the tensile strength,
modulus, and ductility of isotropic pitch-based carbon
fibers are low compared to most other fibers. Carbon fibers
are also advantageous in relative chemical inertness (86).
PAN-based carbon fibers are also used (17,19,22,33), al-
though they are more commonly used as continuous fibers
than short fibers. Carbon-coated glass fibers (87,88) and
submicron diameter carbon filaments (77–79) are even less
commonly used, although the former are attractive for the
low cost of glass fibers and the latter are attractive for
their high radio wave reflectivity (which results from the
skin effect). C-shaped carbon fibers are more effective for
strengthening than round carbon fibers (89), but their rel-
atively large diameter makes them less attractive. Carbon
fibers can be used in concrete together with steel fibers;
the addition of short carbon fibers to steel-fiber-reinforced
mortar increases the fracture toughness of the interfacial
zone between the steel fiber and the cement matrix (90).
Carbon fibers can also be used in concrete together with
steel bars (91,92) or together with carbon-fiber-reinforced
polymer rods (93).

Carbon fibers are exceptional in most functional prop-
erties, compared to the other fiber types. Carbon fibers are
electrically conducting, in contrast to glass and polymer
fibers, which are not conducting. Steel fibers are conduct-
ing, but their typical diameter (≥60 µm) is much larger
than the diameter of a typical carbon fiber (15 µm). The
combination of electrical conductivity and small diameter
makes carbon fibers superior to the other fiber types in the
strain sensing and electrical conduction. However, carbon
fibers are inferior to steel fibers for thermoelectric compos-
ites, due to the high electron concentration in steel and the
low hole concentration in carbon.

Although carbon fibers are thermally conducting, the
addition of carbon fibers to concrete lowers the thermal
conductivity (66), thus allowing applications for thermal
insulation. This effect of carbon fiber addition is due to the
increase in air void content. The electrical conductivity of
carbon fibers is higher than that of the cement matrix by
about eight orders of magnitude, whereas the thermal con-
ductivity of carbon fibers is higher than that of the cement
matrix by only one or two orders of magnitude. As a result,
electrical conductivity is increased upon carbon fiber addi-
tion despite the increase in air void content, but thermal
conductivity is decreased upon fiber addition.

The use of pressure after casting (94) and extrusion (95,
96) can result in composites that have superior microstruc-
ture and properties. Moreover, extrusion improves the sha-
pability (95).

Cement-Matrix Composites for Strain Sensing

The electrical resistance of strain-sensing concrete (with-
out embedded or attached sensors) changes reversibly with
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Figure 1. Variation of the fractional change in volume electrical
resistivity and of the strain (negative for compressive strain) with
time during dynamic compressive loading at increasing stress am-
plitudes within the elastic regime for a carbon-fiber latex cement
paste after 28 days of curing.

strain, such that the gauge factor (fractional change in re-
sistance per unit strain) is up to 700 under compression
or tension (7,44–58). The resistance (dc/ac) increases re-
versibly under tension and decreases reversibly upon com-
pression due to fiber pull-out upon microcrack opening
(<1 µm) and the consequent increase in fiber–matrix con-
tact resistivity. The concrete contains as little as 0.2 vol.%
short carbon fibers, which are preferably those that have
been surface-treated. The fibers do not need to touch one
another in the composite. The treatment improves wetta-
bility with water. The presence of a large aggregate de-
creases the gauge factor, but the strain-sensing ability re-
mains sufficient for practical use. Strain-sensing concrete
works even when data acquisition is wireless. The applica-
tions include structural vibration control and traffic mon-
itoring.

Figure 1 shows the fractional change in resistivity along
the stress axis, as well as the strain during repeated com-
pressive loading at an increasing stress amplitude for
carbon-fiber latex cement paste after 28 days of curing.
The strain varies linearly with the stress up to the highest
stress amplitude. The strain returns to zero at the end of
each loading cycle. The resistivity decreases upon loading
in every cycle (due to fiber push-in) and increases upon un-
loading in every cycle (due to fiber pull-out). The resistivity
has a net increase after the first cycle, due to damage. Little
further damage occurs in subsequent cycles; the resistivity
after unloading does not increase much after the first cycle.
The greater the strain amplitude, the more the resistiv-
ity decreases during loading, although the resistivity and
strain are not linearly related. The effects in Fig. 1 were
also observed in carbon-fiber silica-fume cement paste af-
ter 28 days of curing.

Figures 2 and 3 show the fractional changes in the
longitudinal and transverse resistivities, respectively, for
carbon-fiber silica-fume cement paste after 28 days of cur-
ing during repeated unaxial tensile loading at increasing
strain amplitudes. The strain essentially returns to zero at
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Figure 2. Variation of the fractional change in longitudinal elec-
trical resistivity (solid curve) and of strain with time (dashed
curve) during dynamic uniaxial tensile loading at increasing
stress amplitudes within the elastic regime for a carbon-fiber
silica-fume cement paste.
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Figure 3. Variation of the fractional change in transverse electri-
cal resistivity (solid curve) and of strain with time (dashed curve)
during dynamic uniaxial tensile loading at increasing stress am-
plitudes within the elastic regime for a carbon-fiber silica-fume
cement paste.

the end of each cycle, indicating elastic deformation. The
longitudinal strain is positive (i.e., elongation); the trans-
verse strain is negative (i.e., shrinkage due to the Poisson
effect). Both longitudinal and transverse resistivities in-
crease reversibly under uniaxial tension. The reversibility
of both strain and resistivity is more complete in the lon-
gitudinal direction than in the transverse direction. The
gauge factor is 89 and −59 for the longitudinal and trans-
verse resistances, respectively.

Figures 4 and 5 show corresponding results for silica-
fume cement paste. The strain is essentially totally re-
versible in both the longitudinal and transverse directions,
but the resistivity is only partly reversible in both direc-
tions, in contrast to the reversibility of the resistivity when
fibers are present (Figs. 2 and 3). As with fibers, both longi-
tudinal and transverse resistivities increase under uniax-
ial tension. However, the gauge factor is only 7.2 and −7.1
for Figs. 4 and 5, respectively.

Comparison of Figs. 2 and 3 (with fibers) with Figs. 4 and
5 (without fibers) shows that fibers greatly enhance the
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Figure 4. Variation of the fractional change in longitudinal elec-
trical resistivity (solid curve) and of strain with time (dashed
curve) during dynamic uniaxial tensile loading at increasing
stress amplitudes within the elastic regime for a silica-fume ce-
ment paste.

magnitude and reversibility of the resistivity effect. The
gauge factors are much smaller when fibers are absent.

The increase in both longitudinal and transverse resis-
tivities under uniaxial tension for cement pastes, whether
with or without fibers, is attributed to defect (e.g., micro-
crack) generation. In the presence of fibers, fiber bridg-
ing across microcracks occurs, and slight fiber pull-out
occurs under tension, thus enhancing the possibility of
microcrack closing and causing more reversibility in the
resistivity change. The fibers are much more electrically
conductive than the cement matrix. The presence of the
fibers introduces interfaces between fibers and matrix. The
degradation of the fiber-matrix interface due to fiber pull-
out or other mechanisms is an additional type of defect
generation which will increase the resistivity of the com-
posite. Therefore, the presence of fibers greatly increases
the gauge factor.

The transverse resistivity increases under uniaxial ten-
sion, even though the Poisson effect makes the transverse
strain negative. This means that the effect of transverse
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Figure 5. Variation of the fractional change in transverse electri-
cal resistivity (solid curve) and of strain with time (dashed curve)
during dynamic uniaxial tensile loading at increasing stress am-
plitudes within the elastic regime for a silica-fume cement paste.

resistivity increase overshadows the effect of transverse
shrinkage. The increase in resistivity is a consequence
of uniaxial tension. In contrast, under uniaxial compres-
sion, the resistance in the stress direction decreases after
28 days of curing. Hence, the effects of uniaxial tension
on transverse resistivity and of uniaxial compression on
longitudinal resistivity are different; the gauge factors are
negative and positive for these cases, respectively.

The similarity of the resistivity change in the longitudi-
nal and transverse directions under uniaxial tension sug-
gests similarity for other directions as well. This means
that the resistance can be measured in any direction to
sense the occurrence of tensile loading. Although the gauge
factor is comparable in both longitudinal and transverse di-
rections, the fractional change in resistance under uniaxial
tension is much higher in the longitudinal direction than in
the transverse direction. Thus, the use of the longitudinal
resistance for practical self-sensing is preferred.

Cement-Matrix Composites for Damage Sensing

Concrete, with or without admixtures, can sense major and
minor damage—even damage during elastic deformation—
due to the increase in electrical resistivity that accom-
panies damage (44,48,63–65). That both strain and dam-
age can be sensed simultaneously through resistance mea-
surement means that the strain/stress condition (during
dynamic loading) under which damage occurs can be
obtained, thus facilitating damage origin identification.
Damage is indicated by an increase in resistance, which
is larger and less reversible when the stress amplitude
is higher. The increase in resistance can be sudden dur-
ing loading. It can also be a gradual shift of the baseline
resistance.

Figure 6 (64) shows the fractional change in resistivity
along the stress axis, as well as the strain during repeated
compressive loading at increasing stress amplitude for
silica-fume cement paste after 28 days of curing. The strain
varies linearly with stress up to the highest stress ampli-
tude. The strain returns to zero at the end of each loading
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Figure 7. Fractional change in resistance and strain during re-
peated compressive loading at increasing and decreasing stress
amplitudes, the highest of which was 60% of the compressive
strength, for carbon-fiber concrete after 28 days of curing.

cycle. During the first loading, the resistivity increases
due to damage initiation. During the subsequent unload-
ing, the resistivity continues to increase, probably due
to opening of microcracks generated during loading. Dur-
ing the second loading, the resistivity decreases slightly
as the stress increases up to the maximum stress of the
first cycle (probably due to the closing of microcracks) and
then increases as the stress increases beyond this value
(probably due to the generation of additional microcracks).
During unloading in the second cycle, the resistivity
increases significantly (probably due to the opening of
microcracks). During the third loading, the resistivity es-
sentially does not change (or decreases very slightly) as the
stress increases to the maximum stress of the third cycle
(probably due to the balance between microcrack genera-
tion and microcrack closing). Subsequent unloading causes
the resistivity to increase very significantly (probably due
to the opening of microcracks).

Figure 7 shows the fractional change in resistance
and strain during repeated compressive loading at in-
creasing and decreasing stress amplitudes for carbon-fiber
(0.18 vol.%) concrete (with fine and coarse aggregates) af-
ter 28 days of curing. The highest stress amplitude is
60% of the compressive strength. A group of cycles in
which the stress amplitude increases cycle by cycle and
then decreases cycle by cycle back to the initial low stress
amplitude is here referred to as a group. Figure 7 shows the
results for three groups. The strain returns to zero at the
end of each cycle for any of the stress amplitudes, indicat-
ing elastic behavior. The resistance decreases upon loading
in each cycle, as in Fig. 1. An extra peak at the maximum
stress of a cycle grows as the stress amplitude increases,
resulting in two peaks per cycle. The original peak (strain
induced) occurs at zero stress, and the extra peak (damage
induced) occurs at maximum stress. Hence, during loading
from zero stress within a cycle, the resistance drops, then
increases sharply, and reaches the maximum resistance of
the extra peak at the maximum stress of the cycle. Upon
subsequent unloading, the resistance decreases, then in-
creases as unloading continues, and reaches the maximum
resistance of the original peak at zero stress. In the part of

this group where the stress amplitude decreases cycle by
cycle, the extra peak diminishes and disappears, leaving
the original peak as the sole peak. In the part of the second
group where the stress amplitude increases cycle by cycle,
the original peak (peak at zero stress) is the sole peak,
except that the extra peak (peak at the maximum stress)
returns in a minor way (more minor than in the first group)
as the stress amplitude increases. The extra peak grows as
the stress amplitude increases, but, in the part of the sec-
ond group in which the stress amplitude decreases cycle
by cycle, it quickly diminishes and vanishes, as in the first
group. Within each group, the amplitude of the variation
in resistance increases as the stress amplitude increases
and decreases as the stress amplitude subsequently
decreases.

The greater the stress amplitude, the larger and the
less reversible the damage-induced increase in resistance
(the extra peak). If the stress amplitude has been experi-
enced before, the damage-induced increase in resistance
(the extra peak) is small, as shown by comparing the re-
sult of the second group with that of the first group (Fig. 7),
unless the extent of damage is large (Fig. 8 for the high-
est stress amplitude of >90% of the compressive strength).
When the damage is extensive (as shown by a decrease
in modulus), a damage-induced increase in resistance
occurs in every cycle, even at a decreasing stress amplitude,
and it can overshadow the strain-induced decrease in
resistance (Fig. 8). Hence, the damage-induced increase in
resistance occurs mainly during loading (even within the
elastic regime), particularly at a stress above that in prior
cycles, unless the stress amplitude is high and/or damage
is extensive.

At a high stress amplitude, the damage-induced in-
crease in resistance, cycle by cycle, as the stress amplitude
increases, causes the baseline resistance to increase irre-
versibly (Fig. 8). The baseline resistance in the regime of
major damage (that decreases in modulus) provides a mea-
sure of the extent of damage (i.e., condition monitoring).
This measure works in the loaded or unloaded state. In
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Figure 8. Fractional change in resistance and strain during re-
peated compressive loading at increasing and decreasing stress
amplitudes, the highest of which was >90% of the compressive
strength, for a carbon-fiber concrete after 28 days of curing.
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Figure 9. Current-voltage characteristic of a carbon-fiber silica-
fume cement paste at 38◦C during stepped heating.

contrast, the measure using the damage-induced increase
in resistance (Fig. 7) works only during an increase in
stress and indicates the occurrence of damage (whether
minor or major), as well as the extent of damage.

Cement-Matrix Composites for Temperature Sensing

A thermistor is a thermometric device that consists of a
material (typically a semiconductor, but in this case a ce-
ment paste) whose electrical resistivity decreases with a
rise in temperature. The carbon-fiber concrete described
previously for strain sensing is a thermistor because its
resistivity decreases reversibly as temperature increases
(59); the sensitivity is comparable to that of semicon-
ductor thermistors. (The effect of temperature will need
to be compensated for in using the concrete as a strain
sensor.)

Figure 9 (59) shows the current–voltage characteristic
of carbon-fiber (0.5% by weight of cement) silica-fume (15%
by weight of cement) cement paste at 38◦C during stepped
heating. The characteristic is linear below 5 V and devi-
ates positively from linearity beyond 5 V. The resistivity is
obtained from the slope of the linear portion. The voltage
at which the characteristic starts to deviate from linearity
is called the critical voltage.

Figure 10 shows a plot of resistivity versus tempera-
ture for carbon-fiber silica-fume cement paste during heat-
ing and cooling. The resistivity decreases upon heating,
and the effect is quite reversible upon cooling. That the
resistivity increases slightly after a heating/cooling cycle
is probably due to thermal degradation of the material.
Figure 11 shows the Arrhenius plot of log conductivity
(conductivity = 1/resistivity) versus the reciprocal of the
absolute temperature. The slope of the plot gives the acti-
vation energy, which is 0.390 ± 0.014 and 0.412 ± 0.017 eV
during heating and cooling, respectively.

Results similar to those of carbon-fiber silica-fume
cement paste were obtained with carbon-fiber (0.5% by
weight of cement) latex (20% by weight of cement) cement
paste, silica-fume cement paste, latex cement paste, and
plain cement paste. However, for all of these four types of
cement paste, (1) the resistivity is higher by about an or-
der of magnitude, and (2) the activation energy is lower
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Figure 10. Plot of volume electrical resistivity vs. temperature
during heating and cooling for a carbon-fiber silica-fume cement
paste.

by about an order of magnitude, as shown in Table 1. The
critical voltage is higher when fibers are absent (Table 1).

The Seebeck (60–62,97) effect is a thermoelectric effect
which is the basis for using thermocouples for temper-
ature measurement. This effect involves charge carriers
that move from a hot point to a cold point within a material,
thereby resulting in a voltage difference between the two
points. The Seebeck coefficient is the negative of the voltage
difference (hot minus cold) per unit temperature difference
between the two points (hot minus cold). Negative carriers
(electrons) make it more negative, and positive carriers
(holes) make it more positive.

The Seebeck effect in carbon-fiber-reinforced cement
paste involves electrons from the cement matrix (62) and
holes from the fibers (60,61), such that the two contribu-
tions are equal at the percolation threshold, a fiber content
from 0.5–1.0% by weight of cement (62). The hole contri-
bution increases monotonically as fiber content changes
above and below the percolation threshold (62).

Due to the free electrons in a metal, cement that con-
tains metal fibers such as steel fibers is even more negative
in thermoelectric power than cement without fiber (97).
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Figure 11. Arrhenius plot of log electrical conductivity vs. recip-
rocal absolute temperature for a carbon-fiber silica-fume cement
paste.
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Table 1. Resistivity, Critical Voltage, and Activation Energy of Five Types of Cement Pastes

Activation Energy (eV)

Formulation
Resistivity at 20◦C

(� cm)
Critical Voltage

at 20◦C (V) Heating Cooling

Plain (4.87 ± 0.37) × 105 10.80 ± 0.45 0.040 ± 0.006 0.122 ± 0.006
Silica fume (6.12 ± 0.15) × 105 11.60 ± 0.37 0.035 ± 0.003 0.084 ± 0.004
Carbon fibers + (1.73 ± 0.08) × 104 8.15 ± 0.34 0.390 ± 0.014 0.412 ± 0.017

silica fume
Latex (6.99 ± 0.12) × 105 11.80 ± 0.31 0.017 ± 0.001 0.025 ± 0.002
Carbon fibers + (9.64 ± 0.08) × 104 8.76 ± 0.35 0.018 ± 0.001 0.027 ± 0.002

latex

The attainment of a very negative thermoelectric power is
attractive because a material whose thermoelectric power
is positive and a material whose thermoelectric power is
negative are two very dissimilar materials; their junction
is a thermocouple junction. The greater the dissimilarity,
the more sensitive the thermocouple.

Table 2 and Fig. 12 show the thermoelectric power re-
sults. The absolute thermoelectric power is much more neg-
ative for all of the steel-fiber cement pastes compared to all
of the carbon-fiber cement pastes. An increase in the steel
fiber content from 0.5% to 1.0% by weight of cement makes
the absolute thermoelectric power more negative, whether
or not silica fume (or latex) is present. An increase in the
steel fiber content also increases the reversibility and lin-
earity of the change in Seebeck voltage with the tempera-
ture difference between the hot and cold ends, as shown by
comparing the values of the Seebeck coefficient obtained
during heating and cooling in Table 2. The values obtained
during heating and cooling are close for the pastes that
have the higher steel-fiber content but are not so close for
the pastes that have the lower steel-fiber content. In con-
trast, for pastes that have carbon fibers in place of steel
fibers, the change in Seebeck voltage with temperature dif-
ference is highly reversible for both carbon-fiber contents
of 0.5 and 1.0% by weight of cement, as shown in Table 2
by comparing the values of the Seebeck coefficient obtained
during heating and cooling.

Table 2. Volume Electical Resistivity, Seebeck Coefficient (µV/◦C) with Copper as the Reference, and the Absolute
Thermoelectric Power (µV/◦C) of Various Cement Pastes with Steel Fibers (Sf) or Carbon Fibers (Cf)

Heating Cooling

Volume Fraction Resistivity Seebeck Absolute Seebeck Absolute
Cement Paste Fibers(%) (� cm) Coefficient Thermoelectric Power Coefficient Thermoelectric Power

Sf (0.5a) 0.10 (7.8 ± 0.5) × 104 −51.0 ± 4.8 −53.3 ± 4.8 −45.3 ± 4.4 −47.6 ± 4.4
Sf (1.0a) 0.20 (4.8 ± 0.4) × 104 −56.8 ± 5.2 −59.1 ± 5.2 −53.7 ± 4.9 −56.0 ± 4.9
Sf (0.5a) + SFb 0.10 (5.6 ± 0.5) × 104 −54.8 ± 3.9 −57.1 ± 3.9 −52.9 ± 4.1 −55.2 ± 4.1
Sf (1.0a) + SFb 0.20 (3.2 ± 0.3) × 104 −66.2 ± 4.5 −68.5 ± 4.5 −65.6 ± 4.4 −67.9 ± 4.4
Sf (0.5a) + Lc 0.085 (1.4 ± 0.1) × 105 −48.1 ± 3.2 −50.4 ± 3.2 −45.4 ± 2.9 −47.7 ± 2.9
Sf (1.0a) + Lc 0.17 (1.1 ± 0.1) × 105 −55.4 ± 5.0 −57.7 ± 5.0 −54.2 ± 4.5 −56.5 ± 4.5
Cf (0.5a) + SFb 0.48 (1.5 ± 0.1) × 104 +1.45 ± 0.09 −0.89 ± 0.09 +1.45 ± 0.09 −0.89 ± 0.09
Cf (1.0a) + SFb 0.95 (8.3 ± 0.5) × 102 +2.82 ± 0.11 +0.48 ± 0.11 +2.82 ± 0.11 +0.48 ± 0.11
Cf (0.5a) + Lc 0.41 (9.7 ± 0.6) × 104 +1.20 ± 0.05 −1.14 ± 0.05 +1.20 ± 0.05 −1.14 ± 0.05
Cf (1.0a) + Lc 0.82 (1.8 ± 0.2) × 103 +2.10 ± 0.08 −0.24 ± 0.08 +2.10 ± 0.08 −0.24 ± 0.08

a% by weight of cement.
bSF: silica fume.
cL: latex.

Table 2 shows that the volume electrical resistivity
is much higher for the steel-fiber cement pastes than
the corresponding carbon-fiber cement pastes. This is at-
tributed to the much lower volume fraction of fibers in the
former (Table 2). An increase in the steel-or carbon-fiber
content from 0.5 to 1.0% by weight of cement decreases the
resistivity, though the decrease is more significant for the
carbon-fiber cement than for the steel-fiber cement. That
the resistivity decrease is not large when the steel fiber
content is increased from 0.5 to 1.0% by weight of cement
and that the resistivity is still high at a steel-fiber content
of 1.0% by weight of cement suggest that a steel-fiber con-
tent of 1.0% by weight of cement is below the percolation
threshold.

With or without silica fume (or latex), the change of the
Seebeck voltage with temperature is more reversible and
linear at a steel-fiber content of 1.0% by weight of cement
than at a steel fiber content of 0.5% by weight of cement.
This is attributed to the larger role of the cement matrix
at the lower steel-fiber content and the contribution of the
cement matrix to the irreversibility and nonlinearity. Ir-
reversibility and nonlinearity are particularly significant
when the cement paste contains no fiber.

From the practical point of view, the steel-fiber silica-
fume cement paste that contains 1.0% steel fibers by
weight of cement is particularly attractive for use in
temperature sensing because the absolute thermoelectric
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Figure 12. Variation of the Seebeck voltage (with copper as the
reference) vs. the temperature difference during heating and cool-
ing for a steel-fiber silica-fume cement paste containing 1.0% steel
fibers by weight of cement.

power is the highest (−68 µV/◦C) and the variation of the
Seebeck voltage with the temperature difference between
the hot and cold ends is reversible and linear. The abso-
lute thermoelectric power is as high as that of commercial
thermocouple materials.

Joints between concretes that have different values of
thermoelectric power, made by multiple pouring, provide
concrete thermocouples (98).

Cement-Matrix Composites for Thermal Control

Concretes that can inherently provide heating through
Joule heating, provide temperature sensing, or provide
temperature stability through a high specific heat (high
thermal mass) are highly desirable for thermal control of
structures and energy saving in buildings. Concretes of low
electrical resistivity (69–78) are useful for Joule heating,
concrete thermistors and thermocouples are useful for tem-
perature sensing, and concretes of high specific heat (66–
68,99) are useful for heat retention. These concretes in-
volve the use of admixtures such as fibers and silica fume.
For example, silica fume introduces interfaces that pro-
mote the specific heat (66); short carbon fibers enhance
electrical conductivity (74) and produce p-type concrete
(62). Plain concrete is n-type (62).

Figure 13 (74) gives the volume electrical resistivity of
composites after 7 days of curing. The resistivity decreases
a lot as the fiber volume fraction increases, whether or not
a second filler (silica fume or sand) is present. When sand
is absent, the addition of silica fume decreases the resistiv-
ity at all carbon-fiber volume fractions except the highest
volume fraction of 4.24%; the decrease is most significant
at the lowest fiber volume fraction of 0.53%. When sand is
present, the addition of silica fume similarly decreases the
resistivity; the decrease is most significant at fiber volume
fractions below 1%. When silica fume is absent, the addi-
tion of sand decreases the resistivity only when the fiber
volume fraction is below about 0.5%; at high fiber volume
fractions, the addition of sand even increases the resistivity
due to the porosity induced by the sand. Thus, the addition
of a second filler (silica fume or sand) that is essentially
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Figure 13. Variation of the volume electrical resistivity of
cement-matrix composites with carbon-fiber volume fraction.
(a) without sand, with methylcellulose, without silica fume;
(b) without sand, with methylcellulose, with silica fume; (c) with
sand, with methylcellulose, without silica fume; (d) with sand,
with methylcellulose, with silica fume.

nonconducting decreases the resistivity of the composite
only at low volume fractions of the carbon fibers, and the
maximum fiber volume fraction for decreased resistivity is
larger when the particle size of the filler is smaller. The de-
crease in resistivity is attributed to the improved fiber dis-
persion that results from the presence of the second filler.
Consistent with improved fiber dispersion is increased flex-
ural toughness and strength due to the presence of the sec-
ond filler.

Table 3 (67,100) shows the specific heats of cement
pastes. The specific heat is significantly increased by
adding of silica fume. It is further increased by the fur-
ther addition of methylcellulose and defoamer. It is still
further increased by the still further addition of carbon
fibers. The effectiveness of fibers in increasing the specific
heat increases in the following order: as-received fibers,
O3-treated fibers, dichromate-treated fibers, and silane-
treated fibers. This trend applies whether the silica fume is
as-received or silane-treated. For any of the formulations,
silane-treated silica fume gives higher specific heat than
as-received silica fume. The highest specific heat is exhib-
ited by the cement paste that contains silane-treated sil-
ica fume and silane-treated fibers. The specific heat is 12%
higher than that of plain cement paste, 5% higher than that
of the cement paste containing as-received silica fume and
as-received fibers, and 0.5% higher than that of the cement
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Table 3. Specific Heats (J/g . K, ± 0.001) of Cement Pastes.
The Value for Plain Cement Paste (with Cement and
Water only) Is 0.736 J/g . K

As-Received Silane-Treated
Formulationa Silica Fume Silica Fume

A 0.782 0.788
A+ 0.793 0.803
A+F 0.804 0.807
A+O 0.809 0.813
A+K 0.812 0.816
A+S 0.819 0.823

aA: Cement + water + water reducing agent + silica fume.
A+: A + methylcellulose + defoamer.
A+F: A+ + as-received fibers.
A+O: A+ + O3-treated fibers.
A+K: A+ + dichromate-treated fibers.
A+S: A+ + silane-treated fibers.

paste containing as-received silica fume and silane-treated
fibers. Hence, silane treatment of fibers is more valuable
than treatment of silica fume to increase the specific heat.

Table 4 (67,100) shows the thermal diffusivities of ce-
ment pastes. The thermal diffusivity is significantly de-
creased by adding silica fume. The further addition of
methylcellulose and defoamer or the further addition of
fibers has relatively little effect on thermal diffusivity. Sur-
face treatment of the fibers by ozone or dichromate slightly
increases the thermal diffusivity, whereas surface treat-
ment of the fibers by silane slightly decreases the thermal
diffusivity. These trends apply whether the silica fume is
as-received or silane-treated. For any of the formulations,
silane-treated silica fume gives slightly lower (or essen-
tially the same) thermal diffusivity than as-received silica
fume. Silane treatments of silica fume and of fibers are
about equally effective in lowering the thermal diffusivity.

Table 5 (67,100) shows the densities of cement pastes.
The density is significantly decreased by adding silica
fume. It is further decreased slightly by the addition
of methylcellulose and defoamer. It is still further de-
creased by the addition of fibers. The effectiveness of

Table 4. Thermal Diffusivities (mm2/s, ± 0.03) of Cement
Pastes. The Value for Plain Cement Paste (with Cement
and Water Only) Is 0.36 mm2/s

As-Received Silane-Treated
Formulationa Silica Fume Silica Fume

A 0.26 0.24
A+ 0.25 0.22
A+F 0.27 0.26
A+O 0.29 0.27
A+K 0.29 0.27
A+S 0.25 0.23

aA: Cement + water + water reducing agent + silica fume.
A+: A + methylcellulose + defoamer.
A+F: A+ + as-received fibers.
A+O: A+ + O3-treated fibers.
A+K: A+ + dichromate-treated fibers.
A+S: A+ + silane-treated fibers.

Table 5. Density (g/cm3 ± 0.02) of Cement Pastes. The
Value for Plain Cement Paste (with Cement and Water
Only) Is 2.01 g/cm3

As-Received Silane-Treated
Formulationa Silica-Fume Silica-Fume

A 1.72 1.73
A+ 1.69 1.70
A+F 1.62 1.64
A+O 1.64 1.65
A+K 1.65 1.66
A+S 1.66 1.68

aA: Cement + water + water reducing agent + silica fume.
A+: A + methylcellulose + defoamer.
A+F: A+ + as-received fibers.
A+O: A+ + O3-treated fibers.
A+K: A+ + dichromate-treated fibers.
A+S: A+ + silane-treated fibers.

fibers in decreasing the density decreases in the following
order: as-received fibers, O3-treated fibers, dichromate-
treated fibers, and silane-treated fibers. This trend applies
whether the silica fume is as-received or silane-treated. For
any of the formulations, silane-treated silica fume gives
slightly higher (or essentially the same) specific heat than
as-received silica fume. Silane treatment of fibers is more
valuable than treatment of silica fume to increase density.

Table 6 (67,100) shows the thermal conductivities of ce-
ment pastes. They are significantly decreased by adding
silica fume. The further addition of methylcellulose and
defoamer or the still further addition of fibers has lit-
tle effect on density. Surface treatment of fibers by ozone
or dichromate slightly increases the thermal conductiv-
ity, whereas surface treatment of the fibers by silane
has a negligible effect. These trends apply whether the
silica fume is as-received or silane-treated. For any of
the formulations, silane-treated silica fume gives slightly
lower (or essentially the same) thermal conductivity than
as-received silica fume. Silane treatments of silica fume
and of fibers contribute comparably to reducing the ther-
mal conductivity.

Table 6. Thermal Conductivities (W/mK, ± 0.03) of Cement
Pastes. The Value for Plain Cement Paste (with Cement
and Water Only) Is 0.53 W/m . K

As-Received Silane-Treated
Formulationa Silica-Fume Silica-Fume

A 0.35 0.33
A+ 0.34 0.30
A+F 0.35 0.34
A+O 0.38 0.36
A+K 0.39 0.37
A+S 0.34 0.32

aA: Cement + water + water reducing agent + silica fume.
A+: A + methylcellulose + defoamer.
A+F: A+ + as-received fibers.
A+O: A+ + O3-treated fibers.
A+K: A+ + dichromate-treated fibers.
A+S: A+ + silane-treated fibers.
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Table 7. Thermal Behavior of Cement Pastes and Mortars

Cement Paste Mortar

Without Silica With Silica Without Silica With Silica
Fumea Fumea Fumea Fumea

Density 2.01 1.73 2.04 2.20
(g/cm3, ±0.02)

Specific heat 0.736 0.788 0.642 0.705
(J/g · K, ±0.001)

Thermal diffusivity 0.36 0.24 0.44 0.35
(mm2/s, ±0.03)

Thermal conductivityb 0.53 0.33 0.58 0.54
(W/m · K, ±0.03)

aSilane-treated.
bProduct of density, specific heat, and thermal diffusivity.

Sand is a much more common component in concrete
than silica fume. It differs from silica fume in its relatively
large particle size and negligible reactivity with cement.
Sand gives effects that are opposite from those of silica
fume; sand addition decreases the specific heat and in-
creases the thermal conductivity (99).

Table 7 (99) shows the thermal behavior of cement
pastes and mortars. Comparison of the results on cement
paste without silica fume and those on mortar without sil-
ica fume shows that sand addition decreases the specific
heat by 13% and increases the thermal conductivity by
9%. Comparison of the results on cement paste with silica
fume and those on mortar with silica fume shows that sand
addition decreases the specific heat by 11% and increases
the thermal conductivity by 64%. That sand addition has
more effect on the thermal conductivity when silica fume
is present than when silica fume is absent is due to the
low value of the thermal conductivity of cement paste that
contains silica fume (Table 7).

Comparison of the results on cement paste without and
with silica fume shows that silica fume addition increases
the specific heat by 7% and decreases the thermal conduc-
tivity by 38%. Comparison of the results on mortar without
and with silica fume shows that silica fume addition in-
creases the specific heat by 10% and decreases the thermal
conductivity by 6%. Hence, the effects of silica fume addi-
tion on mortar and cement paste are in the same direction.
That the effect of silica fume on the thermal conductivity
is much less for mortar than for cement paste is mainly
due to the fact that silica fume addition increases the den-
sity of mortar but decreases the density of cement paste
(Table 7). That the fractional increase in specific heat due
to silica fume addition is higher for mortar than cement
paste is attributed to the low value of the specific heat of
mortar without silica fume (Table 7).

Comparison of the results on cement paste with sil-
ica fume and those on mortar without silica fume shows
that sand addition gives a lower specific heat than silica
fume addition and a higher thermal conductivity than sil-
ica fume addition. Because sand has a much larger particle
size than silica fume, sand has much less interfacial area
than silica fume, though the interface may be more diffuse
for silica fume than for sand. The low interfacial area for
sand is believed responsible for the low specific heat and

the higher thermal conductivity because slippage at the
interface contributes to the specific heat and the interface
acts as a thermal barrier.

Silica fume addition increases the specific heat of ce-
ment paste by 7%, whereas sand addition decreases it by
13%. Silica fume addition decreases the thermal conduc-
tivity of cement paste by 38%, whereas sand addition in-
creases it by 22%. Hence, silica fume addition and sand
addition have opposite effects. The cause is believed to be
associated mainly with the low interfacial area for sand
and the high interfacial area for silica fume, as explained in
the last paragraph. The high reactivity of silica fume com-
pared to sand may contribute to the observed difference be-
tween silica fume addition and sand addition, though this
contribution is believed to be minor because the reactivity
should have tightened up the interface, thus decreasing
the specific heat (in contrast to the observed effects). The
decrease in specific heat and the increase in thermal con-
ductivity upon sand addition are believed to be due to the
higher level of homogeneity within a sand particle than
within cement paste.

Cement-Matrix Composites for Vibration Reduction

Vibration reduction requires high damping capacity and
high stiffness. Viscoelastic materials such as rubber have
high damping capacity but low stiffness. Concretes that
have both high damping capacity (two or more orders
higher than conventional concrete) (Table 8) (101) and high
stiffness (Table 9) (101) can be obtained by adding surface-
treated silica fume to concrete. Steel-reinforced concretes
that have improved damping capacity and stiffness can be
obtained by surface treating the steel (say, by sand blast-
ing) before incorporating it in concrete (Table 10) (102) or
by using silica fume in concrete (101). Due to its small

Table 8. Loss Tangent (Tan δ,±0.01)

Mix 0.2 Hz 0.5 Hz 1.0 Hz 2.0 Hz

Plaina 0.016 <10−4 <10−4 <10−4

Sand <10−4 <10−4 <10−4 <10−4

Sand + silica fume 0.021 0.14 0.01 <10−4

aNo sand, no silica fume.
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Table 9. Storage Modulus (GPa, ±0.2)

Mix 0.2 Hz 0.5 Hz 1.0 Hz 2.0 Hz

Plaina 13.7 14.48 14.02 14.00
Sand 9.43 11.67 10.32 9.56
Sand + silica fume 13.11 14.34 13.17 13.11

aNo sand, no silica fume.

particle size, silica fume in concrete introduces interfaces
that enhance damping. Sand blasting of a steel rebar in-
creases the interfacial area between steel and concrete,
thereby enhancing damping. Carbon-fiber addition has rel-
atively small effects on damping capacity and stiffness
(103).

POLYMER-MATRIX COMPOSITES
FOR SMART STRUCTURES

Polymer-matrix composites for structural applications typ-
ically contain continuous fibers such as carbon, polymer,
and glass fibers because continuous fibers tend to be more
effective as a reinforcement than short fibers. Polymer-
matrix composites that contain continuous carbon fibers
are used for aerospace, automobile, and civil structures. In
contrast, continuous fibers are too expensive for reinforcing
concrete. Because carbon fibers are electrically conduct-
ing, whereas polymer and glass fibers are not, carbon-fiber
composites are predominant among polymer-matrix com-
posites that are intrinsically smart.

Background on Polymer-Matrix Composites

Polymer-matrix composites that contain continuous carbon
fibers are important structural materials due to their high
tensile strength, high tensile modulus, and low density.
They are used for lightweight structures such as satellites,
aircraft, automobiles, bicycles, ships, submarines, sporting
goods, wheel chairs, armor, and rotating machinery (such
as turbine blades and helicoptor rotors). Due to the re-
cent emphasis on repair of civil infrastructural systems,

Table 10. Loss Tangent, Storage Modulus, and Loss Modulus of Mortars with and
Without Steel Reinforcement

Frequency

Property Sample Typea 0.2 Hz 0.5 Hz 1.0 Hz

Loss tangent A <10−4 <10−4 <10−4

B (2.73 ± 0.19) × 10−2 (1.56 ± 0.08) × 10−2 (7.20 ± 0.37) × 10−3

C (3.32 ± 0.15) × 10−2 (1.98 ± 0.17) × 10−2 (1.07 ± 0.09) × 10−2

D (3.65 ± 0.27) × 10−2 (2.50 ± 0.22) × 10−2 (1.24 ± 0.16) × 10−2

Storage modulus (GPa) A 20.2 ± 3.5 27.5 ± 4.3 25.8 ± 3.7
B 44.2 ± 4.8 47.7 ± 5.3 44.4 ± 5.0
C 36.9 ± 4.3 41.0 ± 3.9 38.4 ± 3.0
D 46.0 ± 4.0 51.2 ± 6.4 49.3 ± 5.8

Loss modulus (GPa) A <10−3 <10−3 <10−3

B 1.21 ± 0.22 0.74 ± 0.12 0.32 ± 0.05
C 1.23 ± 0.20 0.81 ± 0.15 0.41 ± 0.07
D 1.68 ± 0.27 1.28 ± 0.27 0.61 ± 0.51

aA: No rebar. B: As-received steel rebar. C: Ozone treated steel rebar. D: Sand-blasted steel rebar.

composites are beginning to be used to repair concrete
structures and bridges, even though they are much more
expensive than concrete. Because the price of carbon fibers
has been dropping steadily during the last two decades, the
spectrum of applications has been widening tremendously.

The continuous carbon fibers used are primarily based
on either polyacrylonitrile (PAN) or mesophase pitch.
Mesophase-pitch-based carbon fibers, if heat treated to
high temperatures exceeding 2500◦C, can be graphitized
and attain very high values of tensile modulus and thermal
conductivity (in-plane), in addition to improved oxidation
resistance. The high thermal conductivity is attractive
for thermal management, which is particularly important
for electronics (i.e., heat sinks, etc.). However, graphitized
fibers tend to have relatively low strength due to the ease
of shear between the graphite layers, and they are very
expensive. On the other hand, PAN-based fibers cannot be
graphitized, though they compete well with mesophase-
pitch-based fibers which have not been graphitized, both
materials exhibit reasonably high values of both strength
and modulus and are not very expensive. These fibers are
the most widely used among carbon fibers. The fabrication
of both pitch-based and PAN-based carbon fibers involves
stabilization (infusibilization) and then carbonization (con-
version from hydrocarbon molecules to a carbon network).
Graphitization optionally follows carbonization.

Due to the importance of carbon-fiber polymer-matrix
composites for structural applications, the mechanical be-
havior of these materials has been much investigated.
Much less work has been done to study the electrical
behavior (104–111). On the other hand, due to the fact that
carbon fibers are much more conductive than the polymer
matrix, the electrical behavior gives much information on
the microstructure, such as the degree of fiber alignment,
the number of fiber–fiber contacts, the amount of delami-
nation, and the extent of fiber breakage. Such information
is useful for scientific understanding of the properties of
the composite and is also valuable for giving the composite
the ability to sense its strain, damage, and temperature
in real time via electrical measurement. In other words,
the strain, damage, and temperature affect the electrical
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behavior, such as electrical resistance, which thus serves
to indicate strain, damage, and temperature. In this way,
the composite is self-sensing, that is, intrinsically smart,
without the need for attached or embedded sensors (such as
optical fibers, acoustic sensors and piezoelectric sensors),
which raise the cost, reduce the durability and, in the case
of embedded sensors, weaken the structure.

Carbon fibers are electrically conductive, whereas
the polymer matrix is electrically insulating [except for
the rare situation in which the polymer is electrically
conductive (112)]. The continuous fibers in a composite
laminate are in the form of layers called laminae. Each lam-
ina comprises many bundles (called tows) of fibers in a poly-
mer matrix. Each tow consists of thousands of fibers. There
may or may not be twist in a tow. Each fiber has a diameter
that typically ranges from 7–12 µm. The tows within a lam-
ina are usually oriented in the same direction, but tows in
different laminae may or may not be in the same direction.
A laminate whose tows in all of the laminae are oriented
in the same direction is said to unidirectional. A laminate
whose tows in adjacent laminae are oriented at a 90◦ an-
gle is said to be crossply. In general, an angle of 45◦ and
other angles may also be involved in the various laminae,
as desired to attain the mechanical properties required
for the laminate in various directions in the plane of the
laminate.

Within a lamina whose tows are in the same direction,
the electrical conductivity is highest in the fiber direction.
In the transverse direction in the plane of the lamina, the
conductivity is not zero, even though the polymer matrix is
insulating because there are contacts between fibers of ad-
jacent tows (113). In other words, a fraction of the fibers of
one tow touch a fraction of the fiber of an adjacent tow here
and there along the length of the fibers. These contacts re-
sult from the fact that fibers are not perfectly straight or
parallel (even though the lamina is said to be unidirec-
tional) and the flow of the polymer matrix (or resin) during
composite fabrication can prevent a fiber from being com-
pletely covered by the polymer (even though, prior to com-
posite fabrication, each fiber may be completely covered
by the polymer, as in the case of a prepreg, a fiber sheet
impregnated with polymer). Fiber waviness is known as
marcelling. Thus, the transverse conductivity gives infor-
mation on the number of fiber–fiber contacts in the plane
of the lamina.

For similar reasons, the contacts between fibers of ad-
jacent laminae make the conductivity in the through-
thickness direction (direction perpendicular to the plane
of the laminate) nonzero. Thus, the through-thickness con-
ductivity gives information on the number of fiber–fiber
contacts between adjacent laminae.

Matrix cracking between the tows of a lamina decreases
the number of fiber–fiber contacts in the plane of the lam-
ina, thus decreasing the transverse conductivity. Similarly,
matrix cracking between adjacent laminae [as in delami-
nation (114)] decreases the number of fiber–fiber contacts
between adjacent laminae, thus decreasing the through-
thickness conductivity. This means that the transverse and
through-thickness conductivities can indicate damage as
matrix cracking.

Fiber damage (as distinct from fiber fracture) de-
creases the conductivity of a fiber, thereby decreasing the

longitudinal conductivity (conductivity in the fiber direc-
tion). However, due to the brittleness of carbon fibers, the
decrease in conductivity due to fiber damage before fiber
fracture is rather small (115).

Fiber fracture causes a much larger decrease in the lon-
gitudinal conductivity of a lamina than fiber damage. If
there is only one fiber, a broken fiber results in an open cir-
cuit, i.e., zero conductivity. However, a lamina has a large
number of fibers and adjacent fibers can make contact here
and there. Therefore, the portions of a broken fiber still con-
tribute to the longitudinal conductivity of the lamina. As a
result, the decrease in conductivity due to fiber fracture is
less than it would be if a broken fiber did not contribute
to conductivity. Nevertheless, the effect of fiber fracture
on longitudinal conductivity is significant, so that longi-
tudinal conductivity can indicate damage as fiber fracture
(116).

The through-thickness volume resistance of a laminate
is the sum of the volume resistance of each of the laminae
in the through-thickness direction and the contact resis-
tance of each of the interfaces between adjacent laminae
(i.e., the interlaminar interface). For example, a laminate
that has eight laminae has eight volume resistances and
seven contact resistances, all in the through-thickness di-
rection. Thus, to study the interlaminar interface, it is bet-
ter to measure the contact resistance between two laminae
rather than the through-thickness volume resistance of the
entire laminate.

The contact resistance between laminae can be mea-
sured by allowing two laminae (strips) to contact at a junc-
tion and using the two ends of each strip to make four
electrical contacts (117). An end of the top strip and an
end of the bottom strip serve as contacts for passing cur-
rent. The other end of the top strip and the other end of
the bottom strip serve as contacts for voltage measure-
ment. The fibers in the two strips can be in the same di-
rection or in different directions. This method is a form of
the four-probe method of measuring electrical resistance.
The configuration is illustrated in Fig. 14 for crossply and
unidirectional laminates. To make sure that the volume
resistance within a lamina in the through-thickness direc-
tion does not contribute to the measured resistance, the
fibers at each end of a lamina strip should be electrically
shorted together by using silver paint or other conducting
media. The measured resistance is the contact resistance
of the junction. This resistance, multiplied by the area of
the junction, gives the contact resistivity, which is indepen-
dent of the area of the junction and depends only on the
nature of the interlaminar interface. The unit of contact
resistivity is � m2, whereas that of the volume resistivity
is � m.

The structure of the interlaminar interface tends to be
more prone to change than the structure within a lamina.
For example, damage as delamination is much more com-
mon than damage as fiber fracture. Moreover, the struc-
ture of the interlaminar interface is affected by the inter-
laminar stress (whether thermal stress or curing stress),
which is particularly significant when the laminae are not
unidirectional (because the anisotropy within each lam-
ina enhances the interlaminar stress). The structure of
the interlaminar interface also depends on the extent of
consolidation of the laminae during composite fabrication.
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Figure 14. Specimen configuration for measuring of the con-
tact electrical resistivity between laminae. (a) Crossply laminae.
(b) Unidirectional laminae.

The contact resistance provides a sensitive probe of the
structure of the interlaminar interface.

The volume resistivity in the through-thickness direc-
tion can be measured by using the four-probe method, in
which each of the two current contacts is a conductor loop
(made by silver paint, for example) on each of the two outer
surfaces of the laminate in the plane of the laminate, and
each of the two voltage contacts is a conductor dot within
the loop (114). An alternate method is to have four extra
long laminae in the laminate, extend out to serve as electri-
cal leads (118). The two outer leads are for current contacts,
and the two inner leads are for voltage contacts. The use of
a thin metal wire inserted at an end into the interlaminar
space during composite fabrication to serve as an electrical
contact is not recommended because the quality of the elec-
trical contact between the metal wire and carbon fibers is
hard to control and the wire is intrusive in the composite.
The alternate method is less convenient than the method
involving loops and dots, but it approaches the ideal four-
probe method more closely.

To attain zero conductivity in the through-thickness di-
rection of a laminate, it is necessary to use an insulating
layer between two adjacent laminae (119). The insulating
layer can be a piece of writing paper. Tissue paper is in-
effective in preventing contacts between fibers of adjacent
laminae due to its porosity. The attainment of zero conduc-
tivity in the through-thickness direction allows the lami-
nate to serve as a capacitor. This means that the structural
composite stores energy by serving as a capacitor.

Polymer-Matrix Composites for Strain Sensing

Smart structures that can monitor their own strain are
valuable for structural vibration control. Self-monitoring
of strain (reversible) has been achieved in carbon-fiber

epoxy-matrix composites without using embedded or at-
tached sensors (118,120–123) because the electrical resis-
tance of the composite in the through-thickness or longitu-
dinal direction changes reversibly with longitudinal strain
(gauge factor up to 40) due to a change in the degree of fiber
alignment. Tension in the fiber direction of the composite
increases the degree of fiber alignment, thereby decreasing
the chance for fibers of adjacent laminae to touch one an-
other. As a consequence, the through-thickness resistance
increases, and the longitudinal resistance decreases.

Figure 14 (121) shows the change in longitudinal re-
sistance during cyclic longitudinal tension in the elastic
regime for a unidirectional continuous-carbon-fiber epoxy-
matrix composite that has eight fiber layers (laminae). The
stress amplitude is equal to 14% of the breaking stress. The
strain returns to zero at the end of each cycle. Because of
the small strains involved, the fractional resistance change
�R/R0 is essentially equal to the fractional change in resis-
tivity. The longitudinal �R/R0 decreases upon loading and
increases upon unloading in every cycle, such that R irre-
versibly decreases slightly after the first cycle (i.e., �R/R0

does not return to zero at the end of the first cycle). At
higher stress amplitudes, the effect is similar, except that
both of the reversible and irreversible parts of �R/R0 are
larger.

Figure 15 (121) shows the change in the through-
thickness resistance during cyclic longitudinal tension in
the elastic regime for the same composite. The stress am-
plitude is equal to 14% of the breaking stress. The through-
thickness �R/R0 increases upon loading and decreases
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Figure 15. Longitudinal stress and strain and fractional resis-
tance increase (�R/R0) obtained simultaneously during cyclic ten-
sion at a stress amplitude equal to 14% of the breaking stress for
a continuous-fiber epoxy-matrix composite.
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Figure 16. Longitudinal stress and strain and the through-
thickness �R/R0 obtained simultaneously during cyclic tension
at a stress amplitude equal to 14% of the breaking stress for a
continuous-fiber epoxy-matrix composite.

upon unloading in every cycle, such that R irreversibly de-
creases slightly after the first cycle (i.e., �R/R0 does not
return to zero at the end of the first cycle). Upon increas-
ing the stress amplitude, the effect is similar, except that
the reversible part of �R/R0 is larger.

The strain sensitivity (gauge factor) is defined as the
reversible part of �R/R0 divided by the longitudinal
strain amplitude. It is negative (from −18 to −12) for the
longitudinal �R/R0 and positive (17–24) for the through-
thickness �R/R0. The magnitudes are comparable for the
longitudinal and through-thickness strain sensitivities.
As a result, whether the longitudinal R or the through-
thickness R is preferred for strain sensing depends only
on the convenience of electrical contact application for the
geometry of the particular smart structure.

Figure 16 (121) shows the compressive stress, strain,
and longitudinal �R/R0 obtained simultaneously during
cyclic compression at stress amplitudes equal to 14% of the
breaking stress for a similar composite that has 24 rather
than eight fiber layers. The longitudinal �R/R0 increases
upon compressive loading and decreases upon unloading in
every cycle, such that resistance R irreversibly increases
very slightly after the first cycle. The magnitude of the
gauge factor is lower in compression (−1.2) than in tension
(from −18 to −12).

A dimensional change without any resistivity change
would have caused longitudinal R to increase during ten-
sile loading and decrease during compressive loading. In
contrast, the longitudinal Rdecreases upon tensile loading

and increases upon compressive loading. In particular, the
magnitude of �R/R0 under tension is 7–11 times that of
�R/R0 calculated by assuming that �R/R0 is due only to
dimensional change and not due to any change in resistiv-
ity. Hence, the contribution of �R/R0 from the dimensional
change is negligible compared to that from the change in
resistivity.

Though the irreversible behavior is small compared to
the reversible behavior, it is such that R (longitudinal or
through-thickness) under tension is irreversibly decreased
after the first cycle. This behavior is attributed to the ir-
reversible disturbance to the fiber arrangement at the end
of the first cycle, such that the fiber arrangement becomes
less neat. A less neat fiber arrangement means that there
is more chance for the adjacent fiber layers to touch one
another.

Polymer-Matrix Composites for Damage Sensing

Self-monitoring of damage (whether due to stress or tem-
perature, under static or dynamic conditions) has been
achieved in continuous-carbon-fiber polymer-matrix com-
posites because the electrical resistance of the composite
changes with damage (114,120,124–137). Minor damage
in the form of slight matrix damage and/or disturbance to
the fiber arrangement is indicated by the irreversible de-
crease of the longitudinal and through-thickness resis-
tance due to an increase in the number of contacts between
fibers, as shown after one loading cycle in Figs. 15–17.
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Figure 18. Variation of longitudinal �R/R0 with cycle number
during tension–tension fatigue testing for a carbon-fiber epoxy-
matrix composite. Each cycle of reversible decrease in resistance
is due to strain. The irreversible increase in resistance at around
cycle number 218,281 is due to damage as fiber breakage.

More significant damage as delamination or interlaminar
interfacial degradation is indicated by the increase in the
through-thickness resistance (or more exactly the contact
resistivity of the interlaminar interface) due to a decrease
in the number of contacts between fibers of different lam-
inae. Major damage as fiber breakage is indicated by the
irreversible increase of the longitudinal resistance.

During mechanical fatigue, it was observed that delam-
ination begins at 30% of the fatigue life, whereas it was ob-
served that fiber breakage begins at 50% of the fatigue life.
Figure 18 (124) shows an irreversible increase inresistance
at about 50% of the fatigue life during tension–tension fa-
tigue testing of a unidirectional, continuous-carbon-fiber
epoxy-matrix composite. The resistance and stress are in
the fiber direction. The reversible changes in resistance
are due to strain, which makes the resistance decrease re-
versibly in each cycle, as in Fig. 15.

Figure 19 shows the variation in contact resistivity with
temperature during thermal cycling. The temperature is
repeatedly increased to various levels. A group of cycles
in which the temperature amplitude increases cycle by
cycle and then decreases cycle by cycle back to the ini-
tial low temperature amplitude is called a group. Fig-
ure 19a shows the results of the first 10 groups, whereas
Fig. 19b shows only the first group. The contact resistivity
decreases upon heating in every cycle of every group. At the
highest temperature (150◦C) of a group, a spike of increase
in resistivity occurs, as shown in Fig. 19b. It is attributed
to damage at the interlaminar interface. In addition, the
baseline resistivity (i.e., the top envelope) gradually and ir-
reversibly shifts downward as cycling progresses, as shown
in Fig. 19a. The baseline decrease is probably due to matrix
damage within a lamina and the resulting decrease in mod-
ulus and hence decrease in residual stress.

Polymer-Matrix Composites for Temperature Sensing

Continuous-carbon-fiber epoxy-matrix composites provide
temperature sensing by serving as thermistors (117,138)
and thermocouples (139).

The thermistor function stems from the reversible de-
crease of contact electrical resistivity at the interface
between fiber layers (laminae) from temperature change.

Figure 20 shows the variation in contact resistivity ρc

with temperature during reheating and subsequent cool-
ing, both at 0.15◦C/min, for carbon-fiber epoxy-matrix com-
posites cured at zero and 0.33 MPa. The corresponding Ar-
rhenius plots of log contact conductivity (inverse of contact
resistivity) versus the inverse of absolute temperature dur-
ing heating are shown in Fig. 21. The activation energy
can be calculated from the slope (negative) of the Arrhe-
nius plot, which is quite linear. The linearity of the Arrhe-
nius plot means that the activation energy does not change
throughout the temperature variation. This activation en-
ergy is the energy of electrons jumping from one lamina to
the other. Electronic excitation across this energy enables
conduction in the through-thickness direction.

The activation energies, thicknesses, and room temper-
ature contact resistivities for samples made at different
curing pressures and composite configurations are shown
in Table 11. All of the activation energies were calculated
on the basis of the data at 75–125◦C. In this tempera-
ture regime, the temperature change was very linear and
well controlled. From Table 11, it can be seen that, for
the same composite configuration (crossply), the higher
the curing pressure, the smaller the composite thickness
(because more epoxy is squeezed out), the lower the contact
resistivity, and the higher the activation energy. A smaller
composite thickness corresponds to a higher fiber volume
fraction in the composite. During curing and subsequent
cooling, the matrix shrinks, so a longitudinal compressive
stress develops in the fibers. The modulus of carbon fibers
in the longitudinal direction is much higher than that in
the transverse direction. Moreover, the carbon fibers are
continuous in the longitudinal direction. Thus, the over-
all shrinkage in the longitudinal direction tends to be less
than that in the transverse direction. Therefore, there will
be a residual interlaminar stress in the two crossply layers
in a given direction. This stress accentuates the barrier for
electrons to jump from one lamina to another. After curing
and subsequent cooling, heating will decrease the thermal
stress. Both thermal stress and curing stress contribute
to residual interlaminar stress. Therefore, the higher the
curing pressure, the larger the fiber volume fraction, the
greater the residual interlaminar stress, and the higher
the activation energy, as shown in Table 11. Besides the
residual stress, thermal expansion can also affect contact
resistance by changing the contact area. However, calcu-
lation shows that the contribution of thermal expansion
is less than one-tenth of the observed change in contact
resistance with temperature.

The electron jump occurs primarily at points where di-
rect contact occurs between fibers of adjacent laminae. Di-
rect contact is possible due to the flow of epoxy resin during
composite fabrication and due to the slight waviness of the
fibers, as explained in Wang and Chung (114) in relation to
the through-thickness volume resistivity of a carbon-fiber
epoxy-matrix composite.

The curing pressure for the sample in the unidirec-
tional composite configuration was higher than that of
any of the crossply samples (Table 11). Consequently, the
thickness was the lowest. As a result, the fiber volume
fraction was the highest. However, the contact resistivity
of the unidirectional sample was the second highest rather
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Figure 19. Variation in contact electrical
resistivity and of temperature with time
during the thermal cycling of a carbon-fiber
epoxy-matrix composite. (b) the magnified view
of the first 900 s of (a).

than the lowest, and its activation energy was the lowest
rather than the highest. The low activation energy is con-
sistent with the fact that there was no mismatch of CTE
or curing shrinkage between the two unidirectional lami-
nae and, as a result, no interlaminar stress between the

Figure 20. Variation of contact electrical resistivity with tem-
perature during heating and cooling of carbon-fiber epoxy-matrix
composites at 0.15◦C/min (a) for composite made without any cur-
ing pressure and (b) for composite made at a curing pressure of
0.33 MPa.

laminae. This low value supports the notion that inter-
laminar stress is important in affecting activation energy.
The high contact resistivity for the unidirectional case can
be explained in the following way. In the crossply sam-
ples, the pressure during curing forced the fibers of the

Figure 21. Arrhenius plot of log contact conductivity vs. inverse
of absolute temperature during heating of carbon-fiber epoxy-
matrix composites at 0.15◦C/min (a) for composite made without
any curing pressure and (b) for composite made at a curing pres-
sure of 0.33 MPa.
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Table 11. Activation Energy for Various Carbon-Fiber Epoxy-Matrix Composites. The Standard Deviations
Are Shown in Parentheses

Activation Energy (kJ/mol)

Composite
Configuration

Curing Pressure
(MPa)

Composite
Thickness

(mm)

Contact
Resistivity ρco

(� m2)
Heating at
0.15◦C/min

Heating at
1◦C/min

Cooling at
0.15◦C/min

Crossply 0 0.36 7.3 × 10−5 1.26 (2 × 10−3) 1.24 (3 × 10−3) 1.21 (8 × 10−4)
0.062 0.32 1.4 × 10−5 1.26 (4 × 10−3) 1.23 (7 × 10−3) 1.23 (4 × 10−3)
0.13 0.31 1.8 × 10−5 1.62 (3 × 10−3) 1.57 (4 × 10−3) 1.55 (2 × 10−3)
0.19 0.29 5.4 × 10−6 2.14 (3 × 10−3) 2.15 (3 × 10−3) 2.13 (1 × 10−3)
0.33 0.26 4.0 × 10−7 11.4 (4 × 10−2) 12.4 (8 × 10−2) 11.3 (3 × 10−2)

Unidirectional 0.42 0.23 2.9 × 10−5 1.02 (3 × 10−3) 0.82 (4 × 10−3) 0.78 (2 × 10−3)

two laminae to press onto one another and hence contact
tightly. In the unidirectional sample, the fibers of one of the
laminae just sank into the other lamina at the junction,
so pressure helped relatively little in the contact between
fibers of adjacent laminae. Moreover, in the crossply, every
fiber at the lamina–lamina interface contacts many fibers
of the other lamina, whereas, in the unidirectional situa-
tion, every fiber has little chance to contact the fibers of the
other lamina. Therefore, the number of contact points be-
tween the two laminae is less for the unidirectional sample
than for the crossply samples.

The thermocouple function stems from the use of n-type
and p-type carbon fibers (as obtained by intercalation) in
different laminae. The sensitivity and linearity of the ther-
mocouple are as good as or better than those of commercial
thermocouples. By using two laminae that are crossply,
a two-dimensional array of thermistors or thermocouple
junctions is obtained, thus allowing temperature distribu-
tion sensing.

Table 12 shows the Seebeck coefficient and the abso-
lute thermoelectric power of carbon fibers and the thermo-
couple sensitivity of epoxy-matrix composite junctions.
A positive value of the absolute thermoelectric power
indicates p-type behavior; a negative value indicates n-
type behavior. Pristine P-25 is slightly n-type; pristine

Table 12. Seebeck Coefficient (µV/◦C) and Absolute Thermoelectric Power
(µV/◦C) of Carbon Fibers and Thermocouple Sensitivity (µV/◦C) of
Epoxy-Matrix Composite Junctions. All Junctions are Unidirectional Unless
Specified as Crossply. The Temperature Range is 20–110◦C

Seebeck Coefficient Absolute
with Copper as the Thermoelectric Thermocouple
Reference (µV/◦C) Power (µV/◦C) Sensitivity (µV/◦C)

P-25a +0.8 −1.5
T-300a −5.0 −7.3
P-25a + T-300a +5.5
P-25a + T-300a (crossply) +5.4
P-100a −1.7 −4.0
P-120a −3.2 −5.5
P-100 (Na) −48 −50
P-100 (Br2) +43 +41
P-100 (Br2) + P-100 (Na) +82
P-120 (Na) −42 −44
P-120 (Br2) +38 +36
P-120 (Br2) + P-120 (Na) +74

aPristine (i.e., not intercalated).

T-300 is strongly n-type. A junction that comprises pris-
tine P-25 and pristine T-300 has a positive thermo-
couple sensitivity that is close to the difference in
the Seebeck coefficients (or the absolute thermoelectric
powers) of T-300 and P-25, whether the junction is
unidirectional or crossply. Pristine P-100 and pristine
P-120 are both slightly n-type. Intercalation with sodium
makes P-100 and P-120 strongly n-type. Intercalation
with bromine makes P-100 and P-120 strongly p-type.
A junction comprising bromine-intercalated P-100 and
sodium-intercalated P-100 has a positive thermocouple
sensitivity that is close to the sum of the magnitudes
of the absolute thermoelectric powers of the bromine-
intercalated P-100 and the sodium-intercalated P-100.
Similarly, a junction comprising bromine-intercalated
P-120 and sodium-intercalated P-120 has a positive ther-
mocouple sensitivity that is close to the sum of the magni-
tudes of the absolute thermoelectric powers of the bromine-
intercalated P-120 and the sodium-intercalated P-120.
Figure 22 shows the linear relationship of the measured
voltage with the temperature difference between hot
and cold points for the junction comprising bromine-
intercalated P-100 and sodium-intercalated P-100.

A junction comprising n-type and p-type partners has
a thermocouple sensitivity that is close to the sum of the
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Figure 22. Variation of the measured voltage with the temper-
ature difference between hot and cold points of the epoxy-matrix
composite junction comprised of bromine-intercalated P-100 and
sodium-intercalated P-100 carbon fibers.

magnitudes of the absolute thermoelectric powers of the
two partners because the electrons in the n-type partner,
as well as the holes in the p-type partner, move away from
the hot point toward the corresponding cold point. As a
result, the overall effect on the voltage difference between
the two cold ends is additive.

By using junctions comprising strongly n-type and
strongly p-type partners, a thermocouple sensitivity as
high as +82 µV/◦C was attained. Semiconductors are
known to exhibit much higher values of the Seebeck co-
efficient than metals, but the need to have thermocouples
in the form of long wires makes metals the main materi-
als for thermocouples. Intercalated carbon fibers exhibit
much higher values of the Seebeck coefficient than metals.
Yet, unlike semiconductors, their fiber form and fiber com-
posite form make them convenient for practical use as
thermocouples.

The thermocouple sensitivity of carbon-fiber epoxy-
matrix composite junctions is independent of the ex-
tent of curing and is the same for unidirectional and
crossply junctions. This is consistent with the fact that the
thermocouple effect hinges on the difference in the bulk
properties of the two partners and is not an interfacial
phenomenon. This behavior means that the interlaminar
interfaces in a fibrous composite serve as thermocouple
junctions in the same way, irrespective of the layup config-
uration of the dissimilar fibers in the laminate. Because a
structural composite typically has fibers in multiple direc-
tions, this behavior facilitates using a structural composite
as a thermocouple array.

It is important to note that the thermocouple junctions
do not require any bonding agent other than the epoxy,
which serves as the matrix of the composite and is not an
electrical contact medium (because it is not conductive).
Despite the presence of the epoxy matrix in the junction
area, direct contact occurs between a fraction of the fibers
of a lamina and a fraction of the fibers of the other lamina,
thus resulting in a conduction path in the direction per-
pendicular to the junction.

Polymer-Matrix Composites for Vibration Reduction

Polymer-matrix composites that contain continuous car-
bon fibers and exhibit both high damping capacity and
high stiffness have been attained by using interlayers in
the form of discontinuous 0.1 µm diameter carbon fila-
ments (140). The damping enhancement is due to the large
interfacial area between filaments and matrix. Viscoelas-
tic constrained interlayers, though common, degrade the
strength and modulus and become less effective as the
temperature increases (141). Surface treatment of the fil-
aments helps, at least in a thermoplastic matrix (141).
Other techniques for damping enhancement are matrix
modification (142,143), fiber coating (143), and filament
winding angle optimization (144).

CONCLUSION

Intrinsically smart structural composites for strain sens-
ing, damage sensing, temperature sensing, thermal
control, and vibration reduction are attractive for smart
structures. They include cement-matrix and polymer-
matrix composites, particularly cement-matrix composites
that contain short carbon fibers and polymer-matrix com-
posites that contain continuous carbon fibers. The elec-
trical conductivity of the fibers enables the dc electrical
resistivity of the composites to change in response to strain,
damage, or temperature, thereby allowing sensing. In ad-
dition, the conduction enables the Seebeck effect, which
is particularly large in cement-matrix composites that
contain short steel fibers and in polymer-matrix compos-
ites that contain intercalated, continuous, carbon fibers.
By using the interfaces in composites to enhance damp-
ing, cement-matrix and polymer-matrix composites that
have both enhanced damping capacity and increased stiff-
ness are obtained. By using composite interfaces, cement-
matrix composites that have increased specific heat for
thermal control are also obtained.
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INTRODUCTION

The definition of a composite material, loosely translated,
could point to any material having more than a single
phase such that the multiple phases act in a synergistic
manner to provide a behavior or set of behaviors more
desirable than exhibited singularly. By this definition, a
significant amount of creative space is available for sci-
entists and engineers alike to develop exciting new mate-
rials, structures, processes, and applications to meet the
demands dictated by the evolution of new technologies. As
this evolution progresses, the traditional distinction made
between the five classes of materials (i.e., metals, ceram-
ics, polymers, elastomers, and glasses) tends to fade. It is
here where many new possibilities arise to intelligently
process and “smear” these classes together to produce new,
smarter composite materials and engineering structures
that “think” and respond to stimuli. The paradigm for this
is by way of the tailorable structure-performance relation-
ships for composites based on interactions between con-
stituent materials, which may encompass any of the five
material classes.

ENGINEERING MATERIALS

The number of materials available to scientists and en-
gineers for translating ideas into usable products and
markets is vast, if not almost overwhelming. Current
estimations give a range somewhere on the order of be-
tween 40,000 and 80,000 engineering materials at our dis-
posal (1). As new materials are developed having novel
and exploitable characteristics (properties and responses),
the number of choices further expands. The appropriate
choice(s) of material(s) for design can be just as overwhelm-
ing as the number of materials available. How does one
appropriately choose from the vast menu? Through proper
rationalizations and design considerations, the search and
selection processes can be drastically minimized. Many of

the important product and market design considerations
are as follows: safety, strength, weight, cost, reliability,
life cycle, processing, wear resistance, corrosion resistance,
friction, lubrication, stiffness, flexibility, volume, shape,
styling, surface finish (appearance), control, maintenance,
utility, and liability.

An adequate methodology of materials selection for de-
sign cannot be addressed without considering the function,
material, process, and shape. The function, ultimately gov-
erned by material behavior, is confined by shape. Restric-
tions on the ability to achieve desired shapes are placed by
limitations in material processing. Considerations in shape
and geometry include both the micro- and macroscales. In-
ternal two-dimensional and three-dimensional structures
such as interleaves, cells, and honeycombs collectively
determine, to an extent, the external shape. In most ma-
terials, presence or absence of these structures also in-
fluences material behavior (response), ultimately leading
back to the desired function or set of functions. As illus-
trated by Fig. 1, the interactions between function, mate-
rial, process, and shape are bidirectional. At the center of
these interactions, an iterative design process utilizes the
processing, materials, and design optimization sciences in
forming an integrated system to arrive at a final product
and market.

Materials Evolution

Prior to 5000 BC, the engineering materials that defined
the peak of technology were natural composites, polymers,
ceramics, and glasses. Little metal was consumed and only
in the form of naturally occurring gold and silver. Between
5000 BC and AD 500 the increased consumption of copper,
bronze, and iron served to mark respective technological
ages. However, wood, skins, natural fibers, rubber, flint,
and pottery were still the primary sources for materials
usage. A perspective given by Ashby (1986) illustrates the
relative importance and evolution of advanced materials
for mechanical and civil engineering purposes (1).

It is evident from Fig. 2 that engineering steels did not
gain prominence until 1850, and from then to the mid-
1900s, steels and their alloys had been the preeminent ma-
terial sources for design. Nonmetal materials were rarely
thought of for use as structural materials, perhaps with the
exceptions being refractories and Portland cement. Even
so, their consumption compared to that of total material
consumption was small. Within the last 20 to 30 years
though, newly developed materials belonging to the other
classes (polymers and elastomers, ceramics, composites)
have surfaced due to their increasing technological impor-
tance. The growth rate of many of these materials is on
par with (if not exceeding) the growth rate enjoyed by steel
during the height of the Industrial Revolution.

Demand for New Materials

Several factors must be taken into account regarding the
choice of material substitution when designing a part. A
considerable driving force behind this is weight savings.
However, part functionality must be critically reviewed if
weight reduction is obtained through the substitution of a
lightweight material for a conventional one. For example,
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Figure 1. Bidirectional interactions be-
tween function, material, shape and pro-
cess (1).

Transmit loads, heat, store energy,
contain pressure, etc... at maximum
efficiency, safety or weight and cost.
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in a study of materials for ground transportation discussed
by Compton and Gjostein (2,3), substitution of a hypothet-
ical aluminum part of the same volume for a cast iron part
would result in a 63% weight savings. If equal load sharing
were maintained, then weight savings dropped from 63%
to 56%. A similar comparison made between mild steel and
high-strength steel revealed a weight savings of 18% where
structural strength was the main concern, though mild
steel is really no lighter than high strength steel by volume.
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Figure 2. Relative importance and evolution of civil and mechanical engineering materials (1).

For high-strength steel replacements using aluminum
or fiber-reinforced plastics (FRPs), savings in weight is
much smaller when equivalent tensile, compressive, and
bending stiffnesses are necessary. Additional to weight
savings, another technological aspect of functionality as
equally important pertains to the demand of elevated tem-
perature environments. In particular to the commercial
aircraft, military aircraft, and aerospace sectors, “skin”
temperatures from friction with air have risen 20 fold,
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from a modest 50◦C (120◦F), as exhibited by early 1900s
trainers, to in excess of 1000◦C (1800◦F), as exhibited
by the space shuttle. Many of the aircraft and aerospace
powerplant temperatures have risen by similar magni-
tudes. In both of these examples, the boundaries of func-
tionality were obviously broadened and more ingenuity
in the application and consolidation of materials was
required.

Bulk metals and metallic alloys possess high elastic
moduli and can be made extremely strong through vari-
ous heat-treating and mechanical processes. They also re-
main relatively ductile, permitting shaping operations by
deformation. However, they are the most susceptible mate-
rials to corrosion attack, and their ductility exposes them
to failure by fatigue.

Ceramics and some glasses have relatively high elastic
moduli, but unlike bulk and alloyed metallics, they are very
brittle. The strengths of structural ceramics and glasses
are statistically dependent on volume, consequently these
materials are termed “net shape” meaning little tolerance
is available for changes in geometry without manufactur-
ing an entirely new component. They do function very well
in hostile environments where temperatures, wear, and
corrosion are excessive, but brittle behavior tends to fos-
ter catastrophic failure from concentrated stresses.

Elastomeric and polymeric materials have elastic mod-
uli 40 to 50 times lower than metals, but they are as strong,
if not stronger than metals. They usually exhibit much
higher strain to failure and properties that are much more
dependent on temperature with a useful limit of 200◦C
(390◦F). Some thermosets and thermoplastics can extend
the limit by an additional 100◦C (200◦F), but this is typ-
ically accompanied by increased brittle behavior. There
are added benefits associated with processing and design-
ing with polymers in that additional surface finishing is
usually not necessary, resistance to corrosion is favorable,
more complicated shapes are easy to form, and large de-
flections foster component designs that are flexible yet ge-
ometrically stable.

Contrary to the other material classes, composites
tend to exhibit microscopic and macroscopic heterogeneity
and behave anisotropically. That is, composite mechani-
cal properties vary from point to point due to the intrin-
sic properties of the reinforcements and their orientations.
From the standpoint of design, predicting responses to ex-
ternal mechanical and thermal loads becomes more compli-
cated. With the exception of mainly thermosetting polymer
or nonpolymer matrices specifically tailored for elevated
temperature environments, composites are also of limited
use structurally above 250◦C (480◦F). Given this, compos-
ites do avoid some of the drawbacks associated with the
other material classes while necessarily combining the at-
tractive properties.

By incorporating various materials from principally
diverse classes into the synthetically derived compos-
ite materials, several essential characteristics may be
drawn upon: the corrosion resistance of polymers, the high
strength and ductility, the light weight and lower cost of
fabrication, the high temperature performance of ceram-
ics and the thermal-electrical conductivity of metals (3).
As shown by Fig. 3, there is merit in grouping materials
that show commonalities in properties and process.

Ceramic

GlassElastomer

Polymer

Composite

Metal

Figure 3. Commonality of composite material processing and
properties to the principal classes of engineering materials (1).

COMPOSITE MATERIALS

What are composite materials? If we adopt the general-
ity that a composite material is any material consisting of
some combination of two or more phases, then almost every
material in the universe that exists naturally or synthet-
ically may be referred to as a composite. This generality
leads to a very broad classification of materials that are
composites. For example, wood can be classified as a com-
posite, since its honeycomb microstructure consists of ar-
rays of fibers (cellulose) encompassed and held together
by a polymer matrix (lignin) as shown in Fig. 4. At the
macroscale, numerous combinations of the 60 native and
30 imported species of wood are possible for tailoring per-
formance to suit a particular need (4). In many cases, the
macroscale wood composites serve as excellent bulk engi-
neering materials (plywood, particle board, etc.).

Other, less-tailorable, natural composite materials and
biomaterials might also include bamboo, bone, and mus-
cular tissues. Bamboo, referred to as “nature’s own fiber-
glass,” has an aligned fibrillar structure and exhibits a
“broomed” fracture morphology similar to a failed glass
fiber composite (5). The microstructure of muscular tissues
is such that flexibility occurs along with a high degree of
strength. Fast- or slow-twitch fibers (collagen) are aligned
in the general directions of loading along the bone axes and
surrounded by a continuous matrix having lower stiffness,
thus allowing neighboring fibers to slide past one another.

Bulk engineering materials such as metal alloys and
plastics are traditionally not thought of as composite mate-
rials. However, on the microscale, these materials do lie
well within the bounds given by the previous generality.
Consider a heavily utilized bulk engineering material like
plain carbon, hypoeutectoid steel (up to 0.8% carbon). Al-
though the separable phases require some form of mi-
croscopy to resolve, they exist as fine dispersions that
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IC layer
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Figure 4. Lamellar composite structure of wood cell composed of
the primary wall cellulose fibers, a linear polymer in an irregular
network, and the 3-layer secondary wall: S1—crisscross network,
S2—spiral-type network, S3—irregular network. The matrix is
formed from the lignin and hemicellulose deposits.

act synergistically with temperature to control structural
behavior under equilibrium conditions. Upon cooling to
below 800◦C (1472◦F), pearlite forms, which is a lamel-
lar composite of the polyphases α+ carbide. The layers
of soft ductile alpha iron are interleaved with the lay-
ers of hard brittle iron carbide (cementite or Fe3C), yield-
ing a tough, strong steel. Similarly, an engineering plastic
like acrylonitrile-butadiene-styrene (ABS) is a prominent
copolymer with rubber particles finely dispersed within
the styrene-acrylonitrile (SAN) phase and, thus, is a mi-
croscale composite material. The acrylonitrile provides
surface hardness and heat resistance, while styrene con-
tributes to strength and butadiene improves toughness
and resistance to impact.

A succinct definition in the classical sense of what com-
posite materials are is a prerequisite to understanding the
structure-performance relationships that are possible and
benefiting from the ability to tailor material performance
through processing to suit end-use requirements. Essen-
tially, particulate and filamentary, namely fibrous, com-
posite materials may be viewed as selective arrangements
of hybrid materials of which their performance in struc-
tural and nonstructural applications is controlled through
calculated variations of internal compositions and archi-
tectures. More adequately defined, acceptable composites
possess the following characteristics (5):

� Consist of two or more physically distinct and
mechanically separable phases.

� Can be dispersed or mixed in a controlled manner to
achieve a desired behavior.

� Have properties that are necessarily superior to those
of the constituents and possibly unique.

Clearly, from the foregoing definition, differentiating bet-
ween the constituents (e.g., particulates, short fibers, and
continuous fibers), individual composite layers (laminae),
and laminated composite structures ultimately becomes a
matter of scale.

Fundamental to the treatment of composite material
and structure behaviors, it is often convenient to study
the material interactions in terms of three scales, namely
the microscale (fibers, matrices, fiber-matrix interface),
mesoscale (lamina architectures), and macroscale (geomet-
ric arrangement of laminae). At the macroscale, the lam-
inated composite and structural engineering or nonstruc-
tural components are often synonymous. What follows is
a review of composite principles and behaviors in terms of
the material interactions occurring at each of these scales,
beginning with the microscale interactions.

MICROSCALE BEHAVIOR

Fibers, Fillers, and Matrix

Composites are nominally a synergistic combination of two
phases, the reinforcing phase and the matrix phase, with
likely combinations of polymer matrix and polymer (e.g.,
epoxy-Kevlar), polymer matrix and ceramic (e.g., fiber-
glass), ceramic matrix and ceramic (e.g., Al2O3–SiC), or
metal matrix and ceramic (e.g., WC–Co). The matrix phase
is a continuous medium wherein the reinforcing phase is
uniformly dispersed. The majority of reinforcements are
in the form of either continuous aligned fibers or chopped
random fibers and dispersions or particles. Other, less fre-
quently used reinforcing materials include ribbons and
flakes. Reinforcements vary in cross-sectional shape, with
characteristic sizes ranging from circa 1.0 µm (3.94 × 10−2

mils) to 20.0 µm (0.78 mils). Since their diameters are
small, the fibers, ribbons, or particulates cannot form a
structure singularly unless bounded by a matrix that is
geometrically stable.

Composites are often categorized according to the form
of the reinforcements: dispersion-strengthened, particle-
reinforced, and fiber-reinforced. Dispersion-strengthened
composites have small particles dispersed in a matrix
which is the primary load-bearing constituent. Particle-
reinforced composites have larger particles incorporated
within the matrix and the load is shared equally be-
tween the particles and matrix. Fiber-reinforced compos-
ites have either continuous (perhaps practically continu-
ous) or chopped fibers incorporated in a matrix and the
fibers are the primary load-bearing constituent.

Several materials are common to each form of compos-
ite reinforcement. For fiber-reinforcements the available
selection of traditionally utilized materials includes
tungsten, titanium, aluminum, boron, carbon [graphite
from polyacylonitrile (PAN) precursors], aramid [Kevlar
(polyphenylene terepthalamide)], and glass (E, S, C, and
ECR grades) with compositions of SiO2, Al2O3, Fe2O3,
CaO, MgO, Na2O, K2O, BaO, and Ba2O3. For ribbon, flake,
and particle reinforcements, the available selection of
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Table 1. Selected Material Properties for Several Materials Commonly Used as Constituent Reinforcing Phases in MMCs,
CMCs, and PMCs

Reinforcing Material Units Tensile Modulus (E11) Tensile Strength (σ11) Units Density (ρ)

S. Steel GPa (Msi) 203.0 (29.4) 2.1 (0.31) kg/m3 (lb/ft3) 7900.0 (492.9)
Be GPa (Msi) 315.0 (45.7) 1.3 (0.19) kg/m3 (lb/ft3) 1800.0 (112.3)
Mo GPa (Msi) 343.0 (49.7) 2.1 (0.31) kg/m3 (lb/ft3) 10,300.0 (642.7)
W GPa (Msi) 350.0 (50.8) 3.9 (0.57) kg/m3 (lb/ft3) 19,300.0 (1,204.3)
β-Ti GPa (Msi) 119.0 (17.3) 2.3 (0.33) kg/m3 (lb/ft3) 4600.0 (287.0)
Al2O3 GPa (Msi) 470.0 (68.2) 2.0 (0.29) kg/m3 (lb/ft3) 3960.0 (247.1)
B GPa (Msi) 385.0 (55.8) 7.0 (1.02) kg/m3 (lb/ft3) 2600.0 (162.2)
BN GPa (Msi) 90.0 (13.05) 1.4 (0.20) kg/m3 (lb/ft3) 1900.0 (118.6)
Carbon (PAN-Type 2) GPa (Msi) 250.0 (36.3) 2.7 (0.39) kg/m3 (lb/ft3) 1750.0 (109.2)
Graphite GPa (Msi) 490.0 (71.1) 3.2 (0.46) kg/m3 (lb/ft3) 1900.0 (118.6)
Kevlar 49 GPa (Msi) 125.0 (18.1) 3.2 (0.46) kg/m3 (lb/ft3) 1450.0 (90.5)
S-glass GPa (Msi) 72.0 (10.4) 6.0 (0.87) kg/m3 (lb/ft3) 2500.0 (156.0)
E-glass GPa (Msi) 84.0 (12.2) 4.6 (0.67) kg/m3 (lb/ft3) 2550.0 (159.1)
SiC GPa (Msi) 380.0 (55.1) 2.8 (0.41) kg/m3 (lb/ft3) 2700.0 (168.5)
Si3N4 GPa (Msi) 380.0 (55.1) 1.0–10.0 (0.15–1.5) kg/m3 (lb/ft3) 3800.0 (237.1)

Sources: Data after Courtney (p. 224); Hull (5, p. 14).

materials includes glass, boron and graphite films, silicon
carbide, and mica and aluminum of boride. The list of
usable materials for selection of a constituent matrix
phase is vast, and composites are usually grouped into the
material classes in which the constituent matrix belongs.

Many polymer matrix composites (PMCs) incorporate
the following thermoplastic and thermoset polymers as
constituent matrices: polyethylenes (PE), polyurethanes
(PU), polyamides (PA-Nylon 6,6), polyether-etherketones
(PEEK), polycarbonates (PC), epoxies, polyesters, and
polyimides (PI), and bismaleimides (BMI). Ceramic ma-
trix composites (CMCs) may incorporate the following ad-
vanced structural ceramics as constituent matrices: sil-
ica oxides (SiO2), alumina (Al2O3), metallic carbides (W,
Ta, Hf, Zr, Mo, V, Ti, Cr), nonmetallic carbides (B, Si),
borides (Ta, V, Cr, W, Ti, C), metallic nitrides (Zr, Y, Mo, Ti,
Cr), and nonmetallic nitrides (Al, B, Si). For metal matrix
composites (MMCs), materials incorporated as constituent
matrices include titanium, copper, aluminum, and nickel.

Table 2. Selected Material Properties for Several Materials Commonly Used as Constituent Matrix Phases in MMCs,
CMCs, and PMCs

Matrix Material Units Tensile Modulus (E11) Tensile Strength (σ11) Units Density (ρ)

Al2O3 GPa (Msi) 470.0 (68.2) 2.0 (0.29) kg/m3 (lb/ft3) 3960.0 (247.1)
BN GPa (Msi) 90.0 (13.05) 1.4 (0.20) kg/m3 (lb/ft3) 1900.0 (118.6)
SiC GPa (Msi) 380.0 (55.1) 2.8 (0.41) kg/m3 (lb/ft3) 2700.0 (168.5)
Si3N4 GPa (Msi) 380.0 (55.1) 1.0–10.0 (0.15–1.5) kg/m3 (lb/ft3) 3800.0 (237.1)
Epoxy MPa (ksi) 4500.0 (652.7) 35.0–100.0 (5.1–14.5) kg/m3 (lb/ft3) 1250.0 (78.0)
Polyester MPa (ksi) 3250.0 (471.4) 40.0–90.0 (5.8–13.1) kg/m3 (lb/ft3) 1350.0 (84.2)
Nylon 66 MPa (ksi) 2100.0 (304.6) 60.0–75.0 (8.7–10.9) kg/m3 (lb/ft3) 1140.0 (71.1)
Polycarbonate MPa (ksi) 2300.0 (333.6) 45.0–70.0 (6.5–10.2) kg/m3 (lb/ft3) 1130.0 (70.5)
Polypropylene MPa (ksi) 1200.0 (174.0) 25.0–38.0 (3.6–5.5) kg/m3 (lb/ft3) 900.0 (56.2)
Polyethylene-HD MPa (ksi) 827.4 (120.0) 27.6 (4.0) kg/m3 (lb/ft3) 950.0 (59.3)
Urethane MPa (ksi) — 34.5 (5.0) kg/m3 (lb/ft3) 1200.0 (74.9)
Polyvinylchloride MPa (ksi) 2757.9 (400.0) 41.4 (6.0) kg/m3 (lb/ft3) 1400.0 (87.4)
Polyetheretherketone MPa (ksi) 3650.0 (529.4) 92.0 (13.3) kg/m3 (lb/ft3) 1320.0 (82.4)
ABS (Acrylonitrile- MPa (ksi) 2068.4 (300.0) 27.6–48.3 (4.0–7.0) kg/m3 (lb/ft3) 1060.0 (66.1)

butadiene-styrene)
Acrylic MPa (ksi) 2895.8 (420.0) 55.2 (8.0) kg/m3 (lb/ft3) 1190.0 (74.3)
Polyimide PMR-15 MPa (ksi) 4000.0 (580.2) 39.0 (5.7) kg/m3 (lb/ft3) 1350.0 (84.2)

Sources: Data after Flinn and Trojan, (4, pp. 560–573); Hull (5, pp. 29–33); NASA LeRC; DuPont AMS.

Specific material properties for some of the most common
reinforcing and matrix constituents are given in Tables 1
and 2, respectively.

Fiber-reinforced PMC’s are achieving widespread accep-
tance, particularly in the aerospace industry. Composites
based on polymer epoxy matrices currently account for
about 4% by weight of commercial aircraft and about 10%
of military aircraft with forecasts spanning the next decade
of 65% by weight (6). These composites possess a high
specific strength, stiffness, and very large endurance to
fatigue. The room temperature specific strengths of epoxy
PMCs are higher than aluminum, titanium alloys, and
some super alloys. The upper service temperature of these
materials is limited to approximately 150◦C (302◦F). In
many aerospace PMC applications such as aircraft skins
and engines, however, temperatures often exceed 200◦C
(392◦F) and could reach 427◦C (800◦F). The strength of
epoxy-based PMCs would begin to diminish far below these
temperatures, hence there is a growing demand for other
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candidate PMCs with much higher upper service temper-
ature capabilities.

PMCs consolidated with thermosetting polyimides such
as PMR (polymerization of monomer reactants), Avimid-R,
AMB-21 and VCAP-75 are replacing epoxies for elevated
temperature applications. PMR (e.g., PMR-15, PMR-II-50)
and the other aforementioned polyimide-based composites
have extremely good specific properties and are stable up
to temperatures approaching 360◦C (680◦F).

Some of the more common applications for advanced
PMR compositions include aeropropulsion system compo-
nents such as turbine engine thruster rings, reversers,
compressor casings, bearings, and external structural sur-
faces for supersonics. Materials used in these applications
must possess a good balance of mechanical properties over
a wide temperature range, withstand thermal shock and
experience a low percentage of weight loss (thermal-oxida-
tive stability, TOS) even after long-term exposure (60,000
h) at or near upper service temperatures. To maintain suf-
ficient mechanical properties, the polymer glass transition
temperature (Tg) must be at least 25◦C (77◦F) higher than
its intended use temperature. Currently, the PMR compo-
sitions are limited for use in applications operating in the
200 to 300◦C (392 to 572◦F) temperature range (7).

Fiber-Matrix Interface

In any composite system where one phase is completely dis-
persed within another phase, continuity between phases is
extremely important. When a continuum does not exist, the
benefits associated with the combination of phases may not
be fully realized. In fiber-reinforced and many particulate-
reinforced systems, the matrix acts as a “conduit” for trans-
porting load and sharing stresses equally within the rein-
forcing phase. Whether or not an equivalent distribution
occurs or concentrations arise becomes highly dependent
on the structure and properties of the interphase, namely
the fiber-matrix interface (particulate is referred to as a
fiber from this point on).

The interface acts as the medium by which stresses in
the matrix are transported to the fiber, or alternatively,
the significant differences between the elastic properties
of the fibers and the matrix are communicated through the
interface (5). How efficiently this communication occurs
is governed primarily by the degree of bonding that takes
place between the fibers and the matrix. Fiber pullout
may result if the interfacial bonding is poor and if the
interfacial bonding is too good, then energy absorption
subsequent to the debonding process will be insufficient.

Ideally, debonding of the fiber-matrix interface should
follow fracturing of the matrix (8). The nature and effi-
ciency of bonding between a fiber and matrix will be depen-
dent on the molecular conformation and chemistry of both
constituents. Even though the interface is specific to each
fiber-matrix system, insight can be given toward the ori-
gins of bond strength by way of the principal mechanisms
governing adhesion, chiefly wetting, interdiffusion, electro-
statics, chemical bonding and mechanical interlocking.

Contact and Wetting. Central to the study and applica-
tion of adhesion wetting mechanisms, the Dupre equation

defines the work of adhesion in terms of the respective sur-
face energies of two materials in intimate contact and is
given by

WA = γ1 + γ2 − γ12,

where WA is the work of adhesion, γ1 is the surface energy
of material 1, γ2 is the surface energy of material 2, and
γ12 is the interfacial energy, that is, the energy necessary
to create a unit area of interface (9). The surface energy
γ of a material is highly dependent on the magnitude of
intermolecular forces and can be defined as

γ = πn2 A
32r2

0

,

where A is a constant which scales the attractive interac-
tions, n is the surface molecular density on either side of
the interface, and r0 is the equilibrium distance between
the mating surfaces near intimate contact. For fiber-matrix
interactions, it is also useful to consider the relationship
between the stiffness of the material and its surface en-
ergy in terms of the isothermal Young’s modulus:

E = 32γ

r0
.

The isothermal Young’s modulus E of a material may
also be expressed by the following relationship:

E = r0

(
∂φL−J(r)

∂r

)
T,r=r0

,

where φL−J represents the potential energy according to
Lennard-Jones proposed interactions between atoms and
molecules. While the work of adhesion WA can be regarded
as a thermodynamic parameter that describes the work
necessary for two mutual surfaces to remain in intimate
contact, the work of cohesion WCOH may be regarded as
the work required to create two new surfaces of the same
material as in the case of crack origination. If a monolithic
material is broken such that the separated materials are
completely nonenergy dissipating nor absorbing (perfectly
brittle), then the work of cohesion is simply 2γ .

One might now discern that cohesion is adhesion with
consideration for the respective materials in contact and
their interfacial energy existing prior to a separation. By
extending the concept of surface energies further, the wet-
ting adhesion mechanism can be understood in terms of
the Dupre equation and the Young equation. The Young
equation relates the physical occurrence of a liquid drop
on a solid surface. It states that

γLV cos θ = γSV − γSL,

where γij are the appropriate interfacial tensions between
the liquid L, solid S, and vapor V and θ is the contact angle
as shown in Fig. 5. The solid–vapor interfacial energy is not
the true surface-free energy of the solid, but it is related
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Figure 5. Schematic of contact angle representation where a liq-
uid drop is perfectly placed on a smooth, rigid solid. The contact
angle θ is measured at A: the three points between the liquid, the
solid, and the vapor.

by the following equation:

γSV = γS − πe.

Here γS is the true surface free energy and πe is referred
to as the equilibrium spreading pressure, a measure of re-
leased energy through adsorption of the vapor onto the
solid surface. If combined, the Dupre equation with the
Young equation yield a simple expression (Dupre-Young)
that relates a thermodynamic parameter to two readily
determined quantities:

WA = γLV(1 + cos θ ).

Knowing the liquid–vapor interfacial tension and the
contact angle, the work of adhesion is easily calculated. In
considering the wetting of a fiber by a matrix, only liquids
with γLV less than the critical surface tension of wetting
will spontaneously spread on the fiber. For example, epoxy
has a surface energy of .042 J m−2(0.100 × 10−1 cal in−2),
glass a surface energy of 0.560 J m−2 (1.337 × 10−1

cal in−2), and graphite a surface energy of 0.077 J m−2

(0.184 × 10−1 cal in−2). Although epoxy will wet both glass
and graphite, the glass will wet more readily due to a much
lower contact angle between the epoxy and glass. When
fibers are considered for use with matrices having a greater
surface energy, coatings and sizings are often introduced
via polymers with lower energies to promote better wetting
and adhesion characteristics.

Interdiffusion. The mechanism of adhesion by interdif-
fusion is thought to occur when the two surfaces that are
brought into intimate contact are at least partially solu-
ble in one another. If we adopt the philosophy that “like
dissolves like,” then only a limited number of adhesive ex-
amples are applicable to a mechanism of adhesion by in-
terdiffusion, unless coatings are used that are very similar
as in some fiber-reinforced composite applications. In any
case, diffusive bonding implies that an interphase forms
between two materials that is a mixture of both materials
as shown in Fig. 6. The extent to which the interphase is
equally apportioned and continuous between the two ma-
terials depends on the solubility parameter criterion, de-
fined as

δ =
√

ECOH

V
,

where V is the molar volume and the cohesive energy ECOH,
in this case, is the energy required to separate all of the

Mixture of A and B

Material A

Material B

Figure 6. Schematic of diffusive bonding showing that material A
and material B are at least partially soluble in each other, result-
ing in formation of an interphase mixture of both A and B.

atoms or molecules in a material an infinite distance (9).
In terms of the enthalpy of vaporization �Hvap, the gas
constant R, and the absolute temperature T, the cohesive
energy is given by the following relationship:

ECOH = �Hvap − RT.

This equation implies that the extent of energy of cohe-
sion is indicated by the energy required for vaporization.
Spontaneous formation of a solution is dependent upon the
magnitude and sign of the Gibbs free energy of mixing:

�Gmix = �Hmix − T�Smix.

Polymer materials are limited to a few states that exist
because of their high molecular weight. Therefore the en-
tropy change �S is small and the enthalpy change �H is ei-
ther zero or positive, meaning that dissolution and mixing
between polymers is not likely. Complete interphase forma-
tion requires a larger entropy change leading to a negative
Gibbs free energy of mixing. Perfect adhesion by diffusion
requires two materials that are completely soluble in one
another, giving the most negative value for change in en-
thalpy of mixing which would be zero. In polymer materi-
als, autohesion (interdiffusion) may be assisted by the ad-
dition of plasticising agents or solvents ultimately affecting
the degree of molecular entanglement and bond strength.

Electrostatic Interactions. Adhesion by electrostatic
interaction appears to be an unlikely contributor to di-
rect bond strength in composite materials. However, this
mechanism of adhesion provides a reasonable justification
for acid–base interactions and the use of coupling agents.
In theory, it can be stated that surfaces that are basic
are electropositive in character, whereas surfaces that are
acidic are electronegative in character. Accordingly, there
should be some strength of attraction between these two
surfaces, with the greatest adhesion by electrostatic inter-
action occurring when one material is the most basic while
the other material is the most acidic. Coupling agents such
as silane can be introduced to couple an organic phase with
an inorganic phase. These agents possess chemical func-
tions that are twofold: they are reactive with both the inor-
ganic and organic phases. Fiberglass utilizes such coupling
agents to protect the glass fiber–matrix interface against
attack by moisture and subsequent debonding. A mono-
layer is formed between the glass fiber and styrenated
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polyester that bonds covalently, and it is here where the
electrostatic interactions are most relevant and may lead
to adhesion by chemical bonding mechanisms.

Chemical Bonding. The chemical bonding mechanism of-
fers a solid explanation for using coupling agents on glass
fibers and for the bond strength between carbon fibers and
polymer matrices (5). Covalent bonding at interfaces is de-
sirable because of kinetics limitations in the presence of
water. That is, adhesion due to primarily covalent bonding
mechanisms offers resistance to debonding at the fiber–
matrix interface when exposed to moisture, since water
must first hydrolyze the bonds. When a chemical bond is
formed between compatible chemical groups on the fiber
surface and matrix, the bond strength will depend highly
on the number of bonds as well as the types. The energy
required to separate the two materials at their interface
will need to be greater than the covalent bond energy. The
bond energy is attributable not only to the activity of the
chemical groups but also to the surface area, since a larger
area can provide a greater number of chemical bond sites.

The silane coupling agents R–SiX3 added to the sur-
face of glass fibers ensure good wetting of the fibers in the
presence of a hydrated water layer, which tends to greatly
reduce the glass fiber surface energy. These agents also
provide a strong chemical link between the glass surface
oxides and the polymer matrix, leading to a strong, water-
resistant bond. Strong bonds between carbon fibers and
matrices occur due to the highly reactive surface structure
and large surface area (a large surface microroughness) of
carbon fibers. If the carbon fiber surface is treated in ther-
mal and acidic environments, ranges of functional groups
can be produced that bond directly with unsaturated ma-
trix groups and unsaturated thermoplastic matrix groups.

Mechanical Interlocking. Adhesion by the mechanism of
mechanical interlocking is possible, provided that a suffi-
cient surface roughness exists in conjunction with a high
degree of wetting. The higher the surface wetting, the
more likely the matrix is to conform with the existing
fiber surface topography. The lower the surface wetting,
the more likely the matrix is to fill interstices lending a
smooth surface and little adhesion by mechanical inter-
locking. The existence of sharply transitioning topography
does two things to promote adhesive strength between ma-
terials: roughness increases the effective area of contact,
and developing cracks are forced to propagate along a tor-
tuous path. Whether or not the matrix fills the pores and
smooths topography can be described by Poiseuille’s law,
which states that

x
(

dx
dt

)
= r2 P

8η
,

where x is the distance of pore penetration by the matrix,
t is time, r is the pore radius, P is the capillary pressure,
and η is the polymer viscosity. The capillary pressure can
also be related to the liquid–vapor interfacial energy and
the wetting contact angle in terms of the pore radius by

the following relationship:

P = 2γLV cos θ

r
.

MESOSCALE BEHAVIOR

In composites, the reinforcing constituent materials
(fibers) take up nearly all of the applied load as previously
outlined. Since the reinforcements cannot support a load
directly, the matrix must act as a conduit for transferring
the load to the reinforcements. The overall response of in-
dividual composite laminae is influenced by the strengths
and stiffnesses of the constituent materials. At the micro-
and mesoscales, the transfer of load, and elastic and failure
behaviors of composites involve many factors besides the
constituent material properties. Generally speaking, the
primary factors that influence lamina behavior are (10):

� The properties of the constituent reinforcement and
matrix materials.

� The properties of the interphase bonding the con-
stituent materials (previous section).

� The volume fractions of the constituent materials.
� The geometry of packing (aligned, random, textile,

etc.).
� The cross-sectional shapes and aspect ratios of the

reinforcements.

A single composite lamina may have mesoscale prop-
erties and exhibit behavior that are far removed from the
properties and behavior of the constituents. For example,
the constituents can be isotropic while the lamina exhibits
orthotropy of strength and modulus. As a result compos-
ite mechanical behavior is often categorized as being ei-
ther fully isotropic or plane orthotropic with transverse
anisotropy. That is, the properties are considered to ex-
hibit orthotropic behavior in the principal reinforcing plane
and to be equivalent in planes transverse to the reinforc-
ing plane. Because of their complexity, they are usually
never considered to be fully anisotropic as 21 constants are
required to completely describe fully anisotropic, elastic
behavior. The number of possible composite architectures
(classes), with textile classes defined to a large extent by
NASA Langley Research Center’s (LaRC) Advanced Com-
posites Program (ACT), fall into one of the categories and
are presented in Fig. 7 (11).

When evaluating orthotropic composite behavior, it is
useful to establish a coordinate system relative to a Carte-
sian or polar coordinate system and coincident to the re-
inforcing direction. This principal material coordinate sys-
tem (1–2–3) serves to establish the nine elastic constants
that apply for orthotropic behavior, namely the longitudi-
nal tensile modulus, the shear modulus, and Poisson’s ra-
tio (E11, G12, ν12) and the transverse tensile moduli, shear
moduli, and Poisson’s ratios (E22, E33, G13, G23, ν13, ν23).
However, by assuming orthotropic symmetry, one can re-
duce the number of effective elastic constants required to
describe orthotropic behavior from nine to five as shown
in Fig. 8 for a unidirectional (UD) composite lamina. This
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Figure 7. Possible fiber and textile composite architectures (classes) for general and advanced
structural high-performance use categorized, in large part, by NASA LaRC’s ACT program estab-
lished in 1989.

leads to the following relations:

E22 = E33, v12 = v13,

G23 = E22(or E33)
2(1 + v23)

, G12 = G13.

Continuous Fiber Reinforcement

The elastic behavior of a composite lamina having conti-
nuous fiber reinforcements is evaluated on the basis of the
constituent material properties and their associated vol-
ume fractions. In a continuous fiber, UD composite lamina
(Fig. 8), all fibers are assumed to be aligned in parallel and
extend to the boundaries of the matrix. For the purposes
of theoretical analysis, the fibers are considered to be ar-
ranged in an ideal square or hexagonal array (analogous
to the Kepler conjecture) giving a fiber volume fraction Vf

according to

Vf = 0.25π

(
r
R

)2

: square, Vf = 0.29π

(
r
R

)2

: hexagonal,

where 2R is the center-to-center fiber spacing and 2r is
the fiber diameter. In practice, however, the fiber volume
fraction is usually determined by ASTM standardized acid
digestion techniques or image analysis using some form of
microscopy.

On the premise of linear elasticity, when a load is
applied parallel to the lamina fibers, the strain experi-
enced by both the fibers and matrix is the same (isostrain
condition). Since the fiber stress is σf = Efε1 and the matrix

stress is σm = Emε1, it follows that the fiber stress is greater
in the fibers than in the matrix (Ef > Em). If we assume
that a total load Pc is applied and the bonding between
constituents is continuous, then Pc = Pf + Pm, where the
subscripts c, f, and m denote the composite, fiber, and ma-
trix, respectively. Knowing that the strain in the composite
is the same as the strain in the fibers and matrix, and the
stresses are a function of the applied load and area frac-
tions, the isostrain condition can be explained by

σc

εc
= σf

εf
(Vf) + σm

εm
(Vm).

Upon substitution of the definitions for the fiber and ma-
trix tensile moduli in this equation, the traditional “rule of
mixtures” equation based on an isostrain loading condition
is defined:

E11 = E‖ = EfVf + Em(Vm or (1 − Vf)).

Loads applied to the composite lamina that are perpen-
dicular or transverse to the fiber direction follow a similar
derivation, but the loading is referred to as an isostress
condition (see Fig. 9 for isostrain vs. isostress). Under the
isostress assumption, the stresses are assumed to be the
same in the lamina, fibers, and matrix. However the strains
become a function of the area fractions of fibers and matrix
to that of the total composite. It follows that the isostress
condition can be explained by

εc = σ2

Em
(Vm) + σ2

Ef
(Vf).
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Figure 8. Representation of the principal material coordinate
system in a UD composite lamina exhibiting orthotropic symmetry
and the effective elastic constants derived from the basic loading
schemes.

Upon substitution of the definition for stress (Hooke’s law)
in the preceding equation, a more traditional equation for
the transverse tensile composite modulus is defined:

E22 = E1 = Ef Em

Ef (1 − Vf) + EmVf
.

Composite lamina elastic properties derived on the ba-
sis of the isostress loading condition provide only marginal
agreement with actual results. The isostress derivation
does not take into account the effects of the Poisson con-
traction. Therefore other mesomechanics approaches are
necessary for evaluating lamina elastic constants from con-
stituent materials that exhibit highly anisotropic elastic
behavior.

According to more realistic assumptions that account
for the Poisson contraction and nonuniform stress distri-
butions due to strain magnification between neighboring
fibers, additional solutions obtained from elasticity theory
and finite element analysis have been offered for predicting
transverse and longitudinal elastic properties. One such
set of solutions that are generally more applicable are the
Halpin-Tsai equations (12). These equations can be written
in the general form as:

( �)c

( �)m
= 1 + ξηVf

1 − ψηVf
,

Em

Ef

Em

Ef

C
om

po
si

te
 m

od
ul

us

0.0 0.2 0.4 0.6 0.8 1.0

Fiber volume fraction

IsostressIsostrain

Gap decreases as
modulus
ratio Ef/Em→1

Figure 9. Schematic of isostrain versus isostress loading for a
composite material, indicating that less fiber is required according
to isostrain assumption for yielding the same elastic modulus. The
isostress assumption approaches the isostrain assumption as the
ratio of elastic constituent moduli Ef/Em = 1.

where ( �) is the elastic constant, ξ depends on the charac-
teristics of the reinforcing phase such as fiber aspect ratio,
packing geometry, shape, and loading conditions, and ψ is
a factor that accounts for the maximum packing possible.
The other factor η is given by

η = r − 1
r + ξ

, r = ( �)f

( �)m
.

When the factor ψ is properly evaluated for maximum
packing fraction, the general form of the Halpin-Tsai equa-
tions for UD lamina elastic properties can be given in ex-
panded notation as

E11 = E‖ = EfVf + Em(1 − Vf),

ν12 = ν‖+ = νfVf + νm(1 − Vf),

M
Mm

= (1 + ξηVf)
(1 − ηVf)

, η = (Mf/Mm) − 1
(Mf/Mm) + ξ

,

in which M is the elastic modulus of interest, E22, G12,
or ν23; Mf the constituent reinforcing fiber modulus Ef, Gf,
νf; and Mm the constituent matrix modulus Em, Gm, νm.
The reinforcement factor ξ is determined empirically by
curve-fitting the experimental results. When ξ → ∞, the
Halpin-Tsai formulas lead to the classical rule-of-mixtures
relation, and when ξ → 0, the Halpin-Tsai formulas lead
to the inverse form of the rule-of-mixtures:

( �)c = Vf ( �)f + (
1 − Vf

)
( �)m ,

1
( �)c

= Vf

( �)f
+

(
1 − Vf

)
( �)m

.

For reinforcing fibers such as carbon or Kevlar, which ex-
hibit anisotropic behavior but are considered transversely
isotropic, the following expressions from Chamis (13)
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describe the elastic properties of a UD lamina composed
of anisotropic fibers in an isotropic matrix:

E11 = E1fVf + EmVm, E22 = E33 = Em

1 − Vf
[
1 − (Em/E2f)

] ,

G12 = G13 = Gm

1 − Vf
[
1 − (Gm/G12f)

] ,

G23 = Gm

1 − Vf
[
1 − (Gm/G23f)

] ,

ν12 = ν13 = ν12fVf + νmVm,

ν23 = E22

2G23
− 1,

where the subscripts f, m, i j f and i jm(i, j = 1, 2) denote the
elastic properties of the reinforcing fibers and matrix.

Composite cylinder assemblage (CCA) theory also pro-
vides simple, closed-form analytical solutions for the ef-
fective composite moduli and the fiber and matrix are
also considered to be transversely isotropic (14–16). CCA
yields close-bounded solutions for the transverse tensile
and shear moduli and models the composite as an assem-
blage of long, circular fibers surrounded by concentric ma-
trix shells.

The dependence of the effective elastic moduli on fiber
volume fraction is presented in Fig. 10 and 11 for two
different composite systems, a E-glass-epoxy composite
lamina and a carbon-epoxy lamina. It is apparent from
the results that packing densities and constituent mate-
rial elastic behaviors can readily be used as parameters
in the design of composite materials when tailoring the
performance characteristics.

Textile Architectures. Many of the woven, braided, and
stitched fabric-reinforced (textile) composite laminae also

X1 (Fiber direction)

X2
(Transverse direction)

X3 (Thickness direction)
25 7

6

5

4

3

2

1

0

20

15

10

5

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fiber volume fraction

E11 E22 ratios G12 ratio

E11/Em
E22/Em

G12/Gm

Figure 10. Effect of fiber volume fraction (packing density) on
the effective elastic modulus ratios for a E-glass-epoxy composite
system (solution of Halpin-Tsai). Constituent properties: E11f =
E22f = 72.0 GPa (10.4 Msi), G12f = 27.7 GPa (4.02 Msi), ν12f =
0.30, E11m = E22m = 3.5GPa (0.51Msi), G12m = 1.3 GPa(0.19Msi),
ν12m = 0.35.
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Figure 11. Effect of fiber volume fraction (packing density)
on the effective elastic modulus ratios for a carbon-epoxy
composite system (solution of Chamis). Constituent prop-
erties: E11f = 230.0GPa(33.4Msi), E22f = 40.0GPa(5.8Msi), G12f =
24.0GPa(3.48 Msi), G23f = 14.3 GPa(2.07 Msi), ν12f = 0.30, E11m =
E22m = 3.5 GPa(0.51 Msi), G12m = 1.3 GPa(0.19 Msi), ν12m = 0.35.

fall under the umbrella of continuous fiber reinforcements.
However, nearly all of the textile architectures are not
aligned within the reinforcing plane. These fiber architec-
tures provide reinforcement in two or three directions, with
the disadvantage of having somewhat lower in-plane stiff-
nesses due to the textile geometries. Textile reinforcing
phases do afford better shaping capabilities over curved
surfaces (drape) and the possibility for through-thickness
reinforcement as with three-dimensional architectures.

In contrast to aligned fiber, UD laminae, textile rein-
forcements consist of many filaments grouped together to
act as primary braiders, weavers, and fillers (warp and
weft tows). Fiber bundling influences not only the pack-
ing arrangement and density but also the cross-sectional
shapes and aspect ratios. Such variations in these factors
combined with different textile architectures require alter-
nate methods to evaluate the mechanical response of the
composites. For example, consider the eight harness satin
(8HS) weave architecture shown in Fig. 12. The bundled fil-
amentary tow cross-sectional shapes are biconvex (lentic-
ular); that is, thickness variation exists. Additionally, the
warp tows interlace at every eighth mutually orthogonal
weft or fill tow (hence, 8HS). The periodic interlacings and
orthogonal tows permit shapability, but increase the in-
plane compliances. Because of these factors and others, it is
necessary to evaluate the effective composite properties on
the basis of transformed reduced stiffnesses and through-
thickness homogenization schemes that smear thickness
properties into an effective continuum.

The complete evaluation of elastic and thermoelas-
tic behavior of woven and braided composite materials
is involved and beyond the scope of this review. (How-
ever, the reader is encouraged to study references 17 to
23 for thorough analytical and numerical treatments on
the subjects of textile composite elastic and nonlinear
behaviors).
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Figure 12. Unit cell of an 8-harness satin (8HS) woven reinforc-
ing architecture consisting of weaver (warp) tows interlaced with
filler (weft) tows. Maximum width of the filamentary bundles is
given by a and the cross-sectional shape is lenticular.

Randomly Oriented Fiber Reinforcement

Continuous Fibers. As with laminae constructed using
continuously aligned fibers, a lamina may also be made by
impregnating a polymer matrix into continuous and dis-
continuous fiber mats having fibers at various orientations.
For the case of continuous fibers, lamina elastic properties
can be considered isotropic in plane so long as a uniform
probability exists over the entire range of fiber angles from
−π /2 to + π /2. Neglecting fiber end effects, it is only nec-
essary to determine the average composite longitudinal
tensile and shear moduli. Akasaka derived the following
expressions for the averaged effective elastic constants of
composites based on randomly oriented, continuous fibers
(24):

Ec =
[

E11 + E22 + 2ν12 E22

1 − ν12ν21

]

×
[

E11 + E22 − 2ν12 E22 + 4(1 − ν12ν21)G12

3(E11 + E22) + 2ν12 E22 + 4(1 − ν12ν21)G12

]
,

Gc =
[

E11 + E22 − 2ν12 E22

8(1 − ν12ν21)

]
+ 1

2
G12;

νc = Ec

2Gc
− 1.

A simpler approach that produces similar results can
be used the above equations for random fiber orientation
in two dimensions:

Ec = 3
8

E11 + 5
8

E22,

Gc = 1
8

E11 + 1
4

E22,

where E11 and E22 are the longitudinal and transverse ten-
sile moduli along and across the fibers in a UD compos-
ite having the same fiber volume fraction. These two ap-
proaches are equivalent to assuming that there is an equal

probability of fiber angles (θ ) ranging from 0 to 360◦ in a
composite such that the averaged equivalent longitudinal
tensile modulus can be obtained by integrating the expres-
sion E = 2π

∫
E(θ ) dθ over the range from 0 to +π/2. The

orientation dependence of the tensile modulus E(θ ) of a UD
lamina with the same fiber volume fraction is expressed as

E(θ ) =
[

1
E11

cos4 θ +
(

1
G12

− 2ν12

E11

)
cos2 θ sin2

θ

+ 1
E22

sin4
θ

]−1

.

These sets of equations infer the possibility of tailor-
making composite laminae with fiber distributions known
a priori so that mechanical, thermal, and other physical
properties can meet the specified requirements of a given
design.

Discontinuous Fibers. Behavior of composite laminae
made from randomly oriented, discontinuous (chopped)
fibers present a more complex problem in so far as evaluat-
ing mechanical response because of the existence of fiber-
end effects. The assumption of isostrain does not hold as
with continuous fiber systems because the strain transfer
from the fiber-end–matrix interface is not the same as the
transfer borne by continuous fibers along their length. Un-
der an applied tensile force, the matrix displaces relative
to the fiber along the fiber–matrix interface resulting in in-
terfacial shear stress. The relative displacement is zero at
the fiber midpoint and maximum at either end of fiber ter-
mination. The relationship between the fiber tensile and
shear stress is (d/dx)σx = (4τm/df), and the variation with
distance along the fiber is shown for the case of elastic ten-
sile deformation in Fig. 13.

The load transfer from the matrix to the fiber occurs
over a given length of fiber called the critical length (lc) that
is just enough to allow for complete transfer. This critical
length is such that complete transfer takes place without
fiber breakage or matrix failure and is defined as:

lc = df

(
Efεm

2τym

)
,

where the subscripts f, m, and ym denote the fiber, matrix,
and yield of matrix, respectively. The critical aspect ratio
of fiber length-to-fiber diameter (lc/df) increases with com-
posite stress and strain according to the previous equation.
If we define longer fibers to be l > lc and shorter fibers to
be l < lc, then the shorter fiber, composite effective longi-
tudinal tensile, and shear elastic moduli become

Ec = 1
3

Vf Ef

(
1 − lc

2l

)
+ (1 − Vf)Em,

Gc = 1
8

Vf Ef

(
1 − lc

2l

)
+ (1 − Vf)Em,

for the two-dimensional consideration. For random orien-
tations of longer fibers in two-dimensions, the composite
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Figure 13. The tensile load transfer process by interfacial shear
and the resulting variation of tensile and shear stresses along the
length of a discontinuous fiber.

effective moduli are given by

Ec = 1
3

Vf Ef

(
l

2lc

)
+ (1 − Vf)Em,

Gc = 1
8

Vf Ef

(
l

2lc

)
+ (1 − Vf)Em.

Particulate Reinforcement

Composite materials based on particle reinforcements usu-
ally contain fillers that are spherical. It is reasonable
to consider these composites as mesoscopically isotropic.
Therefore only two effective elastic properties are neces-
sary to fully describe composite elastic behavior. In eval-
uating these elastic properties, the modified Halpin-Tsai
solution set is applicable:

( �)c

( �)m
= 1 + ξηVf

1 − ψηVf
, η = r − 1

r + ξ

r = ( �)f

( �)m
, ξ = 7 − νm

8 − 10νm

ψ = 1.

Again, ( �) is the elastic constant of interest, ξ depends on
the characteristics of the reinforcing phase such as filler

aspect ratio, packing geometry, shape, and loading condi-
tions, and ψ is a factor that accounts for the maximum
packing possible. For particle reinforcement, the filler and
matrix are both assumed to be isotropic and the packing
factor is taken as 1.

Statistics and Strength Theories

Up to this point, the assumption was that stress-induced
fiber failure would occur at the same level for all fibers
within a composite lamina, suggesting that a simple
rule-of-mixtures (ROM) approach would give a sufficient
first-order approximation to composite longitudinal tensile
strength according to

σ11 = Efε11Vf + Emε11(1 − Vf).

In practice, the stress levels reached to cause fiber failure
will vary from point to point because of the various distri-
butions of inherent flaws that exist within the constituent
matrix and on the surface of the reinforcing fibers as well
as the distributions of fiber lengths. For a given tensile
stress, weaker fibers within a group may fail, giving rise to
perturbations in the local stress fields near the fiber termi-
nation and resulting in the high interfacial shear stresses
as previously discussed in regard to discontinuous fiber re-
inforcements. The interfacial shear stresses transfer the
load across the interfaces and may introduce stress con-
centrations into adjacent, unbroken fibers.

Several possible failure events may arise due to the
stress distribution at each broken fiber end. If the interfa-
cial bond strength is weak, separation of the matrix and
fiber at the termination will rapidly advance along the
fiber–matrix interface. If the interfacial bonding is strong
or the matrix is a soft ductile material, shear stresses are
redistributed and fibers may fail before the surrounding
matrix fails completely. Progression of undesirable modes
of failure results in the development of damage zones (see
Fig. 14), eventually leading to a strength reduction such
that the composite strength is no greater than that of the
weakest fiber or “link.”

Prior to composite material failure, increased loading
produces a statistical accumulation of dispersed damage
zones until a sufficient number interact to provide a weak-
ened surface. At the point of failure, the weakened surface
becomes quite large in comparison to the undamaged ma-
terial and the composite can no longer support additional
tensile loading.

The experimentally measured tensile strengths of brit-
tle fibers are subject to significant amounts of scatter that
can be described by the Weibull distribution function. A
schematic illustration of this is given in Fig. 15, where the
fraction of fibers of uniform length that fail are plotted
against the given failure stress. The Weibull cumulative
probability distribution function G(σ ) represents the prob-
ability of fiber and fiber bundle fracture at a stress level
that is equal to or less than σ , and it is given by

G(σ ) = 1 −
[
1 −

(
σ − σI

σo

)m]ω

,

where σo is the difference between the upper strength limit
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(a)

(d)

(b) (c)

Figure 14. Schematic of the evolution of tensile fiber damage in
aligned fiber composites: (a) fiber break with interfacial debond-
ing, (b) fiber break expanding matrix crack, (c) matrix crack with
fiber bridging, and (d) a compilation of a, b, and c resulting in a
damage zone.
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Fracture stress, σ →
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(σ
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Figure 15. Weibull cumulative probability distribution function
G(σ ) describing variations in fiber strength: (1) Fibers do not ex-
hibit a wide variability in fracture strength between 0 and 1, where
0.5 is the occurrence of tensile failure in 50% of fibers, and (2) a
wide variation exists and is statistically described by a standard
deviation as indicated with vertical lines.

σu and the lower strength limit σl, ω is a function of the
test sample aspect ratio and m depends on the amount of
scatter. The exponent m is approximately 1.2σ/s, where
σ/s is the inverse of the coefficient of variation given by

σ

s
=

(∑N
i=1 σi

N

) 
[∑N

i=1(σi − σ )2

N

]1/2

 .

Below the lower strength limit, all fibers undergo the
same amount of elongation and remain unbroken. As the
lower strength limit is exceeded, the weakest fibers (those
containing internal flaws leading to reduced effective cross
sections) break in succession, and the load must be trans-
ferred to the surviving fibers. Complete fracture of the bun-
dle occurs when the upper strength limit is reached.

Several tensile dominated failure modes adopted to con-
sider the fiber-and-fiber bundle failure processes when
they are bound by a matrix include the weakest link fail-
ure mode, cumulative weakening failure mode, fiber break
propagation failure mode, and cumulative group failure
mode. The weakest link failure mode associates catas-
trophic failure with the occurrence of a single or isolated
small number of independent fiber breaks. Realistically,
this mode of failure is an unlikely characterization because
the stress level at which weakest link events occur would
not be sufficient enough to invoke composite material
failure.

The cumulative weakening failure mode is necessarily
an extension of the weakest link failure mode. Within char-
acterization of this mode, a fiber fracture site inhibits re-
distribution of stress near the site. As more sites develop
along a fiber, they tend to have a statistical strength distri-
bution that is equivalent to the distribution of flaws along
the fiber. Failure is thought to occur when a layer across
the section of a lamina is weakened to the point of not being
able to support any further increments in load. A critical
argument to acceptance of this mode entirely as a charac-
terization of failure is that no consideration is given to the
effects on neighboring fibers and flaws.

It is well known that the effects of stress perturbations
at terminations are significant to neighboring fibers. The
fiber break propagation failure mode is more realistic in
the sense that the effects of perturbations on the progres-
sive weakening of adjacent fibers are considered. As redis-
tribution of stress occurs, the stresses on adjacent fibers
are magnified, increasing the probability that failure will
occur in these fibers. With increased loading, the failure
probability increases until sequential fiber failure occurs.

Under auspices of the fiber break propagation model,
it is difficult to achieve a meaningful strength estimate,
and lamina tensile strength predictions generally depend
on the micromechanisms of deformation and fracture at
fiber termination points. For the smaller damaged vol-
umes of material, strength predictions are acceptable, but
predicted failure stresses are lower for larger volumes.
The cumulative group mode failure model considers the
effects of variability in fiber strengths, stress concentra-
tions in adjacent fibers arising from stress redistributions,
and the interfacial debonding process due to increased
matrix shear stresses. It is more likely that fiber breaks
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will progressively accumulate in groups between the stress
level necessary to initiate the first fiber break to the stress
level necessary to cause composite material failure. Com-
posite failure will occur when the distributed groups of
damage zones are of a sufficient number and size that
their cumulative effect reduces the material stiffness by
an amount sufficient enough to prohibit any additional
load-carrying capability. Weakening mechanisms by this
mode could be thought of in a couple of different manners.
In one way, the number of developed damage zones would
grow to such a number that the summed interactions ex-
ceeded the critical material stress. In another, the size and
number of zones would reach such magnitude that catas-
trophic and rapid crack propagation ensue due to the lack
of both intact material and crack tip blunting mechanisms
between zones. Although the cumulative group model sug-
gests a generalization of the cumulative weakening model,
the practicality of use is complicated by its complexity in
considering mostly all of the singular fiber longitudinal
tensile failure mechanisms.

The longitudinal compressive strength, like the longitu-
dinal tensile strength, is highly dependent on many factors
and is particularly sensitive to constituent matrix prop-
erties and fiber volume fraction. Several failure mecha-
nisms have been proposed, but the most dominant mecha-
nism is microbuckling, analogous to the buckling of a beam
on an elastic foundation. The surrounding matrix resists
fiber microbuckling, but there are several factors that can
lead to a reduction in the support given by the matrix and
neighboring fibers. At a low fiber volume fraction, the out-
of-phase or extensional buckling mode is suggested with
the lamina compressive strength predicted by the follow-
ing equation:

σ cr
11,c = 2Vf

√
Vf Em Ef

3(1 − Vf)
.

At higher, more industrially practicable fiber volume frac-
tions, the in-phase or shear bucking mode is suggested with
the lamina compressive strength predicted by the following
equation:

σ cr
11,c = Gm

(1 − Vf)
.

Given a constant fiber volume fraction, any factors con-
tributing to reduction in the matrix shear modulus will
lead to a reduction in composite compressive strength,
since the mode is in-phase. More specifically, the identified
factors that influence reduced support from the surround-
ing media include: (25)

� Fiber bunching and waviness, which leads to prefer-
ential buckling, local matrix rich regions and matrix
instability.

� The presence of voids, which tend to have a greater
effect than the matrix rich regions.

� Interfacial debonding, due to circumferential tensile
stresses that arise principally from a difference in
Poisson’s ratios between the fibers and surrounding
matrix or the opposite effect induced by thermal cur-
ing stresses.

(b)

(a) 

(c)

Figure 16. Progression of compressive fiber failure resulting
from longitudinal compressive in-phase buckling (a). In polymeric
aramid fibers, compressive yielding is common (b) during forma-
tion of a kink zone, while more pronounced kinking often leads to
fiber fracture at two locations (c) after (25).

� A lower effective matrix shear modulus, compared to
the instantaneous matrix shear modulus, as a result
of viscoelastic deformation processes.

Another longitudinal compressive failure mechanism
specific to the structurally oriented, wholly aromatic
polyamide polymer fiber (Kevlar aramid) and carbon/
graphite fiber families, is the formation of kink-bands as
illustrated in Fig. 16. The highly anisotropic behavior of
these fibers lends to massive fiber rotation at one zone
and counter-rotation at another zone. In the extreme case,
compressive failure at the kink zones results in complete
fiber fracture at two locations. Compressive yielding with-
out complete failure is more typical of the polymeric Kevlar
aramids such as Kevlar 49.

The transverse tensile, compressive, shear, and longi-
tudinal shear strengths can be regarded as matrix domi-
nated, so the failure modes can be thought of as matrix-
modes of failure. Transverse tensile strength is governed
by the same factors as longitudinal compression, but with
one added detail. Unlike longitudinal tension where com-
posite strength is prescribed primarily on the basis of fiber
strength, the presence of fibers in transverse tension have a
negative effect. Transverse strength is often lower than the
strength of the constituent neat matrix material because of
the stress magnification effects from fibers. Without regard
to the presence of stress magnification from fiber ends and
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matrix voids, the transverse strength is dictated primar-
ily by the interfacial bond strength. The interface is made
weaker when cohesive failure occurs prior to the cohesive
failure in either the constituent matrix or fibers.

Where interface bonding is weak, stress magnification
from fiber ends and voids tends to promote transverse
cracking more readily along the common edges of adjacent
fiber ends. These same factors also affect the transverse
and longitudinal shear strengths, depending on the direc-
tion of shear displacements and the viscoelastic properties
of the matrix. The only real differences here may be the
direction of crack propagation and the failure mode(s) of
the matrix, unless the fiber volume fraction is sufficiently
higher. If a large number of fibers are present and the inter-
facial bonding is good, the fibers will offer reinforcement,
provided the shearing plane is normal to the fibers. If the
shearing plane contains the fibers, then little fiber rein-
forcement is available and the strength is determined by
the properties of the matrix.

Identification of a predominant failure mechanism,
whether a fiber or matrix mode, is important from the per-
spective of designing composite structures. Knowledge of
the different failure mechanisms and the nature of single-
stress component damage initiation can be used to evalu-
ate the predominant mode of failure through formulation
of practical failure criteria. In establishing the failure cri-
terion, a fundamental assumption is that a failure criterion
exists to characterize failure in a UD composite and is of
the following form:

F(σ11, σ22, τ12) = 1,

where some function F is defined in terms of the princi-
pal stresses. A suitable failure criterion generally takes
the form of a quadratic polynomial because this is the sim-
plest form that has been found to adequately describe ex-
perimental data. The advantages are that several failure
criteria can be defined in terms of uniaxial strengths, and
a predominant mode of failure can be identified from the
criterion that is initially satisfied.

If a certain mode of failure is identified and deemed un-
desirable for a given load, the designer can tailor the com-
posite properties and re-evaluate the failure criteria until
some other mode is predicted that is less detrimental to the
design. For UD fiber composites, the general quadratic fail-
ure criterion is a two-dimensional version of the Tsai-Wu
criterion given by(

1
S t
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)
σ 2

11 +
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12 = 1,

where the Si j denote the single-component strengths and
the superscripts t, c, and s denote tension, compression,
and shear, respectively. The biggest drawback of this crite-
rion is that it ignores the diversity in the possible failure
modes.

Each of the failure modes previously mentioned can be
modeled as a specific criterion and, as such, evaluated and
identified independently. The following set of equations
provides a reasonable set of criteria for each of the domi-
nant fiber and matrix failure modes (26):

� Tensile Fiber Failure(
σ11

S t
1

)2

+
(

τ12

S s
12

)2

= 1.

� Compressive Fiber Failure

(
σ11

S c
1

)2

+
(

τ12

S s
12

)2

= 1.

� Tensile Matrix Failure(
σ22

S c
2

)2

+
(

τ12

S s
12

)2

= 1.

� Compressive Matrix Failure

(
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23
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+
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S c
2

2S s
23

)2

− 1

) (
σ22

S c
2

)
+

(
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S s
12
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= 1.

Since the transverse shear strength S23 is difficult to ob-
tain without performing thickness shear tests, the matrix
shear strength is used as an approximation. Upon evaluat-
ing each of the failure criteria for a given circumstance, the
predominant mode or modes of failure can be determined.
Necessarily, no biaxial tests are required, and a mode of
failure is identified by the criterion that is satisfied first.

MACROSCALE BEHAVIOR

On the macroscale, the effective composite elastic proper-
ties are evaluated on the basis of a composite laminate that
is composed of several laminae bonded together at various
orientations to one another. It was previously stated that
the composite structure or component and the laminate
may, in some cases, coincide on the same structural scale.
This being the case, tailoring laminate properties will also
coincide directly with influencing component behavior.

One of the most important aspects relating to the effec-
tive design of composite laminates and structures is knowl-
edge of composite lamina off-axis behavior and associated
limitations with particular fiber orientations. Aligned fiber
composite laminae are highly anisotropic in-plane, and
commonly varying degrees of coupling between extension
and shear occur when the direction of loading is not coinci-
dent with a principal material direction. The designer must
have some knowledge a priori of the lamina response to
off-axis loading conditions in order to determine a suitable
lamina lay-up sequence that provides optimum reinforce-
ment. An accurate prediction of laminate elastic proper-
ties, which are highly dependent on the orientation, prop-
erties, and distribution of individual laminae, is essential
for understanding the response of the resulting structure
to external loading and environmental conditions.
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Elastic Behavior Off-Axis

Hooke’s law can be generalized using a contracted form of
tensor notation and expressed concisely by the following
equation:

σi =
6∑

j=1

Cijε j,

where i, j = 1, . . . , 6, σi are the components of stress, Cij is
the stiffness matrix, and ε j are the components of strain.
Since the stiffness constants are symmetrical (i.e., Cij =
Cji), the expanded form of the previous equation is given
in matrix notation by




σ1

σ2

σ3

τ23

τ31

τ12


 =




C11 C12 C13 C14 C15 C16

C22 C23 C24 C25 C26

c33 C34 C35 C36

C44 C45 C46

(SYM) C55 C56

C66







ε1

ε2

ε3

γ23

γ31

γ12


 .

The constitutive relations that link stress to strain in
terms of the stiffness matrix may also be inverted to re-
late strain to stress in terms of the compliance matrix. The
constitutive relations for a UD composite lamina, which
exhibits orthotropic symmetry and transverse isotropy in
the x2–x3 material principal coordinate plane, can be sim-
plified if the dimension in the x3 (thickness) direction is
considered to be sufficiently smaller than both of the in-
plane dimensions. This consideration reduces the problem
to two dimensions, either of the plane stress or plane strain
form. Clearly, the implication is that the nonzero stresses
are arbitrarily restricted to in-plane; hence the nonzero
quantities are not functions of x3 (σ3 = τ23 = τ31 = 0). For
this, the stress-strain relation for a UD lamina given in
terms of the matrix of mathematical moduli [Qij] becomes


 σ1

σ2

σ6


 =


Q11 Q12 0

Q12 Q22 0
0 0 Q66





 ε1

ε2

ε6


 ,

where Q11, Q22, Q12, and Q66 are identified as the reduced
stiffnesses.

The equation above suggests that no coupling exists be-
tween tensile and shear strains; that is, orthotropic com-
posite materials exhibit no shearing strains when applied
loads act coincident to the principal material directions.
The Qij components of the reduced stiffness matrix from
this equation are given in terms of the engineering con-
stants as

Q11 = C11 = E11

1 − ν12ν21
,

Q22 = C22 = E22

1 − ν12ν21
,

Q66 = 1
2

(C11 − C12) = G12,

Q12 = C12 = ν12 E22

1 − ν12ν21
= ν21 E11

1 − ν12ν21
.

X1 (Fiber direction)

X2 (Transverse direction)

Z, X3 (Thickness direction)

Y

X

λ

Figure 17. Representation of a UD composite lamina with the
principal material direction (fibers) oriented at some arbitrary in-
plane angle λ to the Cartesian coordinate X-Y plane.

When the direction of applied load does not coincide
with a principal material direction, then coupling between
tensile and shear strains exists. Consider the sufficiently
thin, UD lamina with fibers oriented at an angle λ to the
principal coordinate axis shown in Fig. 17. From classical
theory of elasticity, the stress–strain relation becomes


 σx

σy

τxy


 =


 Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66





 εx

εy

γxy


 ,

where the Qij components of the matrix are referred to as
the transformed reduced stiffness components. In terms of
the reduced stiffness matrix components and λ, the trans-
formed reduced stiffness components have the following
values:

Q11 = Q11 cos4 λ + 2(Q12 + 2Q66) sin2
λ cos2 λ + Q22 sin4

λ,

Q22 = Q11 sin4
λ + 2(Q12 + 2Q66) sin2

λ cos2 λ + Q22 cos4 λ,

Q66 = (Q11 + Q22 − 2Q12 − 2Q66) sin2
λ cos2 λ

+ Q66(sin4
λ + cos4 λ),

Q12 = (Q11 + Q22 − 4Q66) sin2
λ cos2 λ + Q12(sin4

λ+ cos4 λ),

Q16 = (Q11 − Q12 − 2Q66) sin λ cos3 λ

+(Q12 − Q22 + 2Q66) sin3
λ cos λ,

Q26 = (Q11 − Q12 − 2Q66) sin3
λ cos λ

+(Q12 − Q22 + 2Q66) sin λ cos3 λ.

If the local elastic properties of the UD composite lamina
are known with respect to the material coordinate system,
the engineering elastic constants can be determined for the
Cartesian coordinate system as follows:

Ex =
[

1
E1

cos4 λ+
(

1
G12

−2ν12

E1

)
sin2

λ cos2 λ+ 1
E2

sin4
λ

]−1

,

Ey =
[

1
E1

sin4
λ+

(
1

G12
−2ν12

E1

)
sin2

λ cos2 λ+ 1
E2

sin4
λ

]−1

,
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Figure 18. Variations of the engineering elastic constants
Ex, Gxy, and νxy with the fiber orientation angle λ for a UD carbon-
epoxy composite of the following elastic properties: E11 = 139.4
GPa (20.2 Msi), E22 = 7.7 GPa (1.1 Msi), G12 = 3.0 GPa (0.44 Msi),
ν12, = 0.3, and Vf = 0.6.

Gxy =
[

2

(
2
E1

+ 2
E2

+ 4ν12

E1
− 1

G12

)
sin2

λ cos2 λ

+ 1
G12

(sin4
λ + cos4 λ)

]−1

,

Vxy = Ex

[
ν12

E1
(sin4

λ + cos4 λ)

−
(

1
E1

+ 1
E2

− 1
G12

)
sin2

λ cos2 λ

]
.

The variations of Ex, Gxy, and νxy that result from these
equations, with the fiber orientation angle λ relative to the
principal material direction, are shown in Fig. 18 for a UD
carbon-epoxy composite. It is possible in some cases that
the predicted value of Ex may exceed the values of E11 and
E22 depending on the differences among between G12, E11,
and E22. By carefully examining Fig. 18, one could envis-
age how the engineering elastic constants of a composite
laminate might be modified according to the orientations of
stacked laminae, hence allow performance tailoring char-
acteristics with composites.

Classical Lamination Theory

The most established theory for analysis of laminates takes
the form of the Kirchhoff hypothesis for thin plates or clas-
sical, linear, thin plate theory. Following the adaptation of
this theory for analysis of composite laminates, commonly
referred to as classical lamination theory (CLT), the sub-
sequent four assumptions are made:

� Upon application of a load to a plate with a through-
thickness, lineal element normal to the plane of the
plate, the element undergoes at most a translation

and rotation with respect to the initial coordinate sys-
tem, but remains normal to the plate.

� The plate resists in-plane and lateral loads only by
in-plane action, bending and transverse shear stress,
and not by through-thickness, blocklike tension or
compression.

� There is a neutral plane, on which extensional strains
may not be zero but bending strains are zero in all
directions.

� The laminate midplane is analogous to the neutral
plane of the plate.

According to the foregoing assumptions for adaptation
of the Kirchhoff hypothesis for thin plates, the strain com-
ponents can be derived from the midplane strains and
curvatures. The midplane strains are expressed as ε◦xx =
∂u◦/∂x, ε◦yy = ∂v◦/∂y and γ ◦xy = (∂u◦/∂y) + (∂v◦/∂x), where
u◦ and ν◦ are expressed in terms of the x and y coordi-
nate directions. The midplane curvatures are expressed as
κxx = −∂2w◦/∂x2, κyy = −∂2w◦/∂y2, and κxy = −∂2w◦/∂x∂y
and are related to the z coordinate direction. Here κxy refers
to the curvature of twist about the plane of the plate. The
strain components are expressed in matrix form as




εx

εy

γxy


 =




εx,0

εy,0

γxy,0


 + z




−∂2w
∂x2

−∂2w
∂y2

−2
∂2w
∂x∂y




,

{ε} = {ε}0 + z {κ}0.

The equation above implies that the strains vary lin-
early with z, meaning that through-thickness sections re-
main plane and normal after deformation relative to the
original coordinate system with its origin at the midplane.
If the strains vary linearly, then lamina (ply) stresses must
vary in proportion to lamina stiffnesses. In terms of the
laminate, the ply stress components are given by

{σ }κ = [
Qxy

]
κ
{ε}κ

= [
Qxy

]
κ
{ε}0 + zκ

[
Qxy

]
κ
{κ}0 ,

where the subscript k denotes the contribution from the
kth ply within the composite laminate. According to the
plate shown in Fig. 19, the forces and moments have a lin-
eal distribution. In reference to the stress components for
the kth ply in the previous equation, force and moment
equilibrium are considered. The forces and moments that
are responsible for producing in-plane ply stresses are de-
noted by Nx, Ny, Nxy, Mx, My, and Mxy, where the N ’s are
the ply-level forces and the M ’s are the ply-level moments.
For force equilibrium, the integrated, through-thickness
laminate stress must be equivalent to the corresponding
force that produces it. The total force and moment, deter-
mined from contributions of all plies within the laminate,
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Figure 19. In-plane force and the moment resultants of a lami-
nated plate subjected to extensional forces and bending moments.

can be expressed as




Nx

Ny

Nxy


 =

n∑
k= 1

hk∫
hk−1

(σx,k, σy,k, τxy,k)dz ,

{N} =


 n∑

k= 1

[Qxy]k

hk∫
hk−1

dz


 {ε}0 +


 n∑

k= 1

[Qxy]k

hk∫
hk−1

zdz


 {κ}0

=
[

n∑
k= 1

(hk − hk−1)[Qxy]k

]
{ε}0

+
[

n∑
k= 1

1
2

(
h2

k − h2
k−1

)
[Qxy]k

]
{κ}0

= [A]{ε}0 + [B]{κ}0,




Mx

My

Mxy


 =

n∑
k= 1

hk∫
hk−1

(σx,k, σy,k, τxy,k)zdz ,

{M} =


 n∑

k= 1

[Qxy]k

hk∫
hk−1

zdz


 {ε}0 +


 n∑

k= 1

[Qxy]k

hk∫
hk−1

z2dz


 {κ}0

=
[

n∑
k= 1

1
2

(
h2

k − h2
k−1

)
[Qxy]k

]
{ε}0

+
[

n∑
k= 1

1
3

(
h3

k − h3
k−1

)
[Qxy]k

]
{κ}0

= [B]{ε}0 + [D]{κ}0.

The peculiar mechanical behavior of composite lami-
nates can be discerned by examining the two previous
equations. The first equation implies that changes in cur-
vature (bending strains), stretching and squeezing are
brought about by the tensile forces and compressive forces
given by {N}. Also the second equation implies that the mo-
ments given by {M}, in addition to changes in curvature,
can produce squeezing and stretching strains. From the

force and moment equilibrium analysis, the constitutive
relations for laminated composites can be expressed in a
condensed form as follows:{

N
M

}
=

[
A B
B D

] {
ε0

κ0

}
,

where the A,B , and D matrices are the extension, exten-
sion-bending coupling and bending stiffnesses, respec-
tively. Upon expansion of the condensed form, the solution
to the stiffnesses can be written in terms of summations
of transformed, reduced stiffnesses belonging to individual
laminae having hkth thicknesses:

[A] =
n∑

k= 1

(hk − hk−1)[Qxy]k,

[B] =
n∑

k= 1

1
2

(
h2

k − h2
k−1

)
[Qxy]k,

[D] =
n∑

k= 1

1
3

(
h3

k − h3
k−1

)
[Qxy]k.

Evaluation of the extension, extension-bending coup-
ling and bending stiffnesses, or more simply, the [ABD]
matrix serves many purposes in the analysis of composite
laminates. This matrix has many uses from the standpoint
of designing composite laminates and engineering struc-
tures, and it may be used for the following (27):

� Calculating the effective composite laminate elastic
properties.

� Calculating the ply-level stresses and ply-level strains
for a given load on the laminate.

� Calculating the ply-level stresses and laminate load
for a given mid-plane strain.

� Evaluating whether bending strains would result
from an extensional load, and vice versa.

� Comparative evaluations of different lay-ups followed
by optimization.

� Determining the variation of laminate properties
along different directions.

� Calculating the thermal expansion and swelling coef-
ficients of the laminate.

� Estimating the laminate residual stresses due to
curing.

� Calculating the ply-level hygral and thermal stresses.

Effects of Orientation and Stacking

The derivation of the [ABD] matrix suggests that the
elastic behavior of a composite laminate made from UD
laminae is influenced by the constituent fiber and matrix
properties as well as the orientations and locations of in-
dividual laminae with respect to the geometric midplane
of the laminate. The extensional [A] matrix relates the
stress resultants with the midplane strains, and the nor-
mal stress resultant-to-midplane shear strain coupling and
shear stress resultant-to-midplane normal strain coupling
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are due to the A16 and A26 components, respectively. The
B16 and B26 components of the extension-bending coupling
[B] matrix relate the normal stress resultants with lami-
nate twisting, and the [B] matrix also suggests the coupling
between the moment resultants and the in-plane strains.
Finally, the interaction between the laminate bending mo-
ment and laminate twisting are related through the D16

and D26 terms of the bending [D] matrix (28). A physical
sense of the coupling effects that exist in relation to the
laminate midplane can be seen in Fig. 20(a–b).

If an isostrain condition is assumed for the laminae
shown in Fig. 20(a), different stresses will result normal
and transverse to the laminae due to their orthotropic be-
havior. Then, upon bonding and releasing of applied stress,
the laminate will distort and bend favorably toward the
lamina with higher in-plane stiffness. For the laminate to
remain flat, an additional force normal to the plane would
be necessary. Similarly, if a uniaxial stress were applied
to a laminate having laminae oriented at +/−λ and lack-
ing end constraints as shown in Fig. 20(b), twisting about
the axis would result due to the extensional-shear coupling
arising from anti-symmetry about the midplane.

From a practical standpoint, it is useful to minimize
or eliminate these coupling effects, since most engineer-
ing structures are required to maintain dimensional sta-
bility for long periods of time under various loading and
environmental conditions. According to the premises of the
[ABD] matrix, coupling can be minimized by selecting the
appropriate sequences in which to lay-up individual lam-
inae having various materials, thicknesses, and orienta-
tions. This may be referred to as the design of composite
laminates and engineering structures.

Two of the most important classes of composite lam-
inate designs from an engineering perspective are sym-
metric laminates and quasi-isotropic laminates. In sym-
metric laminates, laminae (plies) on opposing sides of the
laminate geometric midplane have the same material,
thickness, and orientation. Symmetry about the midplane
eliminates the undesirable effects of extension-bending
coupling; that is, all of the elements in the [B] matrix be-
come zero and unknown residual stresses from warping
deformation are avoided. Except for the cases of cross-ply,
all 0◦, or all 90◦, bending moments in symmetric laminates
still produce torsional deflections ([D] matrix). However,
the magnitudes can be reduced by increasing the number
of plies, for example, in cross-ply configurations.

The notation often adopted in describing a lay-up that
is symmetric is as follows: a six-layered stacking se-
quence expressed as [0◦/−45◦

/+45◦
2/−45◦/0◦] is equiv-

alent to the sequence denoting symmetry expressed as
[0◦/−45◦

/+45◦]S provided that the thicknesses and mate-
rials are matched below the midplane. The term “quasi-
isotropic” as used to describe laminate behavior suggests
the same [A] matrix in all directions. Quasi-isotropic lami-
nates exhibit very little variation in apparent elastic mod-
uli with direction, and this becomes useful when the load-
ing direction is unknown or variable.

From the perspective of designing laminates, a lami-
nate can be made isotropic, or nearly isotropic, by having a
number of plies greater than four that are equal in thick-
ness and oriented by 2π/n (n is the total number of plies) to

ε1

ε1

ε2

ε2

90°
0°

(a)

−λ

σ

σ

+λ

(b)

Figure 20. Interpretation of the coupling effects between two
bonded composite laminae at various orientations with respect
to the geometric midplane: (a) Extensional-bending coupling in
well-bonded laminae oriented at 0 and 90◦ under isostrain condi-
tions, and (b) extensional-shear coupling, which produces twisting
in well-bonded laminae oriented at +λ and −λ to the principal ma-
terial axis.

adjacent plies. Ideally, quasi-isotropic laminates are sym-
metric, and symmetric or unsymmetric laminates are at
least balanced in thickness, since these designs will tend to
be most well-behaved structurally and at least somewhat
predictable in response. Examples of symmetric and un-
symmetric composite laminate lay-up sequences are shown
in Fig. 21.
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Figure 21. Examples of symmetric and nonsymmetric laminates for the general 0◦/90◦ cross-ply
and +λ/ − λ angle-ply configurations.

Laminate Failure

Identification of the precise manner in which a compos-
ite may fail depends not only on the composite architec-
ture but also on the conditions to which it is exposed. For
the purposes of engineering design, it is somewhat less of
an arduous task to at least estimate when the composite
may fail rather than how it will fail. Failure of a compos-
ite may be restrictively considered when failure of the first
lamina occurs or more realistically considered when the

composite can no longer support any additional load. The
first situation is often referred to as the first-ply-failure
(FPF) philosophy, and the second situation is referred to as
the ultimate-laminate-failure (ULF) philosophy. With FPF,
the inverted [ABD] matrix is used to evaluate the midplane
strains and curvature changes in accordance with the ap-
plied load vector. Upon evaluating the strains, the stresses
in the principal material coordinate system can be calcu-
lated and used with any of the composite failure criteria
to determine if the applied load vector satisfies a failure
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condition. Knowledge of when the first ply failure occurs
can lead to appropriate choices for laminate safety factors
in design.

ULF extends the application of FPF to the entire lam-
inate. Rather than considering the composite as “failed”
once the FPF load is reached, the properties of the failed
ply are reduced to values incapable of sustaining load. The
“new” composite is re-evaluated, whereby the process is
repeated in an iterative fashion until the plies remaining
can no longer support any load. At this point, the compos-
ite is considered to have failed. Although less conservative
than the FPF approach, the ULF approach does offer merit
in the sense of capturing the progressive stiffness changes
that occur prior to ultimate failure. In this manner, the
ULF approach is similar to the classical techniques avail-
able for metals.

OTHER CONSIDERATIONS

The particular mechanical behavior associated with com-
posite laminates and structures involves the interactions
of many materials on distinct geometric scales. Principles
fundamental to the treatment of composite performance
in the elastic regime have been presented, notwithstand-
ing considerations for environmental conditions and that
new material technologies must also be ascertained. Many
applications that are emerging where composite materials
may be employed as suitable replacements involve long-
term durability in hot and wet conditions. Here knowledge
of the hygrothermal effects in a specific composite becomes
critical to the design process.

Stresses can be developed in individual plies when they
are constrained by neighboring plies against dimensional
changes due to thermal and hygroscopic expansions. The
distribution of stresses from hygrothermal effects are a
function of ply orientation, and the resulting deformation
due to these effects may be evaluated by considering the
total strain minus the mechanical strain. Since thermal
diffusion takes place in composites at a much faster rate
than moisture diffusion, the nonmechanical strains due to
thermal and moisture exposure may be treated as compo-
nent effects.

In addition to the continued development of techniques
for evaluating the behavior of composites exposed to var-
ious environmental conditions, further understanding of
the peculiarities with composites is also necessary for fu-
ture growth toward that of “smarter” structures. That is,
such composite structures would not only receive external
stimuli in a positive manner but also provide predictable
and measurable feedback to those stimuli. To capitalize
on the benefits from these structures, designers must ex-
plore many of the unresolved issues within the regimes of
understanding nonlinear behavior, new (hybrid) material
interactions, and constitutive material relations. For ex-
ample, if we want a material that exhibits piezoelectric,
electrostrictive, or magnetostrictive characteristics, then
we would introduce phases that exhibit these behaviors.
However, the presence of these phases could also result
in more complicated predictions of composite behavior due
to their interactions and resulting stress redistributions.
Since these phases might be incorporated to inhibit some

type of linear or nonlinear response to external stimuli in
the first place, the current framework of linear elastic the-
ory may not offer reasonable answers. Consequently, much
greater opportunity now exists to offer new theories and
ideas to the already established and rapidly progressing
comprehension of composite material behavior.
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INTRODUCTION

In the following sections, we will use the term “design” in
a rather restricted sense. Specifically, we will refer to the
calculations, simulations, or in general to any quantita-
tive approach necessary to specify a structure, part, mech-
anism, processing operation, or function, in which a smart
material is used.

In a large number of cases, the design with smart
materials relies on well-known and established principles
of thermodynamics and continuum mechanics, such as the
theories of elasticity (1), fluid mechanics (2), classical elec-
tromagnetic field theory (3), chemical equilibrium and ki-
netics, and solid state physics (4). These theoretical frame-
works typically result in a consistent set of equations, of
which at least one relates the stimulus and the response
of the system. The design task consists often in specifying
dimensions of structures or operating conditions of devices
that guarantee satisfactory function. A typical example is
the design of a smart structure that, under changes in tem-
perature, deforms in a controlled way, possibly operating a
valve or tripping a relay switch. The design of such a com-
ponent, involves a straightforward application of the laws
of thermoelasticity, provided that the thermomechanical
properties of the material are known.

The controlling principles can often be expressed as very
concise and elegant partial differential equations (PDEs)
that must be satisfied in domains of complicated shape that
have rather involved boundary and initial conditions. This
combination of highly nonlinear PDEs, boundary, and ini-
tial conditions makes an analytical approach impossible in
most cases. Approximate numerical techniques like finite
differences (FD), finite elements (FE), finite volumes (FV),
spectral methods (SM) and the like are then resorted to of-
ten with spectacular success in mechanical and electrical
engineering and fluid mechanics (5–7).

In other cases, the difficult part of the design task is not
the structural, fluid-mechanical, optical or thermal design
itself, but the description of the behavior of the smart mate-
rial (8). The behavior of a material has been tradition-
ally represented by a so-called constitutive equation (CE)
that, put in very broad terms, links stimulus and response.
Constitutive equations are used daily in design tasks,
sometimes even without our realizing it. For example, one

of the simplest CEs is the linear relationship between the
tensorial magnitudes strain and stress for a linearly elastic
material, which in its more general form, that is, valid
also for anisotropic materials and using the convention of
summation over repeated indexes (1), has the following
aspect:

σik = λiklmulm. (1)

This expression basically makes the deformation of a ma-
terial proportional to the cause (stress) and includes, as a
special case, Hooke’s law

uzz = σzz

E
, (2)

where E is Young’s modulus.
This very simple CE can be said to be the basis of

the vast majority of isothermal linear elastic structural
designs. Similarly, most of computational fluid dynamics
(CFD) makes use of Newton’s relationship between stress
and a velocity gradient:

˜
τ = −η ˙

˜
γ , (3)

where ˙
˜
γ = (∇̄

¯
v) + (∇̄

¯
v)T is the strain rate and η is the vis-

cosity.
Again, this very simple CE has extremely wide appli-

cability, smart materials included. A key point worth em-
phasizing in this context is the fact that constitutive equa-
tions are postulates and therefore have a certain degree of
arbitrariness. They do not follow from general fundamen-
tal principles, as conservation laws do, although they have
to conform to certain deeply rooted requirements. Thus,
a design problem involves typically a set of fundamen-
tal laws, expressed in one of several possible and more or
less general ways (thermodynamic, chemical or mechanical
equilibrium, conservation of energy, mass and momentum,
minimization of action, and minimization of free energy)
together with one or more CEs that characterize the ma-
terial used. The fundamental conservation or variational
laws are universal and have to be obeyed by any material
we care to consider (Fig. 1).

By way of example, consider now the design of an
isothermal flow process of a smart material that behaves
as an incompressible memory or viscoelastic fluid. In this
case, the fundamental laws that must be satisfied so that
the design has physical sense are just two:

(∇̄ ·
¯
v) = 0 (conservation of mass), (4)

ρ
∂

∂t ¯
v + [∇̄ · ρ

¯
v

¯
v] + [∇̄ ·

˜
π ] = 0 (conservation of linear

momentum), (5)

where
˜
π is the total momentum-flux or total stress tensor

which can be split in the following way:

˜
π = −p

˜
δ +

˜
τ,

where p is the pressure and
˜
τ is the stress tensor due to

the fluid.
˜
τ is as yet unspecified. We need a CE to define

it and close the system of equations. The goodness of our
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Conservation law,
equilibrium law,

minimization law, etc.

e.g. conservation
of linear momentum,

conservation
of energy

Constitutive
equations

e.g. Newtonian fluid,
Fourier's law for

thermal transport,
constant density, etc.

Integration domain,
boundary and initial

conditions

e.g. object shape,
temperature in

surroundings, etc.

Design
problem
solution

e.g. shape,
velocity and
temperature
fields, etc.

Figure 1. Basic structure of the design task. Conservation laws
form an incomplete set of equations that must be closed by one or
more constitutive equations.

design will depend critically on the precise form we give
to

˜
τ , that is, on the way the stress in the fluid is going to

depend on its velocity or on the history of the flow.
This CE, on the other hand, is entirely specific for our

material. For example, if the material seems to behave as
a Newtonian fluid during processing, the most reasonable
CE would be Eq. (3). But this is not, of course, our only
choice. Within certain boundaries, we are free to specify
any relationship between stimulus and response (between
strain rate and stress in this case). Even the roles of stimu-
lus and response are interchangeable under some circum-
stances.

It is often useful to think of the CE as a kind of
“calculator” that, when fed a value of the stimulus (say, a
strain rate), gives us back the response of the material (say,
a stress). This calculator typically contains one or more
free parameters that are obtained from a fit to experimen-
tal measurements and are specific for the material under
consideration. These free parameters are often referred to
as “material properties.” Typical material properties are
viscosity, elastic modulus, diffusion coefficient, thermal dif-
fusivity, and optical linear and nonlinear susceptibility. In
this discussion, it is assumed that material properties are
known. In many cases, this assumption entirely eliminates
the difficulty of the problem, which often is the characteri-
zation of the material. We are dealing here with design
problems in which the material is perfectly known, but its
behavior in a complex situation has to be determined.

The conservation, equilibrium, or minimization laws
form a consistent but incomplete set of equations that re-
quire so-called “closure” to become solvable. The CE is the
closure. CEs are so often taken for granted, that their very
special nature is easily forgotten. It suffices to think of the
Navier–Stokes equations, on which most CFD is based: the
Navier–Stokes equations are almost automatically taken
for granted as the foundation of fluid mechanics. But in fact
they are already a combination of the momentum conser-
vation equation and the CE for the Newtonian fluid: they
can be obtained by plugging Eq. (3) into Eq. (5) and as-
suming that the fluid has constant density. Consequently,

whenever we use them to design a flow system, we are au-
tomatically and tacitly assuming that the flowing mate-
rial obeys a very special and simple Newtonian CE.
Furthermore, looking beyond the fact that different New-
tonian fluids have different numerical values of viscosity,
there is only one Newtonian fluid. The same is true for
a perfectly elastic solid. All Newtonian fluids, all linear
elastic solids, all linear optical materials behave in essen-
tially one and the same way. Therefore, as soon as it is
postulated that a smart material obeys one of these sim-
ple CEs, the design task becomes relatively simple. It will
require only the same standard techniques used for non-
smart materials. Such techniques may, of course, be very
involved themselves (think of turbulent CFD), but they do
not differ fundamentally from the techniques used to de-
sign for less smart materials. We will informally call such
“standard” cases “design problems of the first kind.” They
probably constitute 75% of all design tasks in which smart
materials are involved. Because the techniques used for
problems of the first kind are the same as those for non-
smart materials, they will not be dealt with here in any
depth.

In the remaining 25% of the design problems for smart
materials, the sophisticated numerical machinery deve-
loped during the last four decades is not sufficient to pro-
vide reliable solutions in a reasonable time. We will call
these “design problems of the second kind.”

The coming sections will be devoted to the two main as-
pects in which the design and calculation for smart materi-
als departs significantly from standard design techniques.
Both aspects are intimately related to the CE or, somewhat
ironically, to its nonexistence. We have already seen that
the conservation equations are the same for smart and less
smart materials. It is the additional complication brought
about by the CE that distinguishes these special design or
calculation problems.

The first aspect specific of CEs for smart materials has
to do with the existence of memory effects. As a matter of
fact, some of the most spectacular effects that smart ma-
terials display are related to what is somewhat vaguely
called memory. The next section discusses some general
aspects of memory in materials and its mathematical for-
mulation. In the following section, we consider the question
how to handle materials that have memory in practical cal-
culations. Finally, the subsequent section deals with the
more fundamental question how to postulate a constitu-
tive equation for smart materials. These last two sections
reflect some recent developments in fields that are rapidly
developing. A tentative outlook into the future of designing
smart materials is presented in the closing section.

SMART MATERIALS, MEMORY EFFECTS,
AND MOLECULAR COMPLEXITY

Frequently, complicated material behavior is closely
related to the concept of memory, a key word very often
heard in the context of smart materials. For example,
form or shape memory materials constitute one of the
best known classes of smart materials mainly due to the
spectacularity of some of its applications (9). Less widely
known, but also capable of displaying a stunning range of
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nontrivial and often counterintuitive behavior, the large fa-
mily of complex fluids has found numerous applications
as smart materials. Smart materials based on complex
fluids include gels, polymeric melts and solutions, colloidal
dispersions, electro- and magnetorheological fluids, and
liquid crystalline materials among others (10–13). All
of these materials share some or all of the following
characteristics, which are in many cases responsible for
their smart behavior:

� They possess the ability to react to external excita-
tions (fields, pH changes, strain) in a highly nonlinear
way and often undergo a phase change.

� They display their most interesting behavior when
driven strongly away from equilibrium.

� They typically possess either a very wide spectrum of
relaxation times or else a main relaxation time, whose
order of magnitude is comparable with the timescale
of the physical process in which they find application
(14).

� They often have a complicated small-scale structure,
either at the molecular level (polymers) or at some
mesoscopic scale (dispersions, emulsions, polycrys-
talline materials).

Although there is no single mechanism responsible for
memory, several of these characteristics are responsible for
phenomena such as hysteresis and memory. In some cases,
a material appears to have a fading memory of past events
because its internal structure (e.g., molecular) requires a
certain time to adapt to a changing environment. Thus,
memory is also a question of the timescale in which the
relevant material property is observed. We can take water
as an example. It is a low molecular weight fluid that be-
haves as a simple Newtonian fluid in most cases because
its characteristic molecular relaxation time is very short
compared with the characteristic times of flow in everyday
life. Thus, it can adapt instantly to changes in the velo-
city field and therefore displays no memory effect. On the
other hand, a high molecular weight polymer has a spec-
trum of relaxation times that can reach well into seconds.
Any stimulus, for example, a change in an electric field,
that tries to change its orientation will be followed by an
observably slow response, during which the material re-
tains information about the past state.

In other cases, memory is due to a kinetically frozen-in
state, for example, due to a martensitic–austenitic phase
transition, which can be unlocked by applying an external
stimulus. The material is then forced to revert to a previous
state and thus appears to possess memory.

There have been several attempts to capture these phe-
nomena in a mathematical formulation. At this point, in-
stead of addressing the question in an all-encompassing
and general way, we will rather continue with our specific
example, which is a representative example of materials
that have complex behavior. We will address the family of
high molecular weight polymers, which are considered by
many as memory fluids par excellence.

Polymers display strong memory effects that are a
consequence of their non-Newtonian nature and ulti-
mately of their complex molecular structure and of the

entanglements they form, either in solution or as melts.
Whereas there is just one CE for Newtonian fluids, liter-
ally dozens of CEs for non-Newtonian fluids have been pro-
posed (13,15). Most of them directly or indirectly attempt
to take into account memory effects. One of the simplest
CEs that attempts to take into account both viscous and
elastic behavior is that of the so-called Oldroyd-B fluid (16):

˜
τ + λ1

˜
τ(1) = −η0(

˜
γ(1) + λ2

˜
γ(2)), (6)

in which
˜
γ(1) and

˜
γ(2) are kinematic tensors defined by

˜
γ(1) = (∇̄

¯
v) + (∇̄

¯
v)T (rate of strain tensor), (7)

˜
γ(2) = ∂

∂t ˜
γ(1) + {

¯
v · ∇̄

˜
γ(1)} − {(∇̄

¯
v)T ·

˜
γ(1) +

˜
γ(1) · (∇̄

¯
v)}, (8)

where η0 is the zero-shear-rate viscosity, λ1 is the relaxation
time, and λ2 is the retardation time. The first remarkable
aspect of this CE is its complication, although it is one of
the simplest CEs for non-Newtonian fluids. It is also worth
noting that, written in this differential way, the memory
aspect is not very obvious. It is possible, however, to rewrite
this CE in a different but entirely equivalent way:

˜
τ (

¯
r) = η

˜
γ(1) +

∫ t

−∞

{
nkT
λH

e− (t−t′ )
λH

}
˜
γ[0](

¯
r, t, t′) dt′, (9)

in which γ[0] (t, t′) is the finite strain tensor defined by

γ[0](
¯
r, t, t′) =

˜
δ −

(
∂

∂
¯
r′¯

r

)T(
∂

∂
¯
r′¯

r

)
, (10)

and
¯
r =

¯
r(r′, t, t′) tells us where (

¯
r) a particle is located at

time t knowing that it was located at
¯
r′ at time t′. This su-

perficially harmless last sentence is notoriously perverse:
first of all, the instantaneous value of the stress no longer
depends in any explicit way on the velocity. Nowhere in
Eq. (9) or in Eq. (10) is the velocity to be seen (compare this
to Eq. (3) where the stress and velocity gradient appear ex-
plicitly in the same equation). Instead, the stress depends
on the whole history of the deformation of the fluid, as ex-
pressed in a deviously indirect way by Eq. (10). Second, to
determine the present value of the stress, we must know
the entire past of the flow. But we will know the past his-
tory of the flow only if we can compute previous stresses
also, that in turn requires the knowledge of their flow past,
and so on. This kind of infinite regress is unheard of in
nonmemory materials: given a strain rate, the Newtonian
fluid produces a given stress that depends only on that
instantaneous strain rate and not on any other aspect of
the past. The Newtonian fluid reacts infinitely fast to an
external stimulus and consequently has no memory. Our
memory fluids react to the present strain rate in a way that
depends on their whole flow history through equations like
Eqs. (9) and (10) or even more complicated ones.

This alternative integral way of writing the CE, al-
though not much more transparent, does show how mem-
ory effects can be formulated mathematically: the stress
at any given time and position

˜
τ (

¯
r) depends on all of the

previous history of the flow (through the term
˜
γ[0](

¯
r, t, t′)

and through the integration). Recent flow or deformation
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events influence more the resulting
˜
τ (

¯
r) than long past

ones, due to the exponential memory function. Thus, the
material has a fading memory.

Flow properties and memory of smart materials are
characterized by the numerical values of the parameters
in this and other similar but more complex CEs. More com-
plex CEs make more physically correct predictions of ma-
terial behavior but at the cost of greater complexity. It is
useful now to realize that the whole field of Newtonian CFD
is based on the mass, energy, and momentum conservation
equations closed by the very simple Newtonian CE given
in Eq. (3). The fluid mechanics of non-Newtonian memory
fluids is controlled by the same conservation laws but aug-
mented by a CE similar to or more complicated than Eq. (9).
In practice, this complication makes any calculations of
memory fluids in realistic three-dimensional geometries
quite complex and extraordinarily time-consuming. In the
previous example of the Oldroyd-B fluid, the conservation
equations can be expressed in a FE calculation in a weak
Galerkin form together with the CE either in differential
Eq. (6) or in integral Eq. (9) forms; the latter is generally
more cumbersome. Other CEs admit only an integral form
(17), and until now, its use in practical calculations has
been very limited.

Furthermore, the very mathematical nature of the
problem is changed by the CE, so that unexpected and
fundamental mathematical difficulties appear that of-
ten represent an insurmountable barrier. To the shock
of the rheological community, many deceptively simple
non-Newtonian flow problems still resist all attempts at
solution.

The reader may get the impression that the mathema-
tical complexity of the CE for memory fluids must reflect
some deep-lying complicated physical behavior. The asto-
nishing fact is that a mathematical formulation as intri-
cate as Eq. (9) and those even much more complex can be
deduced from or correspond to any one of several extremely
simple molecular descriptions of the material (one of which
we will show in the next section). In the following, we will
refer to this game of postulating a molecular picture of a
material and extracting a CE from it, as “solving the ki-
netic theory of the material.”

Although the previous paragraphs refer to a specific
type of smart material behavior, namely, memory fluids,
the discussion has general validity. Any material property
(mechanical, optical, or chemical) that somehow depends
on the past history of the excitation will lead to a similar
situation. For example, for a shape memory material, the
elastic constants will depend on the history of the strain or
of the temperature or both.

Because smart materials can be expected to be compli-
cated or structured, the natural question now arises what
happens when we want to put more realism into the un-
derlying molecular picture. If an extremely simple model
leads to quite a complex CE, what kind of CE will we ob-
tain for a more physically correct molecular picture of the
smart material? The answer is that almost immediately
the kinetic theory of the material becomes unsolvable. In
other words, it is very easy to develop not too sophisticated
a molecular model of a material for which we cannot obtain
a CE, no matter how hard we try. Lacking a CE, that is, if

one of the equations is missing, how can we possibly expect
to solve the set of equations that describe smart material
behavior? Smart materials easily outsmart us if we follow
the strategy of a frontal attack. But not everything is lost:
there are alternative and very straightforward ways to by-
pass the difficulty of the nonexisting CE. The next section
is devoted to them.

CONTINUUM AND MOLECULAR DESCRIPTIONS
OF SMART MATERIALS

In the previous section, we introduced the idea that
smart material behavior almost always stems from un-
derlying microscopic or mesoscopic complexity. Express-
ing this complexity in mathematical form, that is, solving
the kinetic theory of the material, is very often impos-
sible. Even in those cases where it is possible, predict-
ing material behavior is a tough challenge. We will now
further use our example of one of the simplest mem-
ory fluids, the Oldroyd-B fluid, to show how the appar-
ent conundrum presented in the previous section can be
approached.

Thermoplastic polymers are a class of materials whose
behavior can be approximately represented by a CE like
Eq. (9). These polymers are made of very long molecules,
and have a backbone comprising several thousand atoms
bonded covalently. These bonds have the possibility of ro-
tating at the cost of some torsional energy, either by spon-
taneous thermal agitation or by the application of some
external field (e.g., electrical) or deformation. Once the
external effect disappears, these huge molecules tend to
regain their average shape by releasing the torsional en-
ergy stored in the backbone of the molecule and adopt-
ing molecular conformations similar to the statistical coil
(18). This tendency to go back to states of minimum free
energy results in an approximately linear restoring force
that acts on the whole molecule. This spring-like force op-
poses molecular stretching. If suspended in a liquid, that
is, if the polymer molecule is in solution, it will also be sub-
jected to random thermal bombardment by small solvent
molecules and the effect of any velocity field of the solvent.
This additional effect of the solvent is a double one: a ten-
dency to deform the polymer molecule and a drag due to the
relative motion between the molecule in solution and the
solvent.

Treating all of these effects and the chemical structure
of the molecule in a fully detailed way is completely beyond
our current capabilities. Instead, a coarse-graining proce-
dure is invoked: most of the details of the molecule are
discarded, and only those most relevant are kept. A very
coarse-grained picture of the molecule is shown in Fig. 2.
The whole macromolecule in its fully detailed chemistry
is represented by a dumbbell that consists of two masses
joined by a Hookean spring. This dumbbell is fully charac-
terized by specifying only three numbers: the components
of the connector vector

¯
Q. The dynamics of this simplified

mesoscopic object, which we will almost unjustifiably still
call “molecule” can be written quite easily. The differen-
tial change in the connector

¯
Q in a very short time dt is
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Figure 2. Coarse graining a polymer molecule
in solution.

given by

d
¯
Q =

(
[
˜
κ ·

¯
Q] − 2H

ζ ¯
Q

)
dt +

√
4kT
ζ

d
¯
w (11)

(see the end of the article for a list of symbols). In Eq. (11),
we can recognize the spring restoring force (term con-
taining 2H

¯
Q)/ζ ), the effect of the flow field of the solvent

([
˜
κ ·

¯
Q]), the random buffeting by solvent molecules

(
√

4kT
ζ

d
¯
w), and the solvent drag ( 2H

ζ
). Thus, in a coarse-

grained sense, our polymer solution consists of a suspen-
sion of these highly simplified objects in a Newtonian
solvent.

The obvious question now is what has this absurdly
simple picture of a polymer solution got to do with a CE
like Eq. (9), that predicts non-Newtonian behavior, mem-
ory included. The unexpected answer is that if we rigor-
ously solve the kinetic theory of a suspension of dumbbells
in a Newtonian solvent, we end up with a relationship
between stress and strain history that is precisely our
Eq. (9) (15). We were referring to this exact equivalence
in the previous section when it was stated that extremely
simple molecular models lead to very complicated and of-
ten intractable CEs. Therefore, for example, when design-
ing a polymer solution process using Eq. (9), we know we
face serious computational difficulties. But we are willing
to invest additional time and effort in the hope that a com-
plex CE will reflect a very complex material structure and
dynamics. However, whether or not we are aware of it, we
are implicitly assuming that the polymer is nothing else
than a suspension of Hookean dumbbells. In spite of their
extreme simplicity, it is the presence of the dumbbells that
endows the solution with memory. Dumbbells are not that
dumb after all.

This interesting equivalence between simple meso-
scopic molecular models and extremely complicated CEs
can be established for most of the CEs used nowadays.
But there still remains the immensely larger class of not-
so-simple molecular models for which there never will be
a CE, but which, nevertheless, are much better at cap-
turing smart material behavior. We are naturally inter-
ested in tapping the resources of these more advanced
molecular models. But how can we use advanced models
for smart materials, if it is not even possible to write a CE
for them?

The answer lies in a further connection between the
micro- or mesoscopic molecular picture and the macro-
scopic response of the system. This missing ingredient is
actually the simplest. In Eq. (11), the dynamics of the sim-
plified molecular model was written in full detail. If we
knew the initial state (its initial

¯
Q) of a given molecule,

we could predict its evolution, that is, its future states, by
integrating Eq. (11) for as many time steps as we like. In
this way, we would know how a single molecule evolves.
This is clearly not enough because a polymer solution con-
tains a very large number of such objects swimming in a
Newtonian fluid. Furthermore, the stress

˜
τ is a collective

property of this large number of molecules (we call this
population of molecules an “ensemble”). A single molecule
does not allow us to determine the stress. What if we had
a large, ideally infinite, collection of different dumbbells?
Would it then be possible to obtain the stress from this
ensemble? Fortunately enough, the answer is yes: the fol-
lowing simple formula tells us how to compute the macro-
scopic response of the material, the stress in this case, for
an ensemble of molecules:

˜
τ = −nkT(

¯
Q

¯
Q −

˜
δ), (12)

where the overbar means an ensemble average,
that is, we compute the simple arithmetic average
nkT [ 1

N (
∑N

i=1 ¯
Qi

¯
Qi) −

˜
δ] using an ensemble of N molecules

and, within the statistical error bars due to finite ensemble
size, the result is precisely

˜
τ . It is quite unexpected at first

that we can obtain the same result for the stress of the ma-
terial either using the idea of the ensemble or integrating
Eq. (9). The connection between these two ways of obtain-
ing the macroscopic response of the material is completely
rigorous and stands on sound mathematical footing. But
even without going into its details, this connection is not
totally unexpected. Because Eq. (9) is an exact result of
the kinetic theory of Hookean, noninteracting dumbbells,
its predictions should be identical to those obtained from
a direct simulation of a large number of such objects
(Fig. 3).

Now, we know how to describe the behavior of a memory
material at both the continuum level, Eq. (9), and at the
microscopic level, Eqs. (11) and (12). We have also gained
a great deal of insight into the mechanisms of memory
or smart material behavior: in the continuum mechanical
version, memory is introduced as an integral across the



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C2-Drv January 12, 2002 1:0

270 COMPUTATIONAL TECHNIQUES FOR SMART MATERIALS

Kinetic

theory

Directsimulation

Microscopic dynamics +
ensemble averaging
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Figure 3. Correspondence between analytical constitutive equa-
tion for a memory fluid and direct simulation of an ensemble.

history of the flow, but it does not shed any light on the
molecular mechanism responsible for memory. In the mi-
croscopic dynamic view, memory is stored in the present
configurations of the dumbbells. If the memory fluid has
been at rest, the

¯
Q will be distributed isotropically and will

yield, on average, a value of
˜
τ = 0. If the polymer has been

subjected to a long period of shear or elongation, again on
average, its molecules will be stretched and oriented. Their
connectors

¯
Q will be large and highly oriented and thus will

make an important contribution to
˜
τ . If a change in the flow

field takes place, for example, if flow ceases, the molecules
will still be in predominantly stretched configurations for
a period of time controlled by the typical relaxation time of
the molecules (e.g., λ1 for the Oldroyd-B fluid). The stress
will drop to zero, not instantly, but over a timescale of the
order of λ1. This gradual loss of information about previ-
ous events (shear or elongational flow in this example) is
what we recognize as memory in a material. Thus, we see
that the very simple fact that the internal structure of the
molecule needs time to adapt to a new external stimulus is
already sufficient to produce memory effects. Other, more
advanced molecular models for smart materials have noto-
riously more complicated microscopic dynamics which take
into account other relaxation processes of the individual
polymer molecule and also of the surrounding molecules.
The basic ingredient of memory, namely, the existence of
a comparatively slow relaxation mechanism, is not very
different, however.

Although we have seen some of the niceties of the equi-
valence between the continuum and microscopic pictures of
our memory fluid, we still have to address the question how
to solve design problems for smart materials in complex
situations (shapes, boundary conditions).

Because there is no CE for the vast majority of consis-
tent microscopic material models, with which we can close
the design equations (4) and (5), it seems that there would
be no hope of ever performing a design using a reasonably
advanced CE. Recently, however, a number of approaches
have been proposed that use the equivalence between the
continuum and microscopic pictures of a material (19–21).
Continuing with our example of the flow of a memory fluid,
assume that we want to determine the amount of swelling

this material experiences upon exit from a cylindrical chan-
nel. The unknowns of the problem in this case are the ve-
locity field and the free surface. We will further assume
that we will be using a finite-element technique. In this
method, the unknown fields are discretized on a mesh, and
the solution sought consists of the values of the velocity
at the nodes of the mesh and the coordinates of the free
surface.

Solving the problem means obtaining a velocity field
and a shape of the boundary that satisfies (∇̄ ·

¯
v) = 0 and

ρ ∂

∂t ¯
v + [∇̄ · ρ

¯
v

¯
v] + [∇̄ ·

˜
π ] = 0 where

˜
π = −p

˜
δ +

˜
τ and

˜
τ (

¯
r)

and comes from the CE [e.g., Eq. (9)]. There are additional
free surface boundary conditions for the velocity and the
stress which are not important for our discussion. In a
standard FE (Finite Element) formulation, a large non-
linear set of equations is set up in which some of the un-
knowns are the components of the velocity and the coor-
dinates of the boundary. The stress is evaluated at sev-
eral integration points within each element of the grid
by using Eq. (9). This value of the stress is then used to
complete the momentum conservation equation, which is
solved for velocity. This is fine so long as we have a CE,
but what are we to do when there is no CE to describe
the material? In the light of the correspondence between
the continuum level and the microscopic levels, an alter-
native suggests itself naturally: we can fill all of the ele-
ments that make up the integration domain with a large
number of molecules, dumbbells in our example, and use
them to compute the stress in each element by using Eq.
(12). The dumbbells in an element form a local ensemble.
This local ensemble serves as a stress calculator that closes
the mass and momentum conservation equation, just as
an analytical CE does. Dumbbells are entrained and de-
formed by the fluid. The strong coupling between macro-
scopic flow and microscopic molecules is then very obvious:
the macroscopic flow carries and distorts the dumbbells,
which in turn produce the correct response (stress) that
modifies the velocity field. This cycle is repeated as many
times as we wish or until we reach a steady state. The gen-
eral scheme of such a micro/macro method is illustrated in
Fig. 4.

For our example of the flow of a memory material out
of a cylindrical pipe, Fig. 5 illustrates a typical FE grid, a
schematic representation of the “molecules” and the solu-
tion given as values of the velocity vector at the nodes of
the grid.

Following this idea, we can have as complicated a mole-
cular model as we want without worrying about its kinetic
theory, that is, whether or not we can obtain a CE for it.
This basic idea of combining a macroscopic formulation of
the conservation equations with a direct simulation of a
large ensemble of microscopic molecules is extremely pow-
erful. It opens the way to the development and practical use
of much more realistic molecular models than was possible
until now. There is, of course, a price to pay for this extra
power: because our ensembles can never be infinitely large,
the computed

˜
τ (

¯
r) will contain statistical noise and so will

the velocity field. Besides, the calculation will be more
expensive now, because we have to follow the dynamics
of hundreds of thousands or millions of simple molecules.
Some very recent advances in the area aim precisely
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Figure 4. Basic time-marching scheme in a micro/macro method.

at reducing both the statistical noise and the computa-
tional effort by resorting to variance reduction techniques
(20).

The basic idea behind all of these schemes is actually
very simple and has been around under several disguises
for quite some time (22). The degree of sophistication and
the range of applications of such combined methods are
truly phenomenal. In (23), an atomistic simulation taken
from the field of fracture mechanics at a very basic level
(density functional theory actually solves Schrödinger’s
equation for a fairly large collection of atoms of the ma-
terial being investigated) has been successfully combined
with higher level methods to predict crack propagation
very satisfactorily. Needless to say, the microscopic model
need not reside at the most basic level: some very signifi-
cant and also spectacular applications come from the field
of solidification and casting of metallic alloys (24). In this
kind of micro/macro model, the microscopic level resolves
metallic crystalline structures such as dendrites, and the
macroscopic level has a typical length scale of centime-
ters. Clearly, the term “microscopic” in alloy casting picks
up where the macroscopic level of fracture propagation
leaves off. In both cases, the basic idea is the same: try and
bridge the gap in time- and space scales by hierarchical
modeling.

In spite of this additional extra cost, micro/macro me-
thods are starting to find widespread application when-
ever the behavior of a material is too complex to be
tackled by standard continuum mechanical techniques.
Coupling very detailed microscopic descriptions of the

Finite element mesh

Finite element mesh

Computational
"molecules"

Velocity field

Figure 5. Calculation of the flow of a memory fluid using finite el-
ements in an integration domain. The conservation and CE equa-
tions are discretized and solved on the grid. The solution is the ve-
locity field shown and the shape of the domain (free liquid surface).

material with macroscopic methods allows making design
calculations that were unthinkable as recently as a decade
ago.

SMART MATERIALS AND
NONEQUILIBRIUM THERMODYNAMICS

As already mentioned, one of the key features of smart
materials is that they frequently have to operate far away
from equilibrium. There is considerable freedom in the pro-
cess of establishing a microscopic model of the smart ma-
terial and extracting a relevant macroscopic property from
it [for example, when obtaining the stress from an ensem-
ble of dumbbells via Eq. (12)]. This freedom is not com-
plete, however, because any micro- or mesoscopic model
that we set up must comply with the rules of nonequilib-
rium thermodynamics. Major developments in the field of
nonequilibrium thermodynamics or nonequilibrium sta-
tistical mechanics have been few and far apart (25). The
application of nonequilibrium thermodynamics to com-
plex materials is by no means obvious. At present, there
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are a staggering number of different theories and a wide
variety of approaches: classical nonequilibrium thermo-
dynamics with internal variables, Lagrangian methods,
bracket formulations, continuum or rational thermody-
namics, variational formulations, extended irreversible
thermodynamics, the matrix model, network thermody-
namics, and the recent GENERIC formalism. In the last
few years, however, there is a growing consensus that
it should be possible now to combine the various ap-
proaches in some kind of common generalized theory. The
final goal is to bring nonequilibrium thermodynamics to
the same level of clarity and usefulness as equilibrium
thermodynamics.

Unless it can be shown that the microscopic models we
develop for a smart material satisfy the rules of equilib-
rium thermodynamics, there is no guarantee that they will
be consistent, let alone able to make consistent predictions.
However, given the lack of a unified formulation of nonequi-
librium thermodynamics, microscopic models have been
proposed based largely on intuition and have been used in
practical work. Dynamic equations have been postulated
directly with varying degrees of success. The unavoidable
consequence is that the required self-consistency is miss-
ing in some of these models.

Given the fundamental importance of thermodynamic
consistency in smart material modeling, this chapter would
not be complete without at least mentioning these very
recent advances. We will limit ourselves to summarily
sketching one of the most recent theories of nonequilib-
rium thermodynamics (GENERIC is an acronym for gen-
eral equation for nonequilibrium reversible–irreversible
coupling). Although it is not possible to go into a detailed
discussion of any of the current frameworks of nonequilib-
rium thermodynamics, it is important to give at least an
idea of their structure, their main building blocks, and the
kind of predictions they can make.

For example, in the GENERIC framework (26,27), the
temporal evolution of any isolated thermodynamic system
is given in the form,

dx
dt

= L(x) · δE (x)
δx

+ M(x) · δS(x)
δx

, (13)

where x represents a set of independent state variables
required to describe a given nonequilibrium system com-
pletely. δ/

¯
δx is to be understood as a functional derivative

and the application of the operators implies summations
over discrete labels and also integrations over continu-
ous labels. The functionals E and S represent the total
energy and entropy expressed in terms of the state vari-
ables x, and L and M are certain matrices. The two con-
tributions to the temporal evolution of x generated by en-
ergy E and entropy S in Eq. (13) are called the reversible
and irreversible contributions, respectively. Using the en-
ergy as the generator of reversible dynamics is inspired by
Hamilton’s description of a conservative system. Using the
entropy as the generator of irreversible dynamics is in-
spired by the Ginzburg–Landau formulation of relaxation
equations. The use of these two generators is a key aspect

of GENERIC. It has special importance and makes it ca-
pable of treating systems far from equilibrium.

In GENERIC, Eq. (13) is supplemented by the two de-
generacy requirements:

L(x) · δS(x)
δx

= 0

and

M(x) · δE(x)
δx

= 0. (14)

Furthermore, the matrix L is required to be antisymmetric,
whereas M is symmetrical and positive-semidefinite. The
positive-semidefiniteness of M together with the first de-
generacy condition imply a strong implementation of the
second law of thermodynamics. Both the complementary
degeneracy requirements and the symmetry properties of
L and M are extremely important in formulating proper L
and M matrices when modeling nonequilibrium materials.
Finally, it is assumed that the Poisson bracket {. . . , . . . }
associated with the antisymmetric matrix L,

{A, B} = δA
δx

· L(x) · δB
δx

, (15)

satisfies the Jacobi identity,

{{A, B}, C} + {{B, C}, A} + {{C, A}, B} = 0, (16)

for arbitrary functionals A, B, and C. The Jacobi identity
severely restricts convection mechanisms for structural
variables and expresses the time-structure invariance of
the reversible dynamics implied by L.

The power of any such formulation of nonequilibrium
thermodynamics resides precisely in the ability to define
which micro- or mesoscopic models are permissible and
consistent. Until recently, due to the lack of a general
framework, any ad hoc or intuitively proposed microscopic
dynamics run the risk of violating the degeneracy require-
ments or the Jacobi identity. Using a consistent framework
such as GENERIC to constrain our microscopic material
models automatically guarantees consistency.

The GENERIC formulation of nonequilibrium thermo-
dynamics has led, among others, to fully consistent gener-
alized reptation models and to new models for liquid crys-
tal polymers, both of great importance for applications in
the area of advanced materials. The tremendous advan-
tage of having a framework of nonequilibrium thermody-
namics at our disposal in which to formulate microscopic
models is that consistency is guaranteed by construction.
Furthermore, such a formalism acts as a helpful guide in
improving and refining microscopic material models, that
is, ultimately in the quality of the resulting CEs (when it is
possible to write one) or of the resulting stimulus–response
behavior.

Nonequilibrium thermodynamics is probably an even
more important tool for engineers than equilibrium ther-
modynamics, for example, in connection with the design
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and processing of all kinds of memory materials. Nonequi-
librium thermodynamics is obviously important if phase
transitions, such as phase separation of crystallization,
take place under deformation or flow. The successful ap-
plication of a formalism such as GENERIC to such prob-
lems depends on the possibility of obtaining the four build-
ing blocks of GENERIC: the two generators, energy E
and entropy S, and the matrices L and M. Thermody-
namic modeling in terms of these basic building blocks
is strongly advocated, rather than the direct formulation
of temporal-evolution equations. The situation is analo-
gous to that in equilibrium thermodynamics: it is more
advantageous to work with a thermodynamic potential
as a basic building block than with several equations
of state. Experience with empirical expressions for the
GENERIC building blocks for different design and ma-
terial cases needs to be collected by reformulating and
generalizing existing theories. Although microscopic ex-
pressions for the building blocks do exist, they will be-
come useful only when the numerical methods for handling
these formal expressions are developed. Just as Monte
Carlo simulations allow us an atomistic understanding
of equilibrium physics, molecular and stochastic dynam-
ics will be the key to applying non-equilibrium thermo-
dynamics to practical cases. The basic tools for under-
standing structure–property relationships are available
now.

OUTLOOK

To summarize, the “smartness” of smart materials almost
always has its origin in a complex structure at the micro-
scopic or mesoscopic level. Attempts to capture this com-
plexity mathematically are successful in some simple cases
but soon run into fundamental difficulties. Having no con-
stitutive equation to close the system of equations that are
the basis of any design calculation, the task of describing
smart material behavior seems to be hopeless . Fortunately,
recent methodological and computational advances have
reopened the road to successful design and prediction of
smart material behavior.

On one hand, micro/macro methods are reaching a state
now where they can compete with classical methods based
on a continuum mechanical description of the material.
Micro/macro methods make it possible to model a smart
material at a very high level of sophistication without wor-
rying about the solvability of the corresponding kinetic
theory.

On the other hand, very recent advances in nonequilib-
rium thermodynamics are starting to yield their first truly
groundbreaking results. Due to them, we can now postu-
late and develop microscopic models for smart materials
certain that they are correct and consistent at the most
fundamental level.

These two avenues of research are essential and com-
plementary in process or part design for smart materi-
als: nonequilibrium thermodynamics is the tool of choice
to guide the development and the validation of the micro-
scopic models used in micro/macro calculations.

Micro/macro methods and nonequilibrium thermody-
namics are two of the most promising paths along which
future advances in smart material design are likely to
come.

NOTATION

E Young’s modulus (Pa)
E (x) Energy functional
H Spring constant (N/m)
k Boltzmann’s constant (J/K)
N Number of molecules in an ensemble (-)
n Number density (m−3)
p Pressure (Pa)

¯
Q Connector vector (m)
S(x) Entropy functional
T Temperature (K)
t Time (s)

˜
u Strain tensor (-)
v Velocity (m/s)
w Three-dimensional Wiener process (-)
x State variables

Greek Letters

˜
δ Unit tensor
η Viscosity (kg/m/s)

˜
γ(n) Nth rate of strain tensor, where(n) (s−n)

denotes the nth convected time
derivative (codeformational
derivative using contravariant
components):

A(1) = ∂

∂t
A + {

¯
v · ∇̄ A} − {(∇̄

¯
v)T · A+ A · (∇̄

¯
v)}

A(n) = (A(n−1)) (1)

˜
κ Transposed velocity gradient (∇̄

¯
v)T (s−1)

λ1 Relaxation time constant of (s)
Oldroyd-B model

λ2 Retardation time constant of (s)
Oldroyd-B model

λi jkl Elastic moduli (m2/N)

˜
π Total stress tensor (Pa)
ρ Density (kg/m3)

˜
σ Stress tensor (Pa)

˜
τ Polymer contribution to the (Pa)

extra-stress
ζ Friction coefficient (Ns/m)
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CONDUCTIVE POLYMER COMPOSITES WITH
LARGE POSITIVE TEMPERATURE COEFFICIENTS

C. P. WONG

SHIJIAN LUO
Georgia Institute of Technology
Atlanta, GA

INTRODUCTION

Conductive polymer composites (1,2) that contain con-
ductive fillers such as metal powder, carbon black, and
other highly conductive particles in a nonconductive poly-
mer matrix have been widely used in electrostatic dis-
sipation (ESD) and electromagnetic interference shield-
ing (EMIS). A special group among electrically conductive
polymer composites are conductive polymer composites
that have large positive temperature coefficients (PTC),
which in some cases are called positive temperature co-
efficient resistance (PTCR). The resistivity of this kind of
composite increases several orders of magnitude in a nar-
row temperature range, as shown in Fig. 1. The transition
temperature Tt is defined by the intersection of the tan-
gent to the point of inflection of the resistivity versus tem-
perature curve which is horizontal from the resistivity at
25◦C (ρ25). This kind of smart material can change from a
conductive material to an insulating material or vice versa
upon heating or cooling, respectively. The smartness of this
kind material lies in this large PTC amplitude (defined as
the ratio of maximum resistivity at the peak or the resis-
tivity right after the sharp increase to the resistivity at
25◦C), and also in its reversibility, its ability to adjust-
ment the transition temperature, its low-temperature re-
sistivity, and high-temperature resistivity. PTC behavior
in a polymer composite was first discovered by Frydman in
1945 (3), but not much attention was paid to it originally.
Because Kohler obtained a much higher PTC amplitude
from high density polyethylene loaded with carbon black in
1961 (4), this kind of temperature-sensitive materials has
aroused wide research interest and also led to many very
useful applications. In this review, the general theories
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Figure 1. Resistivity versus temperature behavior of a conduc-
tive polymer composite that has a large positive temperature
coefficient.
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of PTC conductive polymer are introduced. Carbon-black-
filled conductive polymer composites and their PTC behav-
ior are discussed in more detail, in regard to the effects of
fillers, the polymer matrix, and processing conditions, and
additives. At the end, applications of this kind of smart
temperature-sensitive material are presented.

BASIC THEORY OF CONDUCTIVE POLYMER
COMPOSITES AND PTC BEHAVIOR

The conductivity of polymer composites that contain con-
ductive particles dispersed in a polymer matrix may re-
sult from direct contact between conductive particles and
electron tunneling. The conductivity of a highly filled
conductive adhesive is due to the former mechanism.
Matsushige used atomic force microscopy (AFM) to study
the conduction mechanism in a PTC composite on a
nanoscale (5). It was proposed that electron tunneling or
hopping through the conductive carbon particles in the
polymer matrix might be the governing mechanism for or-
ganic PTC materials.

There are two very simple mechanisms for small PTC
behavior of conductive polymer composites: reduction of
the contact area of neighboring conductive particles and
an increase in the junction distance in electric tunneling
when heated. Although the large PTC phenomenon is well
known, its mechanism has not been fully understood. Dif-
ferent theories have been proposed (4,6,7) to explain the
large PTC behavior.

Kohler (4) suggested that the PTC is due to the differ-
ence in thermal expansion of the materials. His theory
was supported by some other researchers in percolation
theory (1). The conductivity of conductive polymer com-
posites increases as the volume fraction of the conductive
filler increases. For a polymer filled with conductive par-
ticles, a critical volume fraction of filler may exist, which
is called the percolation volume fraction. The resistance
of the conductive polymer composite whose filler volume
fraction is higher than the percolation volume fraction is
several orders of magnitude less than that of the composite
whose filler volume faction is less than the percolation vol-
ume fraction. In the region of low filler concentration, the
filler particles are distributed homogeneously in the insu-
lating polymer matrix. There is no contact between adja-
cent filler particles. The resistance decreases slowly as the
volume fraction of filler particles increases. As filler concen-
tration increases further, filler particles begin to contact
other particles and agglomerate. At a certain filler con-
centration, the growing agglomerates form a one-, two-, or
three-dimensional network of the conducting phase within
the insulating polymer matrix. At this range, the resisti-
vity of the mixture shows a deep decrease to the low value
of the conductive network. After the formation of the con-
tinuous conductive network, the resistivity of the mixture
increases slowly as the filler content increases due to the
slightly improved quality of the conductive network.

Many models have been proposed (8) to explain the
electrical conductivity of mixtures composed of conductive
and insulating materials. Percolation concentration is the

most interesting of all of these models. Several parameters,
such as filler distribution, filler shape, filler/matrix inter-
actions, and processing technique, can influence the perco-
lation concentration. Among these models, the statistical
percolation model (9) uses finite regular arrays of points
and bonds (between the points) to estimate percolation
concentration. The thermodynamic model (10) emphasizes
the importance of interfacial interactions at the boundary
between individual filler particles and the polymeric host
in network formation. The most promising are structure-
oriented models, which explain conductivity on the basis
of factors determined from the microlevel structure of the
as-produced mixtures (11).

Because the thermal expansion coefficient of a poly-
mer matrix is generally higher than that of the conduc-
tive particles, the volume fraction of conductive filler in
a conductive polymer composite decreases as temperature
increases; thus, the resistivity increases. If a conductive
polymer composite is made of semicrystalline polymer as
an insulator and a filler of conducting particles, whose
concentration is just above the percolation volume fraction,
the relatively large change in specific volume of the poly-
mer at its melting temperature may bring the volume frac-
tion of the conductive filler down below the critical volume
fraction when the composite is heated beyond the melting
temperature of the polymer crystal. Thus, the resistivity
increases greatly. Kohler’s theory cannot explain the very
small rise in resistance exhibited by such filled polymer
systems when they are strained to an amount equivalent
to that found at the crystalline melting point. And the PTC
amplitude should be a direct function of volume change ac-
cording to Kohler’s theory; however, it is not the case in
reality.

Ohe proposed a more complex theory (6). He stated that
PTC phenomenon could be explained by the increasing in-
tergrain gap among the carbon black particles caused by
thermal expansion. He visualized that the distribution of
the intergrain gaps in a conductive composite is rather uni-
form at low temperature, and the gap is small enough for
extensive tunneling to occur, but the distribution at high
temperature becomes random due to thermal expansion.
Although the average gap distance does not change greatly,
the presence of a significant amount of gap distance too
large to allow electron tunneling will result in a great in-
crease in resistance.

Meyer’s theory (7) was based on the assumption that a
thin (300 Å) crystalline film of polymer is much more con-
ductive than an amorphous film of polymer. It was shown
that carbon black particles remain in the amorphous re-
gion between crystallites in a conductive composite. The
high conductivity at low temperature is due to tunneling
through the thin crystallite, and the PTC phenomenon is
caused by a preliminary change in state of these crystal-
lites just before the crystalline melting point that leads to
a sharp reduction in the ease of tunneling and thus much
higher resistivity.

The authors of this article propose a new theory for PTC
behavior. Large thermal expansion during crystal melting
surely will contribute to a large amplitude of PTC beha-
vior. But it contributes only to a limited level. Ohe’s
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vision of the change from uniform distribution of carbon
particle to random distribution is groundless and cannot be
justified. Actually, as is shown later, cross-linking can
eliminate the redistribution of carbon black after melting
and stabilizes PTC behavior. PTC behavior takes place at
the same time as melting, rather than before crystalline
melting, as stated by Meyer. It probably is true that tunnel-
ing is easier in a crystalline region than in an amorphous
region. The difference is probably due to polymer chain
mobility. The work function of the conductive particle at
the interface between the conductive particle and polymer
matrix may increase after crystal melting due to the high
mobility of the polymer chain. The same theory can explain
PTC behavior in conductive polymer composites as well as
the conductivity phenomenon in an electrically conductive
adhesive after curing (12). Before the conductive adhesive
is cured, the resin matrix has high mobility and prohibits
tunneling between conductive particles. After curing, the
mobility of the polymer chain is greatly reduced and thus
allows tunneling between conductive particles.

EFFECT OF CONDUCTIVE FILLERS ON PTC
CONDUCTIVE POLYMER

Different conductive fillers have been used as in PTC con-
ductive polymers. Metallic powders that are stable at high
temperature, such as tin, gold, and silver were suggested
as conductive fillers in PTC materials (13a). In addition,
ceramic powder such as tungsten carbide was also used
as a filler in PTC conductive polymer composites (13b).
It was found that V2O3 has several phase transitions (1).
At 160 K, it is transformed from an antiferromagnetic in-
sulator (AFI) to a paraelectric metallic conductor (PMC),
accompanied by a resistivity change from 105 �·cm to
10−2 �·cm. At 400 K, it changes from a PMC to a para-
electric insulator (PI) whose resistivity is 103–104 �·cm.
Most interestingly, low density polyethylene (LDPE) filled
with V2O3 shows a square well in the resistivity versus
temperature profile by combining a sharp negative tem-
perature coefficient (NTC) around −110◦C and a sharp
PTC around 100◦C (1,14–16). A PTC transition temper-
ature of conductive polymer composites filled with V2O3

was also reported in other polymer systems (17). The Tt of a
V2O3-filled system changes in the following manner: LDPE
(100◦C) < polypropylene (150◦C) < polytetrafluoroethylene
(260◦C). However, the fillers mentioned before are expen-
sive. Work has been done to develop alternative less ex-
pensive PTC conductive polymer composites. Most of the
conductive polymers for ESD and EMIS applications are
thermoplastics filled with carbon black or carbon graphite
because of their very low cost. Carbon black is also one of
the major fillers used in so-called PTC conductive polymers
(18–20).

There are several important parameters of carbon
black (21): particle size (surface area), aggregate struc-
ture (carbon black particles aggregate to form a grapelike
structure), porosity, crystallinity, and surface functionality.
Small particle size and high structure lead to more diffi-
cult dispersion. The initial grapelike structure of carbon
black formed during the manufacturing of carbon black

is highly stable and can be destroyed only by very inten-
sive processing such as grinding in a ball mill. For a given
loading of carbon black, a smaller particle size would add
more particles to the composite than that using carbon
black of larger particle size. Thus, carbon blacks of smaller
particle size would produce a composite that has a smaller
separation between carbon particles (as well as the prob-
ability of more carbon particles in contact), resulting in
greater conductivity. Small particle size gives a low crit-
ical volume for a carbon-black-filled polymer system (1).
However, for fiberlike conductive fillers, large filler parti-
cles favor the formation of conducting paths at a low perco-
lation concentration. High-structure carbon blacks tend to
produce a larger number of aggregates in contact, as well
as, smaller separation distances, that result in greater con-
ductivity. For a given carbon black loading, the more porous
carbon black generally provides a larger number of aggre-
gates to the composite. This results in a smaller interaggre-
gate distance and higher conductivity. The increase in the
degree of carbon black structuring is found more efficient
than the increase of the specific surface of carbon black
in conductive polymers. Carbon particles that have higher
oxygen content have higher resistance. Removal of the
surface oxides increases the conductivity of the original
carbon black much more than heat treatment to produce
graphitization. Higher graphite content in carbon black
leads to higher electrical conductivity.

Although the small particle size and the highly aggre-
gated structure of carbon black (such as BP2000 manufac-
tured by Cabot Corp.) can give polymer composites that
have low resistance, this kind of composite does not show
a large PTC amplitude because the aggregated structure
cannot be broken down by the thermal expansion of the
polymer (Fig. 2). On the contrary, a polymer composite
filled with carbon black that has a large particle size and
low aggregate structure (such as N660 manufactured by
Columbia Chemicals) shows high room temperature re-
sistance but high PTC amplitude (22). To obtain a PTC
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Filled with N660 carbon black
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Figure 2. Resistivity versus temperature of HDPE filled with dif-
ferent carbon blacks (the loading is 30% by weight).
BP2000: small particle size and high aggregated structure;
N660: large particle size and low aggregated structure.
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conductive polymer composite that has both lower room
temperature resistance and high PTC transition ampli-
tude, porous carbon black is much better than nonporous
carbon black. Ueno et al. reported that etching a carbon
black at an elevated temperature to remove the less crys-
talline portion and therefore to increase the surface area
can improve the PTC characteristics of a conductive poly-
mer filled with carbon black, and this material was suitable
for use as a resettable fuse (20).

The PTC amplitude depends on the loading of carbon
black. It was shown that for different carbon blacks, a dif-
ferent loading exists at which the composite has a maxi-
mum PTC amplitude (23). The carbon black concentration
that gives the optimum PTC intensity can be predicted
approximately from room temperature data (17).

EFFECT OF POLYMER MATRIX ON PTC BEHAVIOR

Polymers used as the matrix in electrically conductive poly-
mer composites can vary from elastomers to thermoplastics
and thermosets that have crystallinity varying between
0 and 80%. As mentioned in the previous paragraph, the
large PTC anomaly is due to the large thermal expansion of
the polymer matrix, especially during melting of a polymer
crystal. The PTC transition temperature is determined by
the melting point of the polymer matrix. Because polymers
that have low and high melting points are available for
use in conductive polymer composites, the transition tem-
perature can be controlled by selecting and compounding
the matrix polymer for different applications that require
different transition temperatures (24). A PTC conductive
composite based on high-density polyethylene whose melt-
ing peak temperature is 129–131◦C and whose specific vol-
ume increases by approximately 10% due to melting across
a narrow temperature range, showed maximum resistivity
as a matrix at 129–131◦C (22). The transition tempera-
ture can be slightly adjusted by using a copolymer or poly-
mer blend that has more than one homopolymer. A com-
pound of 40 parts by weight of carbon black, 60 parts of
a melted olefin copolymer (ethylene-ethyl acrylate copoly-
mer) (EEA), and an organic peroxide, had a Tt at 82◦C
(5). Another reported recipe (25) is a composite of carbon
black dispersed in high-density polyethylene (HDPE) and
poly(ethylene vinyl acetate) (EVA), whose Tt is 120◦C.
Ultra high molecular weight polyethylene (UHMWPE)
reportedly enhances PTC behavior (18). Thermosetting
material such as thermosetting polyester resin that was
cross-linked by a free radical reaction, was also reportedly
used as a polymer matrix for a PTC conductive polymer
composite (25).

The PTC amplitude depends on crystallinity. Meyer
showed (26) that crystalline trans-polybutadiene filled
with carbon black has low room temperature resistivity
and a significant anomaly, whereas the amorphous cis-
polybutadiene filled with same amount of carbon black has
much higher resistivity and no anomaly. Within a poly-
meric family, a polymer that is more crystalline has higher
PTC amplitude. But also note that different classes of poly-
mers that have the same crystallinity do not exhibit identi-
cal PTC behavior and no relationship was correlated. PTC
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Figure 3. Resistivity vs. temperature for a PTC conductive poly-
mer during heating and cooling cycles.

amplitude depends on polymer type. PTC amplitude in-
creases in the following order with respect to the matrix
polymer: nylon 66 < polypropylene < polyethylene oxide <

low-density polyethylene < high-density polyethylene.
As mentioned before, the mechanism for the PTC

anomaly in semicrystalline polymer composites is accom-
panied by a relatively large change in the specific volume of
the polymer at its melting temperature. The resistivity ver-
sus temperature curve can be well matched by the specific
volume–temperature curve. Crystallization during cooling
of a polymer is the reverse of melting of a polymer crystal
during heating. The PTC transition of this kind of smart
material is reversible. During cooling, the same material
shows a sharp decrease in resistivity, as shown by Fig. 3.
The thermal expansion of a polymer depends on its heat-
ing and cooling cycle. Because the melting temperature of a
polymer crystal is always higher than the recrystallization
temperature, the PTC transition of a conductive polymer
composite is always higher in the heating cycle than that
during the cooling cycle (1). The difference is about 18 K
for polyethylene, 34 K for polyoxymethylene, and 50 K for
polypropylene. Actually, all factors that affect the melting
and recrystallization behavior such as pressure and heat-
ing and cooling rates influence the PTC behavior of a con-
ductive polymer composite. Meyer showed that the PTC
transition temperature increases and PTC amplitude de-
creases as pressure increases (26).

In some conductive polymer composites, the negative
temperature coefficient (NTC) effect follows, for example,
the resistivity decreases as the temperature increases fur-
ther after a PTC transition. The NTC effect is probably
due to the reorientation, reaggregation, or reassembling of
carbon black. Initially dispersed particles may become mo-
bile in the temperature range of polymer melting to repair
the broken percolation network. The measurement of re-
sistance versus the temperature behavior of the conductive
composite was repeated for the same sample (27,28). Tang
(27) observed that the PTC intensity and the base resis-
tance decrease with thermal cycles. The reason is obviously
reorganization of carbon black at the high temperature.

Radiation was used to cross-link a carbon-black-filled
conductive polymer composite. The NTC effect can be
alleviated or reduced by cross-linking, and the PTC
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amplitude is stabilized (the resistance at lower tempera-
ture is stabilized) after cross-linking (1, 27). The organiza-
tion of carbon black is hampered in a cross-linked polymer
network.

EFFECT OF PROCESSING CONDITION AND ADDITIVES

The effect of mixing time on the resistance–temperature
behavior was also investigated (27). Both the PTC effect
and the reproducibility were improved greatly when the
sample was mixed for a long time. It was suggested that
the improvement is due to increasing absorption of the
polymer on the carbon black surface and this absorption
forms a polymer layer outside the carbon black particle.
The room temperature resistivity increases with mixing
time at constant carbon black concentration. It can also be
explained that structures are broken down during mixing,
thus the resistivity increases. If the power consumption
during mixing is too great, the composition would have too
high resistivity at a low temperature and have unsatisfac-
tory electrical stability on aging at elevated temperature.
If the power consumption is too low, it can also result in a
composition that has low PTC amplitude.

Tang (27) studied the effect of the interaction between
carbon black and the polymer on electrical behavior. The
absorption of polymer on the carbon black surface may be
physical or chemical. The latter is caused by free radical
reaction between the polymer and carbon black, and it can
occur during radiation or the preparation of the composite.
In carbon-black-filled HDPE, the cross-linked network of
the polymer restrict the freedom of movement of carbon
black. The free radical reaction enhances the binding force
between the polymer and carbon black.

Polymeric materials may be broken down under high
voltage. The voltage stability of a cross-linked PTC
conductive polymer is improved by incorporating a poly-
merizable monomer such as triallyisocyanurate before it
is cross-linked (28). Antimony oxide, which does not de-
grade PTC resistance, can be used as a flame retardant
(13a). A semiconductive inorganic substance such as silicon
carbide or boron carbide was used to improve the high
voltage stability (29). Alumina trihydrate can be added
to a PTC conductive polymer composite to prevent dielec-
tric breakdown, arcing, and carbon tracking under high
voltage (19).

APPLICATION OF PTC CONDUCTIVE
POLYMER COMPOSITE

There are many applications for PTC conductive polymer
composites, including thermistors (13b), circuit protection
devices (30), and self-regulating heaters (31). Because the
material both heats and controls the temperature, it can
be used to manufacture a self-regulating heating device.
As the temperature increases, the resistance increases,
and thus the power decreases. This kind of self-regulating
heater can be used to prevent freezing of water and pipes
used in chemical processing. It has also been used to man-
ufacture a heater for heating a hot-melt adhesive to seal a

cable splice case (32) and a hair curler (33). Self-regulating
heaters can be manufactured into different forms. The
blank form of PTC conductive polymer composite can al-
low precise temperature control across larger areas. This
kind of device has been used to repair thermally complex
aircraft structures (31,34).

Another application of PTC conductive polymers is in
over-temperature and over-current protection. A device
manufactured from a PTC conductive polymer compos-
ite has low resistance and much less resistance than the
rest of the circuit at normal temperature; thus it has no
influence on normal performance. But at high tempera-
ture, these devices become highly resistant or insulators;
thus, they dominate the circuit, reduce the current, and
protect the circuit. For large abnormal current, the de-
vice can rapidly self-heat to a high resistance state and
thus reduces the current. The smartness lies in the over-
temperature and over-current protection and also in its re-
settability. After the current drops and the temperature of
the device decreases, the device returns to a low resistance
state and allows current to pass. A resettable fuse made
from a PTC conductive polymer has been on the market.
This kind of resettable fuse has been used in battery charg-
ers to terminate the charging function based on the battery
temperature and protect the battery from overheating. It
is also used in telecommunication equipment, computers,
and power supplies.

SUMMARY

A temperature-sensitive PTC conductive polymer com-
posite is a true smart material. Its property can also be tai-
lored by selecting the filler, polymer matrix, and processing
conditions. Its transition temperature is determined by the
melting point of the polymer matrix. Its room temperature
resistivity, high-temperature resistivity, and PTC transi-
tion amplitude can be adjusted by the filler and its combi-
nation with the polymer matrix. PTC transition behavior
can be stabilized by cross-linking the polymer matrix. This
kind of smart material can be used in many temperature-
sensitive applications such as thermistors, self-regulating
heaters, and circuit protection devices.

BIBLIOGRAPHY

1. X. Yi, G. Wu, and Y. Pan, Polym. Int. 44: 117 (1997).
2. V.E. Gul, in Structure and Properties of Conducting Polymer

Composites, VSP BV, The Netherlands, 1996.
3. UK Pat. 604, 695, E. Frydman.
4. US Pat. 3,243,753, F. Kohler.
5. K. Matsushige, K. Kobayashi, N. Iwami, T. Horiuchi,

E. Shitamori, and M. Itoi, Thin Solid Films 273: 128 (1996).
6. K. Ohe and Y. Naito, Jpn. J. Appl. Phys. 10: 99 (1971).
7. J. Meyer, Polym. Eng. Sci. 14: 706 (1974).
8. F. Lux, J. Mater. Sci. 28: 285 (1993).
9. R. Zallen, in The Physics of Amorphous Solids, Wiley, NY, 1983,

Chap. 4.
10. M. Sumita, K. Sakata, S. Asai, K. Miyasaka, and H.

Nakagawa, Polym. Bull. 25: 265 (1991).



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-C2-Drv January 12, 2002 1:0

CONDUCTIVE POLYMERS 279

11. K. Yoshida, J. Phys. Soc. Jpn, 59: 4087 (1990).
12. A.J. Lovinger, J. Adhesion 10: 1 (1979).
13. (a) US Pat. 3,673,121, J. Meyer.

(b) US Pat. 5,793,276, H. Tosaka, M. Takaya, S. Moriya,
H. Kobuke, and M. Hamada.

14. K.A. Hu, J. Runt, A. Safari and R.E. Newnham, Ferroelectrics
68: 115 (1986).

15. Y. Pan and G.Z. Wu, J. Zhejiang Univ. 4: 613 (1994).
16. M. Narkis, A. Ram, and F. Flashner, J. Appl. Polym. Sci. 25:

1515 (1980).
17. M. Narkis, A. Ram, and F. Flashner, Polym. Eng. Sci. 18: 649

(1978).
18. US Pat. 5,554,679, T. Cheng.
19. US Pat. 5,174,924, M. Yamada, S. Isshiki, and Y. Kurosawa.
20. U.S. Pat. 5,171,774, A. Ueno, M. Takata, N. Yamazaki, and

S. Sugaya.
21. K. Kinoshita, in Carbon Electrochemical and Physicochemical

Properties, Wiley, 1988.
22. S. Luo and C.P. Wong, Proc. Int. Symp. Adv. Packag. Mater.

Process Prop., Interfaces, Braselton, GA, 1999, p. 311.
23. M. Narkis, A. Ram, and F. Flashner, J. Appl. Polym. Sci. 22:

1163 (1978).
24. US Pat. 4,668,857, J. Smuckler.
25. US Pat. 5,545,679, P. Bollinger, Jr., D. Mueller, J. Smith, and

H. Wehrli III.
26. J. Meyer, Polym. Eng. Sci. 13: 462 (1973).
27. H. Tang, Z.Y. Liu, J.H. Piao, X.F. Chen, Y.X. Lou, and S.H. Li,

J. Appl. Polym. Sci. 51: 1159 (1994).
28. US Pat. 4,188,276, B. Lyons and Y. Kim.
29. US Pat. 4,732,701, M. Nishii, H. Miyake, and H. Fujii.
30. A. Au, Annu. Tech. Conf. — Soc. Plast., Brookfield Center, CT,

1985, pp. 412–413.
31. W. Robert, Proc. Nat. SAMPE Symp. Exhibition 30: 1441

(1985).
32. US Pat. 4,880,962, J. Nolf, J. Vansant, and M. Jensen.
33. US Pat. 3,689,736, J. Meyer.
34. L.H. McCarty, Design News 42: 108 (1986) (20).

CONDUCTIVE POLYMERS

G.G. WALLACE

T.W. LEWIS

L.A.P. KANE-MAGUIRE

University of Wollongong
Wollongong, Australia

INTRODUCTION

Intelligent polymer systems have the capacity to sense a
variety of stimuli in the operational environment. They
can further process this information and then actuate re-
sponses (Fig. 1). The stimuli utilized may be chemical (e.g.,
chemical imbalance in a living system) or physical (e.g.,
structure exceeds a stress limit). Likewise the response ac-
tuated may be chemical (e.g., controlled release of drugs)
or physical (e.g., increase in stiffness of material).

The intelligent polymer structure will require energy to
implement these functions, so energy conversion/storage

Intelligent polymer systems

Process

Sense Actuate

Self powering
energy conversion/storage

Compatibility with other systems

Figure 1. Function required in an intelligent polymer system.

capabilities are desirable. These latter functions could be
achieved, for example, by utilizing the photovoltaic prop-
erties of polymer structures. Ideally, all of the above men-
tioned functions would be integrated at the molecular
level.

While a number of classes of polymers are capable of
providing one or more intelligent functions, inherently con-
ducting polymers (ICPs) may provide all of them (1,2).

SYNTHESIS AND PROPERTIES

The ability of ICPs to provide the range of functions re-
quired for intelligent polymer systems will be illustrated
with examples that utilize polypyrroles (I), polythiophenes
(II), and polyanilines (III).

( ) }{ N
H

+

A−

n m
(I)

( ) }{ S

+

A−

n m
(II)

( ) ( ) }{ H
N

H
N N N

y 1 − y m

(III)

For polypyrroles and polythiophenes, n is usually about
3 or 4 for optimal conductivity; that is, there is a positive
charge on every third or fourth pyrrole or thiophene unit
along the polymer chain, close to where the dopant anion
A− is electrostatically attached. For polyanilines, the ratio
of reduced (amine) and oxidized (imine) units in the poly-
mer is given by the y/(1 − y) ratio. The conducting emeral-
dine salt form of polyaniline has y = 0.5; that is, there are
equal numbers of imine and amine rings present.

Each of these materials may be produced via chemical or
electrochemical oxidation of the appropriate monomer (1).
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Figure 2. Steps involved in polypyrrole
formation.
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The polymerizations involve formation of lower molecular
weight oligomers that are further oxidized (at lower poten-
tials than the initial monomer) to form a polymer that even-
tually precipitates or electrodeposits as a critical molecu-
lar weight is exceeded. For example, the steps involved in
polypyrrole formation are shown in Fig. 2 (X NH).

A counterion (A−) is incorporated during synthesis to
balance the charge on the polymer backbone. Common
chemical oxidants are FeCl3 and (NH4)2S2O8, which pro-
vide Cl− and HSO4

−/SO4
2−, respectively, as the dopant an-

ions. Electrochemical oxidation provides greater flexibility
in terms of the anion that can be incorporated from the
electrolyte (MA salt or HA acid) added to the polymeri-
sation medium. Acidic conditions (pH generally ≤ 3) are
required for aniline polymerization in order to solubilize
the monomer, while pyrrole and thiophene polymerizations
may be carried out in neutral solution.

In general, chemical oxidation provides ICPs as pow-
ders, while electrochemical synthesis leads to films de-
posited on the working electrode. A wide range of work-
ing electrodes may be employed, including platinum, gold,
reticulated vitreous carbon (RVC), and indium-tin-oxide
coated glass. The last-mentioned ITO-glass electrodes,

being transparent in the visible near-infrared region, are
very useful for recording absorption or circular dichroism
spectra for the deposited conducting polymer films. Both
the chemical and electrochemical oxidation approaches can
be modified to produce soluble or dispersable conducting
polymers.

An important additional feature is that all of these poly-
mer structures are amenable to facile oxidation/reduction
processes that can be initiated at moderate potentials. For
polypyrroles, and polythiophenes, two oxidation states can
be reversibly switched, as shown in Eq. (1) where Z NH
or S, respectively. The doped oxidized forms exhibit good
electrical conductivity (σ = 1 − 100 s cm−1), while the re-
duced forms have very low conductivity (σ ∼ 10−8 s cm−1).
This ability to conduct electrons is important in that in-
formation can be readily relayed within an intelligent
polymer system. However, this feature alone is not suffi-
cient for intelligent performance. The dynamic character
of these polymer systems is equally important, with chem-
ical, physical, and mechanical properties being a function
of applied potential. Both polypyrroles and polythiophenes
can be reversibly reduced/oxidized according to Eq. (1) and
(2). Polyaniline undergoes similar transitions, although its
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redox chemistry is slightly more complex.

( ) }{ ( ) }{Z

+

A−

n m
Z

0

+A−

n m

(solution)
+e−

−e−

(1)

If the dopant anion (A−) is small and mobile (e.g.,
Cl−), and the polymer has a high surface area to volume
ratio, then upon reduction, the anion will be efficiently
ejected from the polymer. However, extensive studies with
polypyrroles have shown (3) that if the dopant is large and
immobile (e.g., if A− is a polyelectrolyte such as polystyrene
sulfonate), then an electrically induced cation exchange
process occurs, according to Eq. (2); where the cation (X+) is
incorporated from the supporting electrolyte solution. This
reduction process has a dramatic effect on the physical and
chemical properties of the polymer. For example, conduc-
tivity will decrease, color will be altered, anion exchange
capacity will diminish, cation exchange capacity may in-
crease, and hydrophobicity will be altered in a manner de-
termined by which ion exchange process predominates (2).
Some of the changes accompanying these redox reactions
are summarized in Fig. 3. These changes are important in
determining the sensing, information processing, and ac-
tuation capabilities of the systems.

( ) }{ ( ) }{N
H

+

A−

n m
N
H

0

X+
A−

n m

+e−

−e−+X−

(2)

The situation with polyanilines is more complex, with
the polymer able to exist in three different oxidation states:
leucoemeraldine, emeraldine and pernigraniline (Fig. 4)
(4,5). In addition, protonation/deprotonation equilibria oc-
cur for two of these oxidation states, depending on the pH.
Thus, the emeraldine salt form (ES), which is the only
electrically conducting form of polyaniline, is typically de-
doped at pH > 4 to give nonconducting emeraldine base
(EB). Reversible redox and pH switching between these
different forms of polyaniline leads to important changes
in their physical and chemical properties (Fig. 3), which
may be exploited in a range of applications for intelligent
polymer systems.

Polymer reduced

Low ion exchange capacity
Hydrophobic
Transparent
Resistive
Low capacity
Greater elongation to break
Contracted

•
•
•
•
•
•
•

Polymer oxidised

High ion exchange capacity

Hydrophylic

Conductive

Coloured

High capacity

Brittle

Expanded

•
•
•
•
•
•
•

Figure 3. Some changes accompanying polymer oxi-
dation/reduction.

Besides responding to direct electrical stimulation or a
change in the redox environment, ICPs may be sensitive
to other stimuli such as temperature, humidity, and
inorganic and organic vapors. For example, substituted
polythiophenes, show a marked blue shift of the highest
wavelength absorption band when films or solutions
are heated (6–8). These reversible color changes have
been attributed to a twisting of the polymer backbone
to a less ordered nonplanar conformation. Less dramatic
thermochromic effects have also been reported for polyani-
lines (9–11) where circular dichroism studies of chiral
polyaniline salts (9), as with related studies on chiral
polythiophenes (12), have provided further insights into
the nature of the thermochromism.

The response of ICPs to exposure to various compounds
has been reported by many authors. Among these are in-
vestigations of changes in the conductivity of polyaniline
doped with hydrochloric and sulfonic acids (13). The con-
ductivity of both polyaniline films was at a minimum in
dry air and increased over time with increasing humidity.
The interaction between water and polypyrrole has also
been employed as the driving force in an ICP motor, where
a band of this polymer is alternately wetted and dried in
order to generate motion (14). Volume changes were re-
ported in polypyrrole perchlorate when it was exposed to
ammonia gas and in substituted polythiophenes exposed
to iodine vapor (15). These volume changes are utilized as
sensors or chemically driven bending beam actuators.

CHEMICAL AND PHYSICAL STIMULI

Chemical Stimuli

Nature has developed chemical recognition systems that
are able to discriminate on the basis of highly specific
molecule–molecule interactions generating a unique sig-
nal. Alternatively, nature utilizes arrays of less specific
chemical sensors to collect information that is deciphered
using pattern recognition processes carried out in the
brain. Both approaches have also been pursued using ICPs
in the development of synthetic sensors.

Specific Molecular Recognition Approach

Immobilization of Biologically Active Agents on ICPs.
Chemical specificity has been induced in conducting poly-
mers by borrowing elements of the sensor from nature. For
example, the ICP may be used as an immobilization plat-
form for enzymes (16–20), antibodies (21,22) or even whole
living cells (23,24). Generally, the bioactive component is
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Figure 4. Chemical transitions observed in the oxidation/reduction of polyaniline.

simply incorporated during the polymerization process.
The ICP plays a dual role in that it provides a biocom-
patible matrix that does not destroy the bioactivity of the
incorporated species and also provides signal transduction
and transmission capabilities.

The majority of enzyme-containing ICP sensors gener-
ate a signal because of the increase in concentration of an
electroactive product (e.g., H2O2) generated by the enzy-
matic reaction, or because of the decrease of an electroac-
tive product (e.g., O2) consumed by this reaction. Some oth-
ers utilize the fact that the bioevent triggers a change in pH
that results in a change in resistance of the polymer (25).

The mechanism of signal generation with antibody-
containing conducting polymer sensors (21,22) is not so
clear. This is also the case for sensors that rely on antibody–
antigen reactions that occur on mammalian red blood cell
membranes immobilized on a conducting polymer (23).
However, both amperometric (21,22) and resistometric (23)
measurement techniques have been explored and give rise
to useful analytical signals.

Selectivity in the detection process can be increased
further by the use of an appropriately designed sensor
configuration (26), for example, the use of an electromem-
brane sensor (Fig. 5).

With this configuration the conducting polymer serves
as an immobilization platform for the enzyme. The po-
tential applied to one side of the membrane (the reaction
zone) can be independently optimized to ensure maximum

enzyme activity. The electroactive product generated,
H2O2, is then selectively transported across the support
(PVDF) membrane for detection in an electrically insu-
lated detection zone. Potential interferents such as ascor-
bic acid and glutathione are not transported and hence not
detected. The area covering the use of conducting polymers
as biosensors has recently been reviewed (27).

Reaction
zone

Glucose

Detection
zone

PPy/GOD polymer

Substrate Pt film Sensing Pt film

H2O2 H2O + O2

Figure 5. The Electromembrane Sensor
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Covalent Attachment of Specific Binding Groups to ICP
Backbones. The selective detection of a wide range of tar-
get analytes, both chemical and biochemical, has also been
achieved by the covalent attachment of molecular reco-
gnition moieties to the ICP backbone. The usual approach
has been to synthesize a monomer or dimer containing the
appropriate recognition group, and this is then oxidized to
produce the conducting polymer (28). Subsequent binding
of the target analyte to the recognition site is usually ac-
companied by an electrochemical response in the ICP (e.g.,
a change in resistance) although other physicochemical re-
sponses such as a change in color are sometimes employed.

A drawback with this approach to functionalized ICPs
is that the synthesis of the initial substituted monomer
may be complex and time-consuming. In addition subse-
quent oxidation to the desired polymer may prove diffi-
cult because of steric hindrance by the functional group
or electronic effects that shift the oxidation potential of
the monomer. A significant recent development, therefore,
is a route involving the facile modification of pre-formed
polypyrroles containing good leaving groups such as N-
hydroxysuccinamide (29). Using this approach, crown-
ethers and electroactive groups such as ferrocene have
been covalently attached to the pyrrole rings. This generic
approach should be extendable to analogous polythio-
phenes and polyanilines.

Metal Ion and Organic Cation Sensing. Swager et al. (30)
have prepared polythiophenes containing crown-ethers
and calix[4]arenes, covalently bound to the bithiophene re-
peat units (e.g., structure IV below), that exhibit tunable
selectivities toward Li+, Na+, and K+ ions. Electrochemical
detection is facilitated in these cases by electrostatic and
conformational perturbations caused by the coordination of
the metal ions to these chemical receptors. Swager’s group
has also developed real-time sensors for viologen dications
such as paraquat (V), using conducting polymers based on
poly(bi- and trithiophene)s to which cyclophane receptors
have been covalently attached to the thiophene rings (31).
These form self-assembled pseudorotaxane complexes with
paraquat, causing a large decrease in conductivity for the
polymer system as a sensitive sensor signal.

[ ]S S
n

BF4
−

(IV)

O

O

O

O

))

(V)

N NMe Me
+ +

More recently, pyrrole monomers VI (n = 2 or 4) have
also been prepared with calix[4]arenes grafted to the N

atom of the pyrrole ring (32). Electropolymerization to
give films of the correponding N-substituted polypyrroles
was more facile for the monomer with the longer alkyl
spacing arm length (n = 4) (33). However, no change was
observed in the electroactivity of these films upon cyclic
voltammetry in the presence of Li+, Na+, or K+ ions
(34).

[ ]
OMe

NHCO CH3( ) Nn

4

(VI)

Sensing Biological Molecules. Covalent attachment of
simple functional groups has also been used to promote
electron transfer with biocomponents in solution. For ex-
ample, Cooper et al. (35) produced the functionalized
polypyrrole (VII shown below) and demonstrated the abil-
ity to mediate in the electrochemical oxidation/reduction
of cytochrome c.

N
H

( )
COOHCH3

n

(VII)

Garnier et al. (36) have similarly oxidized pyrrole
monomers bearing a range of dipeptide substituents, pro-
ducing substituted polypyrrole materials with specific
recognition properties toward protolytic enzymes.

A recent exciting advance involves the incorporation of
oligionucleotide chains into polypyrrole backbones. This
approach has been used to produce DNA-biochips (37–
39) applicable in a number of important sensing applica-
tions.

Sensing Enantiomeric Molecules/Ions—Chiral Recognition.
ICPs with chiral discrimination capabilities have recently
been developed via the covalent attachment of optically ac-
tive groups, such as amino acids, to the β-ring position of
pyrrole and thiophene monomers prior to oxidation to the
corresponding polymers. The presence of the chiral sub-
stituents is believed to induce a one-handed helical struc-
ture on the polymer backbones of the polypyrroles and poly-
thiophenes formed. Polypyrroles with main chain chirality
have also been generated via the covalent attachment of
chiral groups (e.g., sugars) to the N center of the pyrrole
monomer prior to polymerization.

In some cases, (e.g., polymers VIII-X) these optically ac-
tive polypyrroles and polythiophenes were shown to pos-
sess the ability to discriminate between the enantiomers
of chiral molecules and ions (40–43). The first demonstra-
tion of such chiral discrimination was with polymer (VIII).
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Cyclic voltammetric studies on the (2S )-(+)-enantiomer of
VIII in the presence of (+)- and (–)-camphorsulfonic acid
(HCSA) showed substantially higher doping with the (+)-
HCSA enantiomer (40). The reverse discrimination was
shown by the (2R)-(–)- polymer.

(VIII)

( )S
n

O

N[ ]n

O

CH2

O

O

OOCCH3
OOCCH3

H3COO

H3COO

(IX)

N

O

H OH

OH3C

O

(X)

Use of Dopant Anions Containing Molecular Recognition
Groups. An alternative and often facile route to appro-
priately functionalized ICPs, which avoids the synthetic
problems outlined above, is the use of sulfonated species
containing the desired molecular recognition/receptor site
as the dopant anion for the conducting polymer chains.
For example, calixarene-containing polypyrroles (44) and
polyanilines (45) for selective metal ion detection have been
recently prepared via the use of the sulfonated calixarenes
(VIII, n = 4 or 6) as dopant anions. We have similarly found
that the incorporation of metal complexing agents such as
sulfonated 8-hydroxyquinoline as dopants in polypyrroles
provides a simple route to metal ion-selective ICPs (46).

[ ]
OH

SO3H

n

(VIII)

Similarly, chiral recognition properties have been in-
troduced into polyanilines via the use of optically active
acids such as (+)- or (–)-camphorsulfonic acid (HCSA) (47–
49) or (+)- or (–)-tartaric acid (50) to acid dope emeral-
dine base, producing optically active emeraldine salts.
The chiral dopant anions are believed to induce a pre-
ferred one-handed helical chirality into the polyaniline
chains.

We (51) and others (52) have recently shown that films
of optically active polyaniline salts such as PAn(+)-HCSA,
or the optically active emeraldine base (EB) derived from
them, exhibit chiral discrimination toward chiral com-
pounds such as the enantiomers of CSA− and amino acids.

Specificity can also be controlled to some extent by the
introduction of electrocatalytic properties in the polymer.
For example, the incorporation of Fe(CN)4−

6 as a counter-
ion (53) or the use of a prussian blue coating on a conduct-
ing polymer inner layer (54) can promote electron exchange
with Cytochrome C.

Electrocatalytic dopants (heteropolyanions) have also
been incorporated into conducting polymers with a view
to developing sensors for detection of nitrite (55) or nitro-
gen monoxide (56).

Pattern Recognition Approach

Microsensing arrays of ICPs have been assembled with a
view to collecting less specific data and using pattern recog-
nition software to decipher it. The so-called electronic noses
are based on this principle (57–62). A range of conducting
polymers with differing molecular selectivity respond to a
complex mixture to produce a unique pattern of responses.
This approach has been used to differentiate beers (57) and
olive oils (58), as well as to detect microorganisms (59,61)
among other applications.

Normally the sensing chips are produced using mi-
crolithography and a four-point measuring technique is
used to achieve high accuracy in measurement (63). Signal
generation is achieved via changes in resistance (increase
or decrease), since the sensor works in the dry state. The
origin of a particular ICP film’s response is uncertain and
could include factors such as changes in polymer confor-
mation, volume, and/or screening between the counterions
and carriers induced by the analyte.

The means of polymer deposition on the tip of the four-
track sensing device is critical. Electrodeposition of the ICP
is preferred over chemical polymerization, since the device
to be coated is small and deposition can be localized us-
ing the electrochemical method. While growth on the gold
tracks is readily initiated, lateral growth across the insu-
lating silicon surface is necessary to form a thin coherent
film—the structure required for optimal sensitivity. Such
lateral growth can be encouraged by silanizing the noncon-
ducting substrate to render it more hydrophobic, enhanc-
ing polymer deposition.

The array approach has also been developed for amper-
ometric sensing when used in solution. This has been used
by us recently to discriminate between simple ions (64)
and even proteins (65). The approach used is similar to
the electronic nose in that none of the sensing elements is
specific, however, each polymer has a different selectivity
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series giving rise to a unique pattern of responses for any
given protein. The electronic tongue may not be far away.

ACTUATORS

Generation of electrical stimuli (e.g., a change in po-
tential) as a result of the sensing process can be used
to initiate an appropriate response—actuation. Consid-
eration of the processes discussed earlier indicates that
substantial changes occur when conducting polymers are
oxidized/reduced. These changes have been studied at the
molecular level using a technique known as inverse chro-
matography, both in solution (66–68) and in the gas phase
(69,70).

These studies revealed that at least when the dopant
(A−) is small and mobile, reduction of the polymer de-
creases the anion exchange capacity of the polymer and in-
creases the hydrophobicity of the polymer backbone. These
changes inevitably affect the way the polymer interacts
with the immediate environment.

Molecular Actuators

The reduction of ICPs also results in exclusion of small
dopant anions from the polymer backbone. The dopants
can be chosen so that the release process has the desired
effect on the chemical composition of the immediate envi-
ronment. For example, Miller described the triggered re-
lease of glutamate (71) and salicylate (72) among other
compounds. We have similarly demonstrated the ability to
release quinones (73) and metal complexing agents, dithio-
carbamates (74). Devices/structures based on this principle
will have a reservoir capacity of active ingredients deter-
mined by the original doping level of the conducting poly-
mer. If this reservoir of active ingredients is not sufficient,
then controlled release devices that utilise the unique prop-
erties of conducting polymer membranes can be configured.
It has been shown that the transport properties of ICPs are
dependent on the oxidation state of the membrane. This
has been demonstrated both in solution (75,76) for trans-
port of dissolved ions or molecules and in the dry state
(77,78) for transport of volatiles. Extraordinary selectiv-
ity factors have been reported for the separation of some
volatiles, for example, selectivity factors of 3590 for H2/N2,
30 for O2/N2 and 336 for CO2/CH4 (79). With membranes
operating in solution, the controlled transport of simple
ions (80), metal ions (81), small organic molecules (82), and
even proteins (83) has been demonstrated.

One could further envisage structures containing pack-
ages of active materials (capsules, hollow fibres) wrapped
in an ICP membrane, with the capacity determined by the
internal volume rather than the dopant capacity of the ICP
itself.

Mechanical Actuators

The transitions that occur within the conducting poly-
mers result in dramatic changes in physical properties.
For example, upon reduction, the resistance increases
markedly (84,85) and the materials became more trans-
parent (86,87).

These incorporation/exclusion events at the molecular
level result in changes in the mechanical properties of the
bulk material. For example, both tensile strength (88,89)
and Young’s modulus (89) decrease dramatically as does
the overall volume (dimensions) of the polymer change
(90). It was these volume changes that led Baughman and
colleagues to the concept of electromechanical actuators
based on conducting polymers (90). By producing simple
laminated structures containing the ICP, they were able to
generate a force upon the oxidation/reduction of the active
polymers, causing movement. A number of other studies
into the effects of polymer composition, supporting elec-
trolyte, and rate of stimulation on the forces generated
have been carried out (91–97).

Since the process of force generation depends on the
ability of ions to diffuse into/out of the polymer, systems
with improved transport properties will give enhanced
performances. This has led Hutchison et al. to employ
polypyrrole-coated fiber bundles in actuator devices to in-
crease the active surface area and, hence, the rate of dif-
fusion of ions (98). This approach not only substantially
increases the surface area exposed to the ion source/sink,
it more than doubles the proportion of the actual com-
ponent in the device. This has lead to an increase in
force density from 1.25 N/mm2 for the laminated device to
5.1 N/mm2 for a fiber bundle device (98).

Smela and co-workers (99,100) have demonstrated that
elegant performance can be obtained from polymer devices
of three dimensions as long as they are small—the fold-
ing boxes video is a technological treat (101). Others have
demonstrated microcantelevers based on conducting poly-
mers fabricated on silicon substrates (102).

Other Triggers

All of the above-mentioned responses (actuators) are ini-
tiated by creating an appropriate electrical potential that
causes the polymer to change form. For demonstration pur-
poses this is usually achieved by the imposition of a poten-
tial from an external source. However, this potential may
be generated by configuring the active electrode as one part
of a galvanic cell that is charged/discharged directly. Alter-
natively, the system/device could be configured so that the
ICP sensor acts as a switch, gating the actuation mecha-
nism. Changes in the conductivity or patterns of conductiv-
ity can be used to complete circuits and activate responses.

INFORMATION PROCESSING

We are familiar with the use of inorganic, silicon-based
materials in the development of complex circuitry that is
capable of processing vast amounts of information. Fol-
lowing on from this, the concept of molecular electronics
has attracted considerable interest in recent years (103).
Within this field ICPs have attracted attention for use as
components in polymer-based diodes (104,105), transistors
(106,107), and even amplifiers (108).

It is conceivable that eventually more complex infor-
mation processing, storage, and transport based on poly-
meric devices will be incorporated into intelligent polymer
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Table 1. Summary of Photovoltaic Performance of Some Conducting Polymers

Polymer System Device Voc (V) Isc (mA/cm2) FF Y (%)

Polyacetylene (PA) n-Si/p-PA 0.53 18.18 0.32 4.3
Polymethylthiophene Al/PMT/Au 0.23 0.16 (×10−3) 0.30 —
Polypyrrole (PP) PP/n-Si 0.29 9.0 0.46 1.2
Poly (N-vinyl carbozole) (PVK) Al/PVK/Au 1.0 0.18 (×10−3) 0.23 0.028
Polyaniline (PAn) (9) Al/PAn/ITO 0.43 — 0.70 0.8a

Polythiophene (3) Photoelectrochemical cell 0.41 0.35 (×10−3) — 0.6b

Polyparavenylene (PPV) (4,5) 1.00 4 (×10−3) 0.60 6.0c

Source: Adapted from (114).
Note: (Voc) open circuit voltage, (Isc) short circuit current, (FF) fill factor, (Y) engineering conversion efficiency.
aPower conversion efficiency
bMonochromatic photon to current efficiency
cQuantum efficiency

systems. This will require the development of innovative
approaches to polymer processing and device fabrication.

ENERGY CONVERSION/STORAGE

The functions/performance required of intelligent polymer
systems, namely sensing, information processing, and ac-
tuation, will most likely expend energy. Consequently, the
intelligent polymer system should preferably be capable of
converting energy from a natural source, such as sunlight,
and storing it until required. Fortunately, inherently con-
ducting polymers appear to be capable of these functions
also.

It has been demonstrated that ICPs are capable of func-
tioning as the active layer in photovoltaic devices (109,110).
Since p–n junctions are readily created using conducting
polymers, a number of photovoltaic cell designs are pos-
sible. Initially, poly(p-phenylene vinylene)-based polymers
were used (111,112). More recently, polyaniline (32) and
polythiophene (113)-based polymers have been employed.
Although these polymers are currently low in efficiency
(Table 1), the attachment of light-harvesting molecules or
moieties that enhance charge separation and transport
within the polymer structure should improve this (114).
The fact that they can be fabricated in different forms
means that the efficiencies attainable in $ per square me-
ter would be achievable.

Inherently conducting polymers have also been used in
polymer battery fabrication, and an all-polymer battery
structure has been developed (115). A specific charge ca-
pacity of 22 mA hg−1 and a cell potential of 0.4 V were
obtained. The cells showed no loss in capacity when cy-
cled 100 times. Others have utilized conducting polymers
as just one of the electrodes in a battery setup (116).

In addition, ICPs have been used in the development of
so-called “super capacitors” (117–119).

POLYMER PROCESSING

The above-mentioned applications of ICPs have significant
commercial potential. However, in most cases, this has
not been exploited because of the lack of convenient poly-
mer processing and device fabrication protocols. For ex-
ample, while polypyrroles exhibit the desirable properties

mentioned above, polymerization usually results in the for-
mation of an insoluble, infusible material not amenable
to subsequent fabrication. Conducting polyaniline and
polythiophene salts are similarly intractable. Several ap-
proaches have recently been employed to overcome this
problem of intractability.

Use of Ring-Substituted ICPs

Solubility has been induced in polypyrroles by attach-
ing alkyl (120,121) or alkyl sulfonate (122) groups to the
pyrrole monomer prior to polymerization. This results in
markedly enhanced solubility in organic or aqueous me-
dia, respectively. For example, we have shown that the
electrochemical method (123) can be used to produce alk-
ylated polypyrroles with high (400 g/L) solubility in organic
solvents and reasonable (1–30 S cm−1) conductivity.

Both electrochemical and chemical oxidation have been
used to produce 3-substituted alkylsulfonated pyrroles
(124). Electrochemical polymerisation was achieved using
acetonitrile as solvent to form a solid deposit on the elec-
trode. Alternatively, FeCl3 was used as oxidant. Conduc-
tivities in the range 0.001 to 0.500 s cm−1 were obtained,
with lower conductivity products obtained from chemical
polymerisation. Others (125,126) have prepared homopoly-
mers and copolymers of polypyrroles with alkyl sulfonate
groups attached via the N-group. This N-group substitu-
tion decreases the polymers’ inherent conductivity.

Polythiophenes can also be rendered either organic
solvent soluble (127) or water soluble (128) using these
derivitization approaches. Similarly, the incorporation of
ionizable sulfonic acid groups onto the aniline rings or
the aniline nitrogen atom, either pre- or postpolymer-
ization, has provided routes to self-doped, water-soluble
polyanilines (129–131). Water-soluble sulfonated polyani-
lines have been recently synhthesized under high pressure
to obtain products with higher molecular weight (132). The
polymerization of aniline monomers containing alkyl or
alkoxy ring substituents leads to polymers with improved
solubility in organic solvents (133,134).

Formation of Colloidal ICPs

The improvements in solubility achieved via ring sub-
stitution generally result in significant loss in electrical
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conductivity of the final polymer. Consequently, formation
of colloidal dispersions is an attractive alternative route to
solution processing in water, as this allows for postsynthe-
sis handling while retaining reasonable conductivity.

Conducting polymer colloids can be produced by chem-
ical (135,136) or electrochemical (128,137,138) oxidation
of monomer in the presence of a steric stabilizer. Colloids
produced electrochemically are formed by interrupting the
polymer deposition on the electrode surface utilizing hy-
drodynamic control. This is facilitated by the presence of a
steric stabilizer in solution that coats the insoluble polymer
upon formation, preventing deposition. The electrochemi-
cal approach is advantageous in that the polymer proper-
ties can be altered by accurate control of the oxidation po-
tential during polymerisation. This technique also allows
a wide range of dopants to be incorporated into the poly-
mer to give different properties. For example, proteins can
be incorporated into conducting polymers while retaining
their biological integrity (138).

Armes et al. (139–142) have shown that polypyrrole and
polyaniline colloids can be successfully prepared via chem-
ical oxidation using fine colloidal silica as a dispersant. The
colloids have a low percentage of conducting polymer but
still have reasonable conductivity. Zeta potential measure-
ments (139) suggest that stabilization is actually provided
by formation of “raspberry” morphologies with the inor-
ganic oxide on the outer layer. The colloids obtained have
significant microporosity (140,143). Silica nanocomposites
containing polyanilines had particle sizes in the range
300 to 600 nm and typical conductivities of about 6 ×
10−2 s cm−1. We have generated similar silica-stabilized
colloidal polyanilines via the electrohydrodynamic route,
including optically active PAn.(+)-HCSA/silica (144).

Use of Surfactant-like Dopant Anions

For organic solvent solubility, an alternative approach to
solubilizing polyanilines and polypyrroles, without sacri-
ficing high electrical conductivity, is the use of surfactant-
like dopant anions. With polypyrrole this has recently
been achieved via oxidation of the pyrrole monomer with
ammonium persulfate in the presence of dodecylbenzene
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Figure 6. Schematic representation of approaches used to coat fabrics.

sulfonate (145,146). Similarly, the conducting emeraldine
salt form of PAn.HA can be readily solubilized in a range
of organic solvents via the use of camphorsulfonic acid or
dodecylbenzenesulfonic acid as the dopant, HA (147,148).

DEVICE FABRICATION

For the fabrication of a practical device, the functional
properties of ICPs must be integrated within a host struc-
ture that provides the mechanical/physical properties re-
quired.

Components with improved mechanical properties can
be produced by mixing the above-noted processable poly-
mers with other polymers. For example, conducting poly-
mer colloids have been mixed with water-based latex paints
to form conductive, electroactive paints with excellent ad-
hesion to a range of metals (149). Interestingly, the paint-
metal adhesion was actually increased by addition of the
conducting polymer colloid.

ICPs have also been assembled inside a number of host
polymers including polyacrylonitrile (150) and polyvinyl
alcohol (151). The inert (insulating) host matrix is first cast
onto a suitable electrode. After imbibing the monomer into
the host polymer and supporting electrolyte (to provide the
dopant), electropolymerization to form a conducting poly-
mer network is initiated. ICPs have also been assembled
inside hydrogels retaining both the electronic properties of
ICPs and the water adsorption properties of gels (152,153).
The growth of conducting polymers inside these host struc-
tures provides an opportunity to make all polymer devices
since the host may function as a polymer electrolyte.

Composites have been prepared using emulsion poly-
merization approaches (154,155) or by co-precipitation
(156). Others have coated polymethyl methacrylate
(PMMA) spheres (157) with conducting polymers. The re-
sultant particles can then be pressed to form films. A sim-
ilar approach was used by DSM Pty. Ltd. (158) to produce
water-borne polyurethane dispersions that could be simply
cast as films. The solubility of polyanilines containing se-
lected dopants facilitates their use in formation of polymer
blends (159).
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Figure 7. Structure of PBHE.

Conducting polymers have been prepared as coatings on
both natural and synthetic fibres and fabrics. For example,
silk, wool (160,161), and nylon (162) have been successfully
coated with thin, uniform, adherent coatings. The Milliken
Corporation developed the first commercial process for
producing conducting polymer-coated fabrics (163) by an
in situ chemical polymerization method that utilizes
dopants that promote adhesion to the fabric. Detailed stud-
ies in our laboratories have shown that the properties of the
ICP coating are intimately related to the surface chemistry
of the textile substrate used as well as the polymerization
condition. A vapor phase polymerization method (Fig. 6)
has also been used to coat a range of fabrics.

The physical properties of ICPs can be manipulated by
incorporating polyelectrolytes (PEs) as dopants. For ex-
ample, sulfated poly(β-hydroxy) ethers (PBHE) shown in
Fig. 7 have been incorporated with dramatic effects on the
mechanical properties—increasing the elongation to break
to greater than 200% (117,164).

Recently (165), this polyelectrolyte has been incor-
porated into polythiophene using bithiophene as the
monomer. Again, remarkable physical properties (tensile
strength = 120 MPa) were obtained.

Others (166) have shown that polyanilines can be
rendered “water soluble” by incorporation of appropriate
polyelectrolytes such as polystyrenesulfonate. Electrically
conducting gels (materials with high water content/good
conductivity) are also formed by incorporation of polyelec-
trolytes as dopants (167,168).

A number of functions require creation of p–n junctions.
To date this is usually achieved with an ICP-metal, the
metal being predeposited on a suitable substrate or sput-
ter coated onto the polymer. Thin metal layers may also
be necessary for highly conducting interconnects. More re-
cently, p–n junctions have been created using the same
polymer with different dopants (169).

The ability to provide more processable inherently
conducting polymers, as described previously, enables
new approaches to device fabrication, including ink jet
printing (170) and screen printing (171). Both approaches
utilize well-proven technologies to produce patterns on
surfaces. As conducting polymer formulations are refined
for these purposes, the production of polymer circuits on a
wide range of surfaces will be realized. Photolithography
has also been used to produce ICP patterns (172–174),
while spin coating has been used to produce thin, even
films (175).

CONCLUSIONS

The discovery of inherently conducting polymers just over
20 years ago provided materials that could be utilized as an
organic alternative in areas previously limited to the use
of inorganic materials. The use of inherently conducting
polymers in areas such as sensors, electrochemical actu-
ators, photovoltaic materials, electronic components, and
light-emitting coatings has subsequently been pursued. In
many instances, the polymers were coupled with the new
processing and fabrication approaches and attained great
performance.

The discovery of inherently conducting polymers has
provided a class of materials that will feed the imagina-
tion of scientists and engineers in pursuit of intelligent
material systems and structures. No other class of materi-
als possesses the inherent properties neccesary to function
as sensors, information processors and actuators, as well
as the possibility of providing an energy conversion and
storage system.
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CURE AND HEALTH MONITORING
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SMART MONITORING SYSTEM

The smart monitoring system has evolved due to advances
in sensors, sensing methods, and communication technolo-
gies, as shown in Fig. 1. The sensing function involves
sensors, signal sources, and signal detectors. Measured
data are analyzed by a signal processor using an appro-
priate analytical approach. The analyzed results are re-
ported to operators or observers. In the old days, human
beings performed these functions (Fig. 1a). Today, they are
replaced by sensor devices, computers, and communication
networks (Fig. 1b). For example, a fire alarm system con-
sists of a temperature sensor, a microcomputer, and an
alarm. Furthermore, the recent development in sensors
and computers make these devices so small and light that
they can be integrated into structures. An integrated moni-
toring system makes the materials and structures “smart”,
and then it can be called a “smart” monitoring system
(Fig. 1c).

 Observer Officer
Messenger

Olds system of monitoring by human

(a)

Materials and structures

Sensor Analyzer Operator
Observe

Today's monitoring system of monitoring devices

(b)

Sensor Analyzer Operation
center

Report

Internet
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Materials and structures
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Figure 1. Concepts of monitoring systems in the past, present,
and in the future.
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The smart monitoring system was an imaginary tech-
nology several decades ago. You may see or read a science
fiction story of a spacecraft that has a function for moni-
toring the state of all elements. Such a structure is still a
potential, but it is becoming a real structure as the smart
monitoring system advances. The elements of a smart
monitoring system are integrated sensors, integrated mi-
croprocessors, analytical software, and a network. Small,
lightweight sensors that are embedded in or attached to
structures add the function of self-inspection to the host
structures. Powerful microprocessors and analytical soft-
ware make it possible to analyze data more precisely for
identification or prediction in real time. An integrated net-
work function enables remote monitoring everywhere in
the world. The integrated monitoring system has much
merit. The material and structure, where the monitoring
system is integrated, can know and estimate the condition
by itself, in other words, can feel the condition. Therefore,
the maintenance cost of materials and structures can be re-
duced. The total weight of the monitoring systems can also
be reduced because the sensors used in smart monitoring
systems are smaller and lighter than traditional sensors.
In addition, a new business service may develop to moni-
tor structures in the future and ensure the safety and per-
formance after construction. These advantages have moti-
vated studies of smart monitoring techniques that increase
from year to year.

The smart monitoring system has mainly two practical,
commercial targets. One is “manufacturing process moni-
toring” and another is “health monitoring.” The former is a
technique for monitoring the state of materials in the man-
ufacturing process. Monitoring of the molding process for
thermosetting polymers, called “cure monitoring,” has been
especially focused on polymer matrix composites (PMCs).
In manufacturing process monitoring, the chemical and
physical state of materials and the integrity of products are
monitored. The collected data can also be used for optimal
control of the forming process to improve efficiency. Moni-
toring the integrity of the product makes it unnecessary to
inspect after manufacture. Then, the manufacturing cost
can be reduced by introducing this technique. Health moni-
toring, on the other hand is a technique for monitoring
the condition of materials and structures in operation. In
the last decade, health monitoring has become a hot issue
especially in aerospace and civil structures. These struc-
tures suffer from mechanical and thermal fatigue, long ex-
posure time, and natural disasters such as earthquakes
and typhoons. Thus, periodic inspections are required to
maintain the safety of these structures adequately. How-
ever, the inspection cost of large structures is very high,
and operation must be interrupted during the inspection.
Therefore, real-time health monitoring promises to reduce
maintenance costs and to improve reliability. By combining
these two monitoring techniques, it is possible to monitor
the state of materials and structures from their beginnings
to their ends. This means that the quality of products can
be ensured continuously at low cost. Therefore, the idea is a
very attractive solution for reducing the total cost of owner-
ship, including the price, maintenance, and operating cost.

As described before, the smart monitoring technique
consists of three technologies, a sensing technology, an
analytical technology, and a network technology. In this

article, the sensing technology is particularly emphasized
because integrated sensors make materials and structures
smart. Small size, lightweight, durable sensors are desired
for the smart monitoring technique. Suitable sensors are
fiber-optic sensors, piezoelectric sensors, electrostrictive
sensors, magnetostrictive sensors, and dielectric sensors.
Some applications require special properties. For exam-
ple, the sensors for a space structure must be insensitive
to an electromagnetic field and temperature. Civil struc-
tures require long-term survivability of integrated sensors.
Traditional sensors such as strain gauges and thermocou-
ples are used only for compensation in laboratory studies.
Some types of sensors, such as fiber-optic strain sensors, di-
electric sensors, and piezoelectric sensors, can be used for
both cure monitoring and health monitoring; such sensors
can be employed to monitor materials from their beginning
to their end. Measurement of material properties such as
stiffness, density, damping, and conductivity is also avail-
able for health monitoring. The advantage of measuring
the variation of material properties makes embedded sen-
sors unnecessary. More details of these topics are given in
the following subsections.

CURE MONITORING

Today, engineering plastics and polymer matrix compos-
ites (PMCs) are widely used in consumer and leisure prod-
ucts such as golf clubs, fishing rods, skis, and tennis rack-
ets. Fiber-reinforced plastics (FRPs), particularly, are the
most promising composite materials for airplanes, space
structures, and military ships. Thermosetting and ther-
moplastic polymers are common materials used in FRPs.
In the molding process for polymers, a liquid resin be-
comes solid. As for thermosetting polymers, a monomeric
liquid resin becomes a cross-linked rigid solid and a tightly
bound three-dimensional network is produced. This pro-
cess is called “cure.” Thermoplastics do not need to be
cured because they are not cross-linked. In these advanced
engineering materials, the integrity of the product is very
important for certifying the performance. The quality of
a product strongly depends on the profiles of the control
parameters such as the temperature and pressure in the
molding process. Therefore, many researchers have devel-
oped techniques for optimizing the molding process. The
monitoring technique is essential for the optimal control
system of the molding process. The cure monitoring tech-
nique, especially has been an important focus because the
cure reaction of a thermosetting FRP is too complicated to
predict. Techniques for monitoring the molding process of
thermosetting FRPs are not discussed. However, it should
be remembered that some of the techniques that monitor
the mechanical, optical, and electrical properties, can also
be applied to monitor the state of solidification in the pro-
cess of molding thermoplastic polymers.

There are many molding processes for manufactur-
ing PMCs. As shown in Fig. 2, they can be classified by
the intermediate stage or the forming stage (1). In the
intemediate stage, the manufacturing processes are di-
vided into the manufacturing of molding compounds, the
impregnation of resin, and the manufacturing of preforms.
The molding methods in forming the final products are
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Figure 2. Schematic overview of the ap-
proaches employed in fabricating polymer
matrix composites (1).

autoclave molding, hot-press molding, liquid molding, in-
jection molding, pultrusion molding, and filament wind-
ing (FW) molding. Sheet molding compounds (SMCs) and
bulk molding compounds (BMCs) are intermediate mold-
ing compounds that contain thermosetting resin, hard-
eners, thickening agents, and chopped fibers. SMCs are
formed into sheets and used for hot-press molding. BMCs
have no shape and are used for hot-press molding, injection
molding, etc. Hand lay-up (HLU) or spray lay-up (SLU)
methods are commonly used for manufacturing of large
composite structures. The HLU is a forming method, in
which prepregs are stacked up in a die. A prepreg is an
intermediate product, which is formed into a tape or a
sheet of continuous fibers impregnated by resin. In the
SLU method, a liquid resin that contains chopped fibers
is sprayed into the die. The resin that covers the die is
cured at room or high temperature. The laminate FRPs
reinforced by using continuous fibers are molded by ap-
plying the proper temperature and pressure to the stacked
prepregs in autoclave molding or hot-press molding. Liquid
molding methods such as resin transfer molding (RTM),
vacuum assisted resin infusion (VARI), and resin infusion
molding (RIM) are used to form complex-shaped FRPs. In
liquid molding, a reinforcement preform is placed in the
mold, and liquid resin is poured into it. FW molding is used
to form a pipe or a tank. In FW molding, a mandrel is wound
with reinforcement fiber strands that are impregnated by
resin. Pultrusion molding is a method for manufacturing
long FRPs. In pultrusion molding, continuous fibers im-
pregnated by resin are forced through a die, in which the
composites are cured by heat. In most cases, traditional
noncontact monitoring cannot be applied to monitoring the
cure of FRPs because the surfaces of composites are cov-
ered by mold release sheets. Therefore, in situ monitoring
is essential to monitor the cure state of FRPs.

By the way, remember that cure monitoring is part of
manufacturing process monitoring for thermosetting poly-
mers and PMCs. The technology, including monitoring and
optimal control of the manufacturing process, can be called
“smart” manufacturing technology (Fig. 3). In this article,
the manufacturing process includes setup, molding, and
inspection. The setup is important for molding complex-
shaped products. For example, in liquid molding, monitor-
ing and optimal control of resin flow are desired to certify
the integrity of the resin impregnation before curing. In the

curing process, in situ sensors monitor changes in chem-
ical constitution, viscosity, elasticity, and conductivity to
determine the cure state of the resin. The in situ temper-
ature sensor is useful for controlling temperature more
precisely by monitoring the temperature distribution in
the material because thick or complex-shaped products
have complicated temperature distributions during cure.
Optimal control of the curing process minimizes process-
ing time. In the cooling stage of the curing process, the
residual stress and imperfections in products are moni-
tored to ensure the quality of the final products because
the residual stress affects their strength and durability.
It is important to monitor residual strain distribution be-
cause unexpected residual strain causes defects and dam-
age such as warping, matrix cracks, and delaminations.
The smart manufacturing process does not need inspec-
tion after curing because the quality is already ensured by
integrated sensors at the end of the curing process. Fur-
thermore, product defects can be discovered in the early
stages. These advantages have the potential for reducing
manufacturing cost. Here, it is considered that the words
“smart manufacturing” have another face, which is the
manufacturing technique for smart composites. The man-
ufacturing technique for smart composites has been de-
veloped to solve problems of interface and interphase be-
tween the sensor/actuator and the matrix and problems of
connection between the sensor/actuator and the controller.
Note that “smart manufacturing” means “smart” manu-
facturing technology in this article because the monitoring
system is the main focus.

The best final product performance is achieved from
optimum conditions of temperature and pressure in the
curing process. However, these conditions have been ob-
tained mainly by trial and error, and therefore, the curing
process is inefficient. Furthermore, nondestructive inspec-
tion must be conducted for advanced composites such as
carbon-fiber-reinforced plastics (CFRPs) because internal
defects cannot be detected visually. The inefficiency, which
is caused by the long processing time and nondestructive
inspection, increases the manufacturing cost. Therefore,
efficient (short time) and optimally controlled cure pro-
cessing techniques are desired. The cure monitoring tech-
nology has an older history than that of smart materials
and structures technology, which involves smart monitor-
ing techniques. The traditional methods of cure monitoring
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Figure 3. Comparison of the traditional manufacturing process and the smart manufacturing
process.

are differential scanning calorimetry (DSC), dynamic me-
chanical analysis (DMA), infrared spectroscopy (IRS), and
dielectric measurement. DSC and DMA cannot be used in
molding of actual products. The DSC method measures the
heat of calorific reaction in the curing process. The degree
of cure (DOC) of the resin is generally defined as the ratio
of the heat of initiation to the total heat of the curing reac-
tion. The thermochemical requirements for predicting the
DOC were presented by Loos and Springer (2). They also
proposed a model to predict the behavior of resin flow in
the curing process for FRP laminates. The DMA method
measures the variation in the mechanical viscosity of the
resin at various temperatures. IRS can be used to mea-
sure the variation in the chemical constitution of the resin.
The changes in the electrical properties of the resin during
cure can be measured by using a dielectric sensor.

The traditional techniques of cure monitoring are in
a sense effective. However, in situ sensing, which is pro-
posed in smart monitoring, is a more effective approach for

Table 1. In Situ Sensors for Cure Monitoring

Configuration Monitored Value Cost Use in Operation

Fiber-optic sensors Embed Chemical constitution, High Good
refractive index,
strain, temperature

Dielectric sensors Embed Electrical permittivity Middle Poor
Piezoelectric sensors Embed Impedance Middle Good
Ultrasonic sensors Attach to die Sound velocity, Cheap No

attenuation

aBecause the sensors are integrated in the die not in the material

monitoring the cure state because local information is
useful for identifying the DOC. Traditional monitoring
techniques are employed to develop an analytical model
and to supplement the data measured by in situ sensors.
As shown in Table 1, fiber-optic sensors, dielectric sensors,
piezoelectric sensors, and ultrasonic sensors have been
investigated for monitoring the state in the manufacturing
process. Some of them, such as IRS-based fiber-optic sen-
sors, dielectric sensors, and ultrasonic sensors are based
on traditional monitoring techniques. The recent moni-
toring techniques have come from smart materials and
structures technology. Among these sensors, fiber-optic
sensors are best for embedding, and they can be used to
monitor the chemical, mechanical, and optical properties
of the resin in the curing process. However, their cost is
high because commercial optical devices are expensive.
Dielectric sensors are used for measuring the electrical
properties mainly in monitoring cure. The main purpose
for using piezoelectric wafers for monitoring cure is their
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Table 2. Fiber-Optic Sensors for In Situ Cure Monitoring

Monitored Value Optical System Sensor Cost System Cost

NIRS-based Chemical Spectroscopy Cheap High
Fluorimetry-based Chemical Spectroscopy Cheap High

(curing agent)
Index-based Refractive index Intensity Cheap Cheap
Strain / temperature Strain, temperature Interferometer, High Middle–high

(EFPI, FBG, etc.) spectroscopy

application to vibrational control and health monitoring
of structures in operation. Ultrasonic sensors do not need
to be embeded because the materials propagate ultrasonic
waves. In this article, sensing techniques are described
from the viewpoint of sensor technology.

Fiber-Optic Sensors for Cure Monitoring

To apply a traditional optical technique such as IRS, the
exposed face of the FRPs must visible in the molding setup.
The use of an optical fiber is the best solution for in situ
optical monitoring because an optical fiber has the advan-
tages of small size and high temperature resistance, and
can be embedded. In addition, an embedded fiber-optic sen-
sor can be used for health monitoring in operation after the
product is manufactured. This technique has been devel-
oped in the last decade due to the advances in fiber-optic
sensors. Most of the traditional optical cure-monitoring
techniques can be applied to in situ monitoring by using
an optical fiber guide. As shown in Table 2, three types
of traditional optical sensing methods, near-infrared spec-
troscopy (NIRS), fluorimetry, and refractive index meth-
ods, are commonly used for monitoring cure by using opti-
cal fibers today. Nontraditional fiber-optic sensors, which
are in situ strain and temperature sensors, can be em-
ployed to monitor strain and temperature in PMCs dur-
ing cure. The NIRS fiber-optic sensor and the fluorimetry
fiber-optic sensor can monitor the chemical constitution of
the resin and the curing agent. The refractive index fiber-
optic sensor is the cheapest solution for monitoring cure.
Strain/temperature fiber-optic sensors provide information
about internal status, and they can be used after manu-
facture. In this subsection, these four types of fiber-optic
sensors for monitoring cure are described.

The NIRS-based sensing is a technique whereby light
transmitting through a sample is absorbed at some

Light

Absorbance

PMC

Optical fiberPMC product

Molding

White light

Spectrum analyzer 

Figure 4. Schematic of the NIRS-based fiber-optic sensor system
for monitoring cure.

wavelength in the range of the NIR due to the resonant
vibration with the molecules of resin. In the process of
curing polymers, some molecule groups appear or disap-
pear, so the absorbance at the characteristic wavelength
(or frequency) changes. Therefore, the NIRS-based sensor
can measure the chemical constitution of the resin directly
in the curing process. The NIRS-based fiber-optic sensor is
an application of the technique that uses an optical fiber
guide. The system has a white light source, a modified op-
tical fiber, and a device for measuring an optical spectrum
(Fig. 4). The wavelength used for NIRS-based cure moni-
toring is in the wavelength range of 1300–2300 nm (the
range of NIR light). Note that optical fibers have pecu-
liar transmission properties in the wavelength domain, as
shown in Fig. 5 (3). Silica fibers are very cheap and have
good transmission properties only in the range from vis-
ible light to NIR light. Sapphire and fluoride fibers have
better transmission properties than silica fibers. Chalco-
genide, AgCl, and AgBr fibers cover the mid-infrared
region, but have lower transmission properties. Because
optical fibers except silica fiber are much more expensive,
silica fibers have been widely employed for monitoring
cure. A spectral range of an FT-IR (Fourier Transform
Infrared Spectroscope) is in the near-infrared and that of
a general grating-based optical spectrum analyzer is from
visible to 1600 nm. Then, an FT-IR is preferred for NIRS-
based sensing. Because the targeted wavelengths for mon-
itoring cure depend on the kind of polymer, it is important

Silica, all types

Sapptire

Fluoride

AgCl&AgBr

Visible Near IR Md-IR

Coal cogeride

0.1 1 10 100

0.1 1 10 100

Wavelength (µm)

Figure 5. Transmission properties of optical fibers (3).
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Resin Resin

Resin

Base

(a) Transmission type
(NIRS-based)

Base

Optical fiber

Stripped fiber
(High index)

Optical fiber

(b) Evanescent type
(NIRS-based, Fluorimetry-based,

Transmission-type for Index-based)

(c) Distal end type
(Fluorimetry-based, Reflection type for Index-based)

Optical fiber

Figure 6. Constructions of sensing parts of NIRS-based, fluorimetry-based, and index-based fiber-
optic sensors (a) transmission type; (b) evanescent type; (c) distal end type.

to determine the properties of the polymer’s optical absorp-
tion to select a proper measuring instrument. For instance,
monitoring the cure of the epoxy–amine resin system re-
quires the 1500 to 1700-nm range, which includes the ab-
sorption bands of epoxy, amine, C–H, and O–H groups (4,5).

The sensing part of the optical fiber is fabricated so that
the light propagates through the polymer. Two configu-
rations of fiber-optic sensors are suggested (4–8). One is
a transmission-type sensor, and the other is an evanescent-
type sensor. The transmission-type sensor has a simple
structure, in which the sensor has a gap, as shown in
Fig. 6a. A configuration that uses a bore metal capillary
is proposed to fix the input and output fibers (6). When
the sensor placed in liquid polymer, the gap is filled by it.
Then, light propagates through the polymer in the gap.
The evanescent-type sensor consists of a fiber, which has a
stripped cladding region, as shown in Fig. 6b. An evanes-
cent wave is light transmitted in the cladding of the fiber.
In the stripped region of the evanescent-type sensor, the
evanescent wave transmits in the polymer instead of in
the silica cladding of the fiber. The refractive index of the
fiber core must be larger than that of the resin to propagate
light in the stripped region (4). An example of the applica-
tion of an NIRS-based sensor is shown in Fig. 7. The figure
shows that the absorption peak of epoxy decreases due to
a decrease in epoxy molecules from cross-linking in the
epoxy–amine resin system in the curing process. Note that
the behavior of absorption peaks is sometimes complex due
to the overlaps of peaks related to different molecules. The
use of neural network analysis has been proposed to im-
prove the difficult quantitative analysis of spectra (9).

Fluorimetry is an optical spectroscopic technique that
measures the molecular or atomic composition of a liquid,
gas or solid by using ultraviolet (UV) light or X rays. This

technique is based on the photoluminescent phenomenon
that incident light irradiates fluorescent materials. The
fluorimetry-based fiber-optic sensor uses this phenomenon
for monitoring the cure of the resin (7,8,10). When UV
light is incident on a liquid resin mixed with a fluores-
cent curing agent, the curing agent absorbs the UV light
and emits short-wavelength visible light (400–600 nm).
The fluorimetry-based sensing system has UV light source
and two wavelength-scanning filters for the excitatory light
and the emission light, and a photo detector (Fig. 8). The
emission spectra are scanned by fixing the excitatory wave-
length at the absorption wavelength of the fluorescent ma-
terial, and the excitation spectra have a fixed emission
wavelength, which has maximum emission intensity. In
the curing process, the peak position and the intensity of

1500
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bs
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1.0

1.1

1.2

1520

Wavelength (nm)
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Figure 7. Overlaid optical fiber evanescent wave spectra obtai-
ned during the cure of Epikote 828 and hexanediamine at 40◦C (6).
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Grating
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UV light

Lens
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Optical fiber PMC product

Absorbed light

PMC

Emitted visible light
Optical fiber

Figure 8. Schematic of fluorimetry-based fiber-optic sensor system for monitoring cure.

the spectrum are changed due to changes in the chemical
structure of the fluorescent curing agent. The peak shifts of
the spectra provide a quantitative measurement of the cure
state. Fluorimetry-based sensors have an evanescent-type
sensor and a distal end-type sensor as shown in Fig. 6 b,c
(7,8,10). The construction of an evanescent-type sensor is
similar to that of the NIRS-based sensor. A distal end-type
sensor has a flat end where the light leaks out. An example
of cure monitoring by using a fluorimetry-based fiber-optic
sensor is shown in Fig. 9 (8). The figure shows the peak of
excitatory spectra shifts in the curing process. The use of
a sapphire optical fiber for the evanescent-type sensor has
also been reported (7).

A refractive-index-based fiber-optic sensor measures
changes in the refractive index of a polymer from the in-
tensity of light. There are two types of construction for
the sensor, a transmission-type sensor and a reflection-type
sensor, as shown in Fig. 6b,c (5). The transmission-type
sensor used in the index-based sensor is similar to the
evanescent-type sensor used in the NIRS-based sensor
and the fluorimetry-based sensor (4,5). The transmission-
type sensor that uses a polymer core fiber has also been
proposed since the late 1980s (11). A light propagates in the
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Figure 9. Excitatory spectra of DGEBA-DDS epoxy obtained
in situ at 180◦C as a function of cure time (spectra plotted without
regard to intensity) (8).

fiber core by reflecting at the boundary between the fiber
core and the resin in the stripped region. The reflection-
type sensor uses Fresnel reflection at the cut end of the
fiber, which contacts the polymer (5,12,13). The changes in
the intensity of light result from changes in the reflection
rate at the boundary between the fiber core and the resin.
The reflection-type sensor requires a simple, low-cost op-
tical system that uses a silica fiber for communication, so
the cost is much lower than that of spectroscopic monitor-
ing methods. However, note that the long-term stability of
optical devices that include a light source and a detector
is essential for stable and low S/N measurement during
cure. Figure 10 shows the experimental measurements of
the two types of refractive-index-based sensors during cure
(6). The figure shows that the curve of the reflection-type
sensor is inversely proportional to that of the transmission-
type sensor.

Because most fiber-optic strain sensors are sensitive to
temperature, they can also be used for measuring tem-
perature. Several kinds of fiber-optic strain/temperature
sensors are discussed later. An extrinsic Fabry–Perot in-
terferometer (EFPI) sensor, a fiber Bragg grating (FBG)
sensor, and an interferometric sensor are commonly used
for in situ monitoring. These sensors were developed orig-
inally for health monitoring, and therefore, they can be
used after the manufacture of products. An EFPI sen-
sor is constructed from two optical fibers that are fixed
in a capillary tube and have half-mirrors at the ends of
the fibers (Fig. 11). The two mirrors comprise a multiple
ray interferometer in the capillary tube, which is called a
Fabry–Perot interferometer. There are two measurement
systems for EFPI sensors. One uses a narrowband light
source, and the other uses a broadband light source. The
former is cheaper and is used for high-speed measurement
but is strongly affected by the optical power loss in the fiber-
optic guide. The loss is a problem for cure monitoring be-
cause high pressure is applied to PMCs in the manufactur-
ing process. The latter is independent of the optical power
loss due to the capability for absolute measurement of the
cavity length in the wavelength domain (14). Therefore, the
latter system is more suited to monitoring in the manufac-
turing process. Most of the commercial EFPI strain sensors
have low thermal sensitivity because the gauge length is
about 20 times as long as the cavity length. Then, the ther-
mal effect on EFPI strain sensors is sometimes negligible
for strain measurement. There are several applications for
monitoring strain or temperature in the curing process.
The residual strains in a pultruded composite rod in the
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Figure 10. Cure data obtained from sin-
gle-wavelength back-reflection (reflection-
type) and stripped cladding (transmis-
sion-type) optical fiber sensors during the
cure of Epikote 828 and hexanediamine at
45◦C (6).
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pultrusion molding process were evaluated in (14). It ap-
peared that the strain measured in FRPs by using EFPI
sensors could be used for cure monitoring in an autoclave
molding and an FW molding (15,16). The thermal sensi-
tivity of the sensor for temperature measurement can be
maximized by bonding the capillary tube to a high CTE
(coefficient of thermal expansion) material such as alu-
minum (17). An FBG sensor has a longitudinal periodic
variation in its refractive index in the core of a single-mode
fiber (Fig. 12a). The wavelength shift of the reflected light
from the Bragg grating is proportional to the strain varia-
tion. This absolute measurement technique is affected by
strain and temperature change. The effect of temperature
on strain measurement by an FBG sensor cannot be negli-
gible during cure at high temperature. It was reported that
FBG sensors embedded in CFRP and GFRP composites can
detect the onset of vitrification of the resin during cure (18).
An FBG sensor for temperature measurement can be man-
ufactured, so that it is sensitive only to temperature, by
making a sensing part free from strains, as shown in
Fig. 12b (19,20). Simultaneous measurement of temper-
ature and strain by FBG sensors are of major interest,
and the studies are described in the section on health
monitoring.

Figure 11. Schematic of an EFPI fiber-optic sensor.

Gauge length

Reflected light from first mirror Adhesion

Reflected light from second mirror

Cavity length
First mirror

Second mirror

Incident light

Optical fiber

Capillary tube

Dielectric Sensors for Cure Monitoring

Most polymers are nonconductive but have a little con-
ductivity in the liquid state. Therefore, the electric prop-
erties of polymers provide useful information about the
cure state. Dielectric measurement techniques for poly-
mers have been investigated since the 1960s. The appli-
cation to monitoring cure started in the 1980s, and micro-
dielectric sensors have been developed especially for in situ
cure monitoring. This measurement technique is based on
the method for measuring the complex dielectric constant
of conductive materials. The real part ε′ and the imagi-
nary part ε′′ are called relative permittivity and loss fac-
tor, respectively. The basic components of dielectric sensing
are a voltage source and two electrodes. A micro dielec-
tric sensor has an electrode pattern printed on a small,
thin base plate, as shown in Fig. 13 (21). When the sen-
sor is covered by resin, it can be assumed that the sensor
and the resin comprise an equivalent RC electric circuit.
Consequently, when a sinusoidal voltage is applied to the
circuit, the sinusoidal current generates with a lag of phase
angle δ. Then, the resin capacitance C, the resin resistance
R, and tan δ can be obtained simply from the current out-
put. The complex dielectric constant is represented by the
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Schematic of an FBG temperature sensor (ref. 17,18)
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Figure 12. Schematic of an FBG fiber-optic sensor
(19,20).

following simple form: ε′ = C/C0, and ε′′ = 1/RωC0, where
C0 is the capacitance of a free space capacitor and ω is
the angular frequency of the voltage source. The previous
relationship indicates that the loss factor depends on the
frequency. The loss factor consists of both a dipole orien-
tation and a free charge migration. Hence, the loss factor
is expressed as a linear combination of the contribution
of dipole polarization (εr − εu)(ετ )/(1 + ω2τ 2) and the con-
tribution of free charge migration σ/ωε0. Here, εr is the
relaxed permittivity, εu is the unrelaxed permittivity, ε0 is
the permittivity in vacuum, τ is the relaxation time, and
σ is the ionic conductivity defined as σ = ε0G/C0. The con-
tribution of dipole polarization is negligible when ωτ � 1
at low frequency which is generally less than 1 kHz (22),
and then the ionic conductivity can be calculated from
the equation σ = ωε0ε

′′. The ionic conductivity is conve-
nient for estimating the cure state because it has a strong
relationship to the mobility of ions in polymers. The resis-
tance 1/σ is called the ion viscosity, and the logarithmic
value is used also for the estimate. The behavior of the ion
viscosity is similar to that of the viscosity before the gel
point. Figure 14 shows that the behavior of the log ion vis-
cosity of a graphite/epoxy composite is qualitatively similar

Area  :  3 mm × 3 mm
W      :  0.24 mm 
GAP  :  0.15 mm 

A A′

Electrode (Cu)

W Gap tCu = 35 µm

tSi = 0.2 mm

Substrate (Si-varnish)

< AA' section > Figure 13. Schematic of a micro dielectric inter-
digital sensor (21).

to that of the mechanical viscosity up to the gel point, but
the difference increases after the point (23). A comparison
of the DOC data from DSC and the dielectric measurement
of an epoxy resin is shown in Fig. 15. It is evident that
the DOC from the dielectric measurement does not have a
linear relationship to that obtained by DSC measurement.
The dielectric measurement of polymers is described in de-
tail in the paper by Mijovic et al. (23).

Several new systems, new sensors, and new applica-
tions have been proposed in recent years for in situ cure
monitoring by dielectric sensors. A comparative study of
three types of commercial dielectric sensors was conducted
(24). It was demonstrated that the dielectric sensors used
for monitoring the cure of a polymer coating can moni-
tor the degradation of performance properties during use
in acid, at high temperature, and in water (25). This
implies the feasibility of using embedded dielectric sen-
sors in both cure and use. The dielectric parameters were
measured at a high-frequency range (kHz–MHz) to mon-
itor dipole rotational mobility (25,26). The new parame-
ter was introduced to estimate the DOC from the mea-
sured dielectric parameters; the experimental data agreed
well with simulation from using an analytical model and
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Figure 14. Measured resistivity and vis-
cosity as a function of time during the cure
of a graphite/epoxy composite (23).
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DSC data from the various temperature profiles (21). The
Dielectric sensing technique was applied to process moni-
toring in the SMC/BMC industry and involved cure mon-
itoring and quality assurance/quality control (27). As for
the impregnation process in liquid molding, it was shown
that the dielectric sensors can be applied to monitoring the
impregnation in resin infusion molding (28) and in RTM
molding (22,29). The prediction method for the DOC using
finite-element analysis from the results of dielectric mea-
surement was also studied (30). Control of a curing process
that had a dielectric sensing system was tried by using ar-
tificial intelligence (31).

Piezoelectric Sensors for Cure Monitoring

Piezoelectric ceramics wafers have been employed as sen-
sors/actuators for monitoring and controlling structural vi-
bration. Cure monitoring using a piezoelectric wafer actua-
tor/sensor started in 1997. This cure monitoring technique
uses the phenomenon that the piezoelectric wafer becomes
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Dielectric measurements
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Figure 15. A comparison of the degree of cure from DSC and from
dielectric measurements (normalized log resistivity) as a function
of time during the cure of an epoxy resin at 200◦C (23).

constrained by resin in the solidification during cure. Two
types of measurement concepts were proposed. One is the
measurement of viscosity using a PZT (lead zirconate ti-
tanate) laminate that sandwiches two PZT thin films in
three insulating tapes (32). Another is the impedance mea-
surement of an equivalent electromechanical circuit com-
posed of a piezoelectric wafer and resin (33). The former has
individual PZT sensor and PZT actuator parts, whereas the
latter uses a piezoelectric wafer as both sensor and actua-
tor. The former PZT sensor was applied to monitoring the
cure of GFRP laminates in autoclave molding (32). The ex-
perimental results show that the output curve of the PZT
sensor reflects the viscosity qualitatively and that gelation
can be monitored.

For impedance measurement, the system composed of a
piezoelectric wafer and resin can be modeled by a series
of mass–spring–damper systems that comprise equiva-
lent electric circuits (Fig. 16). In the process of curing the
resin, changes in the shear modulus (spring) and viscos-
ity (damper) affect the electric response of the piezoelec-
tric wafer. The measurement of electric response in the
resonant frequency region is carried out to monitor changes
in electric admittance at the resonant frequency and the
antiresonant frequency. The increase in the modulus and
viscosity of the resin reduces the amplitude of the trans-
fer function, which is the peak-to-peak value. An example
of transfer functions of an epoxy resin measured at differ-
ent curing times is shown in Fig. 17 (34). The tempera-
ture influences the capacitance of piezoelectric wafers and
consequently, the magnitude of the transfer function. How-
ever, the peak-to-peak amplitude of the transfer function is
more sensitive to changes in the mechanical properties of

Liquid

Zl Z l
l

x

Mass-spring-
damping systems

Figure 16. A simplified model of a piezoelectric wafer in a viscous
liquid (34).
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Figure 17. Transfer functions of an piezoelectric wafer embedded
in epoxy taken at different curing times (34).

a liquid-state resin (35). Therefore, the measurement be-
fore the gelation of the resin is available. It is found that
the resonance peak amplitudes of the transfer function of a
piezoelectric wafer have a good relationship to the viscosity
of the resin before gelation, whereas the resonant response
is suppressed after gelation of the resin. Therefore, this
sensor can be used only as an internal temperature sensor
after gelation. This technique has the advantage that em-
bedded piezoelectric ceramics can be used in operation as
well as in cure. Because the peak-to-peak amplitude of the
transfer function changes with respect to the contact area
with liquid, it can be used for controlling the impregnation
process in liquid molding such as RTM (35).

Ultrasonic Measurement for Cure Monitoring

The monitoring technique using an ultrasonic wave prop-
agating in a material is a traditional nondestructive tech-
nique for measuring modulus, density, and viscosity. This
technique is also widely used for nondestructive testing
of products in inspection. The ultrasonic monitoring tech-
nique has been applied to in situ cure monitoring of poly-
mers since the late 1980s. This cure monitoring tech-
nique is based on measuring the velocity and attenuation
of an ultrasonic wave propagating in a viscoelastic and
anisotropic material (36). Elastic wave propagation is af-
fected by changes in the modulus, density, and viscosity of a
resin in the curing process. In most cases, the size of the re-
inforcement of a composites is smaller than the wavelength
of propagating elastic waves, so that the composites can
be treated as homogenous materials. There are two meth-
ods for generating ultrasonic waves in composites during
the molding process. One locates ultrasonic transmitters
and receivers in or on the mold, and therefore, this con-
figuration has the advantage that internal sensors are not
needed (37). Another method uses an acoustic waveguide
that propagates an ultrasonic elastic wave (38). The wave
velocity, the attenuation, and the reflection factor can be
used to estimate the DOC. Sound velocity increases as the
elastic modulus of a resin increases from liquid to solid in
the curing process, whereas the attenuation decreases by
the viscoelastic relaxation and the scattering factor. Sound
velocity is convenient for evaluating the DOC because the
influence of molding pressure on sound velocity is small.
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Figure 18. Longitudinal sound velocity and relative attenuation
as a function of processing time of a phenolic-formaldehyde mold-
ing compound PF31 (37).

Figure 18 shows an example of measurements of longitu-
dinal sound velocity and relative attenuation in the cure
of a thermoset resin (37).

HEALTH MONITORING

Like the human body, structures deteriorate or are dam-
aged in long-term use. The damages are generated by the
initial defects, overload, and impacts. Structural perfor-
mance such as modulus, strength, and damping is de-
graded by moisture, acid, and high temperature. The dam-
age and the deterioration of structures are significant
problems because they often cause catastrophic accidents.
However, unlike the human body, the health of structures
cannot be recovered automatically. Therefore, periodic in-
spection is essential to ensure the safe operation of struc-
tures. The most common inspection method is visual in-
spection by human eyes. It involves specimen inspection by
microscopy and easier visible inspection techniques such as
inspection by using a fluorescent dyestuff. However, dam-
ages generated in opaque materials cannot be found by vi-
sual inspection techniques. In addition, undetected small
damages trigger accidents due to the rapid development
of damages that result from their interaction. Nondestruc-
tive evaluation (NDE) techniques have been developed to
detect internal or invisible damage. Traditional NDE tech-
niques are ultrasonic scan, an eddy current method, X
radiography, an acoustic emission method, and passive
thermography. These NDE techniques are effective in
detecting damages in materials and structures, but it is dif-
ficult to use them in operation due to the size and weight of
the devices. This means that traditional NDE techniques
require field operators and transporters for heavy, large
testing machines. Then, the operation must be interrupted
during traditional NDE testing. Because these facts in-
crease operating cost, speedy and simple inspection tech-
niques are desired.

Health monitoring is an attractive approach to solving
the problems that occur in aged and degraded structures.
The damage and performance degration are checked for
maintaining the health of materials and structures. The
mechanical, thermal, and chemical states in and around
structures provide useful information for predicting the
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Figure 19. Concept of a smart vehi-
cle that has a health monitoring sys-
tem.
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service life. These values are remotely monitored by a
health monitoring automated system in real time. The
need for health monitoring has been growing in the fields
of aircraft, space structures, and civil structures since the
1980s. The accidents and the growth of maintenance costs
of aging structures motivate the need for research into
health monitoring systems. The structures located in space
or in the deep sea especially require real-time and re-
mote monitoring systems to improving safety and relia-
bility because on-site maintenance sometimes costs more
than manufacturing and installing new ones.

Here, we emphasize that the research area of health
monitoring in smart materials and structures partially
overlaps that of NDE. However, unlike NDE, a health
monitoring system is naturally integrated into materials
and structures by using small sensors and a powerful data
analyzer. Remote monitoring is sometimes essential for
practical applications. Figure 19 shows a schematic view
of a vehicle that has a health monitoring system. The de-
velopment of the health monitoring technique has been
accelerated by advances in sensor technologies. Advanced
computer technology is so powerful for analyzing moni-
tored data in real-time and so small that it can be in
a structure. The rapid development of the computer net-
work, “Internet,” enables remote monitoring on the www
(World Wide Web) using software written in a network-
friendly language like JAVA. These advanced technolo-
gies comprise an automated health monitoring system that
can perform a self-inspection, a self-assurance of safety,
and a self-report for the future. Nondestructive damage

Table 3. In Situ Sensing Techniques for Health Monitoring

Sensor
Configuration Monitored Value Sensing Area Cost Networking

Fiber-optic sensors Embed, Break, strain, Around fiber High Normal
Attach vibration, (depends on

temperature method)
Piezoelectric sensors Embed, Dynamic strain, Middle–large Middle Easy

Attach impedance
Magnetostrictive No sensor Damage, static strain Large N/A N/A

tagging technique (tag)
Electric resistance No sensor Damage, static strain Large N/A N/A

technique (electrode)

detection techniques are employed for self-inspection.
Safety assurance can be achieved by monitoring whether
the measured values such as strain, load, or temperature
go over the safety limit.

In recent years, many sensors and sensing techniques
have been developed for health monitoring. Representative
sensing techniques are shown in Table 3. They are fiber-
optic sensors, piezoelectric sensors, a magnetostrictive tag-
ging technique, and an electrical resistance technique.
Fiber-optic sensors and piezoelectric sensors are so small
that they are embedded in materials. Fiber-optic sensors
are most suited for internal measurement by embedded
sensors due to their size, weight, high flexibility and long-
term durability. The magnetostrictive tagging technique
and the electrical resistance technique do not need any
embedded sensors for in situ monitoring because the ma-
terial itself acts as a sensor. These four types of sensing
techniques are available for detecting internal damages.
Some types of fiber-optic sensors can detect internal dam-
age directly without computational identification. To de-
tect damage, piezoelectric sensors use diagnostic signals,
which are generated by impact or actuators. The changes
in magnetic and electrical properties of conductive materi-
als such as carbon-reinforced composites reflect the pres-
ence and progress of damage. Note that detectable dam-
age modes depend on the kind of sensors, sensing methods,
and integrating configurations. Therefore, to select sensors
and a sensing technique, it is important to understand
the behavior of damage initiation and growth in materi-
als and structures. Piezoelectric sensors can be used for
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Table 4. Requirement and Purpose of Health Monitoring System in
Engineering Fields

Requirement Purpose

Aircraft Light weight, reliability To maintain safe operation
To reduce maintenance cost

Space structure Light weight, reliability, To maintain performance
insensitivity to electromagnetic field,
temperature resistance,
radiation resistance

Civil structure Long-term durability, To reduce maintenance cost
chemical resistance,
moisture resistance

dynamic strain measurement, and magnetostrictive tag-
ging and electrical resistance techniques for static strain
measurement. Fiber-optic sensors can be used to measure
both static and dynamic strain. Internal temperature can
be measured by using fiber-optic sensors. Here, the sensing
area of the sensing techniques should be considered. Mag-
netostrictive tagging and electrical resistance techniques
provide large sensing areas. Size of popular piezoelectric
sensors for health monitoring is several centimeters. Fiber-
optic sensors have various gauge lengths according to the
kind of sensor, but the sensing area is limited to the neigh-
borhood of the optical fiber.

Applied studies of health monitoring techniques con-
centrate on aircraft, space structures, and civil structures.
These fields have individual purposes for health monitor-
ing systems, as shown in Table 4. The increase of aging
aircraft motivates the development of health monitoring
systems for aircraft to maintain safety and provide quick,
low-cost maintenance. In the field of civil engineering, a
heath monitoring system is expected to reduce mainte-
nance cost, which grows as large civil structures increase.
The health monitoring of spacecraft is an approach to com-
pensate for performance when the craft is damaged. As
shown in Table 4, the requirements of the sensing tech-
niques are different for each of the applied fields. Aircraft
and space structures require lightweight sensors and mea-
surement systems because of the additional weight intro-
ducing by the sensing system, which increases operating
cost. A health monitoring system for aircraft and space

Table 5. Fiber-Optic Sensors for In Situ Health Monitoring

Multiplexing/
Monitored Value Distributing Gauge Length Sensor Cost System Cost

Intensity-based Break, microbend, OTDR Short/Long Cheap Cheapa

strain, vibration
Interferometric Strain, temperature, Switching Long Cheap Middle

vibration
Polarimetric Strain, temperature, Switching Long Cheap Middle

vibration
EFPI Strain, temperature, Switching / Frequency Short High Middle-High

vibration domain
FBG, LPG Strain, temperature, Frequency domain Short High High

chemical property (Easy multiplexing)
Raman scattering Temperature OTDR (ROTDR) Variable Cheap Highb

Brillouin scattering Strain, temperature OTDR (BOTDR) Variable Cheap Highb

aNot including OTDR.
bIncludes OTDR.

structures must be reliable because these engineering
fields are conservative. The sensing techniques used for
space structures must be insensitive to electromagnetic
fields, temperature, and radiation. For civil structures,
long-term durability, chemical resistance, and moisture re-
sistance are required because of the long lifetimes of the
structures.

In this section on health monitoring, four types of sens-
ing techniques are described from the viewpoint of sensor
technology. In additions, the application of health moni-
toring techniques to aircraft, space structures, and civil
structures are also described.

Fiber-Optic Sensors for Health Monitoring

Fiber-optic sensors are the sensors most promising for
monitoring the internal state of materials. Early studies of
health monitoring of composites by using optical fibers can
be seen in papers published in the 1980s (39–42). The sim-
ple sensing method in these studies was based on an optical
power loss by a break in an optical fiber. The quantitative
monitoring of internal strain and temperature using em-
bedded fiber-optic sensors started in the early 1990s. There
are many kinds of fiber-optic sensors for in situ health
monitoring, including intensity-based sensors, interfero-
metric sensors, polarimetric sensors, EFPI sensors, FBG
sensors, long-period grating based (LPG) sensors, Raman
scattering sensors, and Brillouin scattering sensors, as
shown in Table 5. The sensors, except for Raman scattering
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Figure 20. Configurations of distributing and multiplexing techniques.

sensors, can measure the static strain. It is difficult to
apply sensing systems in the frequency domain such as
absolute EFPI sensors, FBG sensors, LPG sensors, and
Brillouin scattering sensors to measuring high-speed
vibration. Most of the sensors can also measure temper-
ature because the reflective index is sensitive to tem-
perature. The distributing or multiplexing techniques for
fiber-optic sensors are key techniques in making a health
monitoring system practical. Three configurations, optical
switching (parallel multiplexing), serial multiplexing, and

distributing, are available, as shown in Fig. 20. The optical
switching system is the common method of measurement
that uses multiple fiber-optic sensors, but the system is not
ideal due to the low switching speed, (Fig. 20a). The serial
multiplexing technique is ideal for short-gauge sen-
sors such as intensity-based strain sensors, EFPI sen-
sors, and FBG sensors (Fig. 20b). The total weight and cost
of a serial multiplexed fiber-optic sensor system can be re-
duced compared to that of a system using optical switching
devices due to the simple configuration and the short length
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Figure 21. Configurations of intensity-based fiber-optic sensors.

of the optical fibers. EFPI sensors that measure the
change in the cavity length in the frequency domain by
using a broadband light source can be multiplexed in a
single optical fiber (43). FBG sensors can also be easily
multiplexed in a single fiber due to the frequency domain
measurement. The number of FBG sensors in a single fiber
is limited by the strain range and the dynamic range of the
wavelength-scanning device. Intensity-based sensors can
be multiplexed by an optical time domain reflectometer
(OTDR). OTDR is a popular distribution sensing technique
along a single fiber, as shown in Fig. 20c; it consists of a
short-pulse laser and a high-speed detector. It scans the
location of the reflection through a single fiber in the time
domain. Because the OTDR is a reflectometer, any kind of
reflected or back-scattered light can be detected. However,
note that the resolution of OTDR depends on the pulse
width that is from several hundred millimeters to several
meters. Raman scattering sensors and Brillouin scattering
sensors are generally used with an OTDR. Interferometric
fiber-optic sensors and polarimetric fiber-optic sensors
can be multiplexed by optical switching devices. Brief
explanations of these sensors and sensing systems follow.

Intensity-based sensors are based on measuring the op-
tical intensity of reflected or transmitted light. The sens-
ing system is very simple and cheap due to the low cost of
the fibers and devices; however, it becomes unstable when
the guide section of the optical fiber is subject to an exces-
sive bend. It consists of a cheap laser-emitting diode (LED)
source, a cheap photodetector (PD), and a silica or plastic
optical fiber used in communication. Intensity-based fiber-
optic sensors have several configurations for measuring
values, as shown in Fig. 21. Intensity-based break sensors
and microbend sensors have no special sensing section,
they are based on measuring optical power loss (39–42).
The break sensor can detect damages that cut the opti-
cal fiber (Fig. 21a). They were investigated for detecting
cracks in composites early in the development of health
monitoring techniques that used optical fibers. Figure 22
shows that the transmission power rapidly drops when the
optical fiber is fractured by impact (42). The local defor-
mation of the optical fiber can be monitored by microbend
sensors (Fig. 21b). Figure 23 shows that the optical power
loss increases when the fiber is subject to a microbend by
the crack opening (44). Intensity-based strain sensors have
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Figure 22. Transmission drop of optical fibers embedded in
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two configurations; gapped-type (Fig. 21c) and tapered-
type (Fig. 21d). The gapped-type sensor is based on the
optical power loss in air using broadband light sources (45).

The tapered-type sensor has a tapered-shape in the
sensing part, from which some light leaks (46,47). Fig-
ure 24 shows that the output of the tapered-type sensor
has a linear relationship to the strains (46). Interferomet-
ric fiber-optic sensors and polarimetric fiber-optic sensors
are fundamental sensing methods that use optical fibers.
In most cases, these sensors are not suitable for distributed
measurement of internal values due to the long gauge
length and the difficulty of multiplexing. Some applications
that use interferometric and polarimetric fiber-optic sen-
sors have been reported (48–50). The sensing methods that
use EFPI and FBG sensors are described in the previous
section on cure monitoring. The EFPI sensor is one of the
interferometric fiber-optic sensors, but the most important
difference is that it has a short sensing section in a single
fiber. The FBG sensor is most promising for in situ strain
and temperature measurement due to its strength, flexi-
bility, and easy multiplexing. A number of demodulation
systems for multiplexed FBG sensor systems are shown in
the review paper by Rao (51). There are many applications
of FBG sensors to concrete structures (52,53) and compos-
ite structures (54–56). Like an FBG sensor, a LPG sensor
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has a grating in the fiber core, but its period is much longer
that that of an FBG sensor. As a forward-propagating mode
in core is combined with several cladding modes in a LPG,
the several valleys can be measured in the spectrum of
transmitted broadband light, as shown in Fig. 25 (52). Be-
cause the wavelength shifts of the valleys have respective
sensitivities to strain and temperature, the strain and tem-
perature can be separated by selecting proper valleys (57).
The LPG sensor can be used as a chemical sensor for cor-
rosion monitoring because it is sensitive to changes in the
refractive index of the fiber cladding (58). A Raman scat-
tering OTDR (ROTDR) can measure temperature distri-
bution from the frequency peak shift of the Raman back-
scattered light (59). Like a ROTDR, a Brillouin scattering
OTDR (BOTDR) uses the frequency peak shift of the back-
scattered light, whereas the BOTDR can measure both
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strain and temperature (60,61). Figure 26 shows wave-
forms measured by a BOTDR along a fiber (60). Strain was
measured using a BOTDR that had a spatial resolution of
400 mm and a strain precision of 50 microstrains (61).

As described in the section on cure monitoring,
fiber-optic strain sensors are sensitive to temperature.
Therefore, temperature compensation is necessary to re-
tain the precision of strain measurements if they are used
in an environment that has large temperature variation
such as space. The strain measured by an EFPI sensor
is stable in a normal environment of small temperature
variation due to its low temperature sensitivity. The LPG
sensor can simultaneously sense strain and tempera-
ture (57). For other types of sensors, the simultaneous
sensing technique is required if they are used in normal
environments. The FBG sensor and the BOTDR sensor
are sensitive to both strain and temperature like the
EFPI sensor, but their temperature sensitivities are
much larger than that of the EFPI sensor. Therefore,
the simultaneous measuring strain and temperature is a
major topic for the FBG sensor and the BOTDR sensor.
One idea for simultaneous measurement uses several
wavelengths reflected from a single sensor. Dual FBGs in
a polarization maintaining (PM) fiber can simultaneously
measure three-axis strains and temperature from four
Bragg wavelengths (62). The FBG sensor using the first
and the second diffractions can also be used for simul-
taneous measuring of strain and temperature from two
Bragg wavelengths (63). The simultaneous measurement
of strain and temperature by a BOTDR using a PM fiber
has been demonstrated (64). Another idea is based on a
combination of more than two types of strain/temperature
sensors. The strain and temperature in composites were
simultaneously measured by a combination of an EFPI
sensor and an intrinsic rare-earth doped fiber (65). The
FBG/EFPI combined sensor has been proposed for simulta-
neously monitoring strain and temperature (56). The idea
of a combination sensor can be applied to the development
of a multifunctional fiber-optic sensor. A multi-functional
sensor that combines an FBG temperature sensor and an
NIRS-based sensor for simultaneously monitoring both
temperature and chemical cure was proposed (20).

Damage detection is one of the main purposes of
health monitoring. The damage area and location can be

estimated analytically from the strain distribution mea-
sured by strain sensors. However, some types of fiber-optic
sensors have the potential for directly detecting damages,
which means that changes in signals directly indicate dam-
age initiation and development without an analytical iden-
tification. These sensors must be placed near the damaged
region because the sensing area of the fiber-optic sensors
is limited to the neighborhood. Intensity-based break and
microbend sensors can directly detect damage. The dis-
advantage of the break sensor is the difficulty of quanti-
tatively measuring the damage mode, area, and location.
Furthermore, the break sensor can detect only a few ini-
tial cracks (42,66). However, this concept is effective on
irreparable parts such as composite parts of aircraft, and
the sensing function of the fiber break is a final function
of all types of fiber-optic sensors. The microbend sensor
can detect cracks, which deform locally but do not break
the fiber (44). Break or microbend sensors are available as
distributed sensors combined with an OTDR technique to
monitor the locations of damages (67,68). The FBG sensor
can directly detect cracks by monitoring the optical spec-
tral shape of reflected light, which is affected by the strain
concentration at the crack tip. The spectral shape of re-
flected light is distorted when a nonuniform strain distri-
bution occurs in the FBG sensing part. Studies of qualita-
tive monitoring of strain concentration at a crack tip in a
notched specimen (69) and at transverse cracks in a cross-
ply laminate (54) were reported.

The location, size, and energy of impact damage applied
to materials can be detected by fiber-optic vibrational sen-
sors. Because high-speed measurement in the kilohertz
to megahertz range is required for vibrational sensing,
intensity-based sensors or interferometric sensors can be
used for the purpose. Structural vibrational behavior mea-
sured by distributed fiber-optic vibrational sensors can be
used to monitor the damages or the degradation of per-
formance from changes in frequency responses. Ultrasonic
waves from an impact can be caught by vibrational sensors
to identify the location and energy of the impact. There are
two concepts for vibrational sensors. One is based on dy-
namic strain measurement, and the other on the frequency
property without a strain conversion. The latter is special-
ized for measuring the frequency property, as shown in
Fig. 21e. An intensity-based vibrational sensor was pro-
posed for detecting impact (6,70). For examples of dy-
namic strain measurement, impact damage detection in fil-
ament wound (FW) tubes using embedded intensity-based
strain sensors was reported (47). An analytical model of
wave propagation in a composite material was used to
identify the damage from the responses of intensity-based
fiber-optic vibrational sensors by neural network methods
(70).

Piezoelectric Sensors for Health Monitoring

The use of piezoelectric elements in smart materials and
structures has been studied since the 1980s. The research
at this early stage was focused on the application to adap-
tive structures, which can control their properties of vibra-
tion, damping, and modal frequency. In these cases, the
piezoelectric elements were used principally as actuators
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Figure 27. Configurations of piezoelectric elements for health monitoring.

and sensors in the control system. The application of piezo-
electric elements to health monitoring started in the early
1990s. It is well known that the piezoelectric elements
have a wider dynamic range than resistive strain gauges.
Therefore, they are applied to health monitoring that uses
the high-frequency range. It is a great advantage that a
piezoelectric element can act as an actuator because the
health monitoring technique using piezoelectric actuators
and sensors can be used to detect tensile or fatigue dam-
age as well as impact damage. Piezoelectric thin films such
as polyvinylidene fluoride (PVDF) and PZT can be inte-
grated in materials and structures due to their small size.
PZT has better transmission efficiency and higher sensi-
tivity than PVDF, but a PVDF thin film can be formed into
any desired shape to be attached to the surface of com-
plex structures due to its low stiffness and high flexibility
(71). In most cases, piezoelectric sensors are distributed
to monitor the overall region of materials and struc-
tures. Health monitoring by piezoelectric elements can be
classified into structural vibrational monitoring, impact

damage monitoring, internal damage detection by diag-
nostic signals, structural impedance monitoring, and in-
ternal damage monitoring by Lamb wave, as shown in
Fig. 27. The use of PVDF thin film for crack growth mon-
itoring at low frequency was reported as an other inter-
esting monitoring technique using piezoelectric elements
(72).

Information on mode shapes and modal frequencies ob-
tained from structural vibration properties can be used
to evaluate structural health such as damage and perfor-
mance degradation in structural vibrational monitoring,
(Fig. 27a). A huge number of analytical models for evalua-
tion from dynamic responses have been proposed. In pas-
sive health monitoring using modal analysis, piezoelectric
elements are employed as a dynamic strain sensor substi-
tuting for a resistive strain gauge (71). This technique is
aimed mainly at monitoring the health of large structures.
Active health monitoring using actuators is more attrac-
tive for damage detection in materials because it is avail-
able without external vibration. Techniques for detecting
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delamination in composite materials using active health
monitoring have been proposed (73,74).

For impact monitoring, impact damage, location, and
energy can be evaluated by distributed piezoelectric ele-
ments, which catch the impacting signals transmitted in
a material (Fig. 27b) (75–78). High-speed measurement
by fiber-optic sensors is also available for impact moni-
toring. Figure 28 shows impacting, which is caught by a
piezoelectric transducer bonded to a specimen. The sig-
nal from injurious impact involves a high-frequency sig-
nal generated by delamination (75). The identification of
impact damage, location, and energy from the outputs of
the distributed sensors is complicated because the process
is a nonlinear and inverse problem. Therefore, a numeri-
cal identification technique is essential. A numerical code
was developed and demonstrated for impact detection on
a plate using piezoelectric sensors (79). Recently, an active
sensing method, which uses a piezoelectric transducer as
a transmitter and receiver, was proposed for internal dam-
age detection (Fig. 27c) (79). The sensor configuration of
the method is almost the same as that of the passive sens-
ing method. The active sensing method has the advantage
that it can detect damage without impact signals, that is, it
is feasible to monitor the integrity generated by overload or
fatigue as well as impact damage at any time. It was shown
that the extent of impact damage could be predicted from
the phase delay in transmitted diagnostic waves (Fig. 29;
79).

The impedance-based monitoring method using a piezo-
electric transducer is based on measuring the coupled
electromechanical impedance of a piezoelectric patch (80).
The piezoelectric transducer and a host structure com-
prise an equivalent electric circuit (Fig. 27d). Therefore,

degradation of the structural performance is reflected in
the impedance of the circuit. The admittance curves of a
damaged experimental bridge joint were measured by an
attached PZT, and the results represented the feasibility of
qualitatively monitoring the damages in the range of the
structural interactive frequency (80).

Some types of piezoelectric actuators/sensors are de-
signed to generate and detect Lamb waves propagating
through thin plates (Fig. 27e; 81–84). The Lamb wave
has the capability of long-distance propagation and de-
tecting internal damages such as delaminations of compos-
ite laminates. This technique is based on ultrasonic mea-
surement, which is one of the traditional NDE techniques.
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Miniaturized bonded PZT transducers were developed
to produce Lamb waves (81,84). Interdigital PVDF
transducers attached to a thin plate were investigated for
generating Lamb waves (83). An embeddable PZT trans-
ducer was proposed for exciting Lamb waves in a com-
posite plate (82). The experimental results for burst mode
measurement of Lamb waves transmitted in a damaged
composite laminate showed that attenuation changes in
the damaged region (81). The pulse-echo mode of measure-
ment, it was demonstrated, detects the reflection in the
damaged region (Fig. 30; 83).

Magnetostrictive/Ferromagnetic Tagged Composites

Figure 31 illustrates a tagging technique that places func-
tional material tags into the matrix of composites (85).
The tag is small (mostly less than a micrometer) and
has the shape of a particle or whisker. Mechanical prop-
erties of tagged composites are almost same as those of
host materials due to their low volume fraction (mostly
less than 10%). Magnetostrictive or ferromagnetic tagging
techniques add a magnetic function to nonmagnetic com-
posites. Magnetostrictive or ferromagnetic composites that
have a high percentage have been developed since the early

Reinforcing fibers

Matrix resin

Tagged composites

Tags

Figure 31. Concept of tagged composites (85).

1990s as actuators to improve the performance of mag-
netostrictive materials or to add an actuator function to
polymers (86,87). This tagging technique has been used for
monitoring the strain and internal damage in PMCs since
the middle 1990s. Tagged composites have self-monitoring
functions, so that embedded sensors in the materials are
not necessary for in situ health monitoring.

A Terfenol-D magnetostrictive alloy particle (3–50 µm)
is a representative magnetostrictive tag (87,88). The moni-
toring technique is based on the magnetostrictive effect,
and therefore, the magnetic flux produced by the loaded
material is measured to monitor the load or damage. The
magnetic flux can be measured by magnetic probes such as
a gauss meter probe or a Hall effect device (88). The trans-
verse flux density produced is much larger than the axial
flux density. It was reported that the magnetic flux has a
nonlinear but monotonic relationship to the applied stress
and the loading and unloading curves have a hysteretic
loop (85). Figure 32 shows that the stress concentration
around a hole affects the magnetic flux density.

Ferromagnetic elements such as nickel oxide (NiO), zinc
oxide (ZnO), and ferrite (Fe2O3) are often employed in pow-
der form (submicron−20 µm) (89). Health monitoring of
ferromagnetic tagged composites is based on eddy current
testing or the ferromagnetic effect. Eddy current testing
is a traditional nondestructive technique for conductive
materials. Therefore, carbon-reinforced composites do not
need the tags for the test due to the electric conductivity
of the carbon. Nonconductive PMCs such as glass-fiber-
reinforced plastics (GFRPs) become conductive materials
by tagging with ferromagnetic particles (or other conduc-
tive elements such as ferroelectric particles). It has been
reported that eddy current testing was not so effective for
monitoring internal damages (89). The ferromagnetic ef-
fect is a phenomenon whereby strain is generated in a
ferromagnetic material when a magnetic field is applied.
The ferromagnetic tagged composite vibrates in a periodic
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Figure 32. Axial magnetic flux readings for a through-hole speci-
men loaded in tension (85).

magnetic field. This means that the ferromagnetic tagged
composite is used as the actuator itself to monitor damages
from changes in the vibrational properties. It was reported
that the frequency response is sensitive to cracks in/on the
materials (89).

Matrix crack
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Polymer matrix
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Transverse

directon
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overall composite)

Figure 33. Electrical paths of current flowing through carbon-reinforced composites.

Electrical Resistance Measurement in Carbon-Reinforced
Composites

The technique for health monitoring by measuring electri-
cal resistance has become attractive since the late 1980s
for carbon-reinforced composites (90). This technique mea-
sures changes in electrical resistance when strains or dam-
ages are applied to the composites. Like the tagging tech-
nique, the advantage of this technique is that there is no
need for embedded sensors for in situ monitoring. In addi-
tion, the mechanical properties of the composites are not
affected by using this monitoring technique because the
carbon reinforcements work as sensors. Recently, applica-
tions have focused on three types of composites; carbon-
fiber-reinforced concrete, carbon-fiber-reinforced polymers
(CFRPs), and carbon fiber–carbon matrix (C/C) composites
(91). The self-monitoring functions of carbon-reinforced
composites are aimed at strain and damage monitoring.
These functions result from changes in the electrical paths
and in the conductivity of carbons. Figure 33 shows the
electrical paths of these three types of composites. Short
carbon-fiber-reinforced concrete consists of low conductive
concrete and carbon fibers at a low volume fraction. In con-
tinuous carbon-reinforced polymers, the electrical paths
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are composed of the carbon fibers due to the nonconduc-
tivity of polymers. A current flows overall in the C/C com-
posite because it has conductivity in the fiber and ma-
trix. The electrical paths in the composites are changed
by damages such as fiber breaks, delaminations, matrix
cracks, and debonding between the fiber and matrix. The
mechanism of the variation of electrical resistance differs
among these composites due to their different electrical
paths.

The short carbon-fiber-reinforced concrete, which has
high strength, high ductility, and low drying shrinkage,
was developed for civil structures (91). Because the con-
crete matrix has low conductivity, contact between adja-
cent fibers is not essential in forming an electrical path
(Fig. 33a). This means that composites that have a low vol-
ume fraction of carbon (less than 0.2 vol.%) have enough
conductivity to monitor electric resistance (91). The effect
can be seen in cement and mortar as well as in concrete.
The electric resistance is reversibly proportional to the
strain of the material, as shown in Fig. 34. This reversible
and linear effect of the strain is driven by the variation in
contact electrical resistivity between the fiber and the ma-
trix (92). The figure shows the difference of the behavior in
the first loading cycle due to matrix cracks and debonding
between the fiber and matrix. After the first loading cy-
cle, the fiber pull-out during loading and fiber push-in dur-
ing unloading change the electrical resistance reversibly.
The damage also affects the electric resistance, but the
sensitivity to damage is less than that to strain sensing
(92).

In unidirectional CFRPs, the carbon fibers comprise a
complicated electrical network because neighboring fibers
contact each other and the polymer matrix has no conduc-
tivity, as shown in Fig. 33b (93–96). The current flows along
the fiber reinforcements in the longitudinal direction, and
in the transverse direction through the contact area of the
fibers. Therefore, unidirectional CFRPs have orthotropic
electric conductivity. CFRPs without damages have the ca-
pability of reversible strain sensing due to variation of
the conductivity of carbon fibers, and the residual strain
that results from the alignment of carbon fibers can be ob-
served in the first loading cycle. The electric paths change
when damages such as fiber breaks, matrix cracks, and de-
lamination occur under mechanical loading, as shown in
Fig. 35 (93–95). Therefore, the electric resistance of CFRP
laminates is sensitive to damages as well as strains. The
breakage of carbon fiber is a principal damage mode that
strongly affects the electric resistance of CFRP laminates.
Figure 36 shows that the electrical resistance increases
as fiber breakage grows (96). The residual resistance af-
ter unloading can be seen in the figure. This means that
the history of damages can be recorded in the electrical
resistance of CFRPs (97). This fact is very important for
monitoring fatigue damage because fiber breakage occurs
in a large number of loading cycles in the range of oper-
ational strain. Delamination in non-unidirectional CFRP
laminates can be also detected by measuring the electrical
resistivity due to the change in the electrical path in the
transverse direction (95). Figure 37 shows that the delam-
ination extent strongly affects the electrical resistance of
CFRP cross-ply laminates.
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(91).

Matrix crack
Fiber breakage

Delamination Current path

0°
Plies

90°
Plies

Figure 35. Electrical paths of damaged CFRP cross-ply lami-
nates.
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Figure 37. Relation between delamination extent and electric re-
sistance of CFRP laminate. Numbers in the figures indicate the
positions of delamination (95).
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C/C composites are used for aerospace structures that
operate at high temperature due to the high-temperature
resistance of carbon. C/C composites are brittle and porous,
and thus matrix cracks are easily generated under tension.
Conventionally, monitoring the damage of C/C composites
has been tried by using an acoustic emission technique.
However, the wave propagation behavior in a C/C compos-
ite is very complicated, and attenuation of high-frequency
waves is largely due to the porous matrix. Therefore, the
electric resistance measurement is an effective technique
for monitoring damages in C/C composites. Because they
consist of continuous carbon fibers and a carbon matrix,
a current flows overall through the composites (Fig. 33c).
C/C composites have self-monitoring functions for strains
and damages like CFRPs. The principal damage mode of
C/C composites is a matrix crack, which affects the electri-
cal resistance due to the conductivity of the carbon matrix.
The electrical resistance of C/C composites is more sensi-
tive to fatigue damage than that of CFRP laminates. Fig-
ure 38 shows that the electric resistance of a C/C woven
composite increases nonlinearly under small strains due
to generation of matrix cracks during a static tensile test
(91).

Health Monitoring of Aircraft and Space Structures

On 28 April 1988, Aloha Airlines Boeing 737-200 cruising
at 24,000 ft. over Hawaii suddenly lost an entire upper
fuselage section. This accident resulted from fatigue dam-
age, and then the health of aging aircraft that have under-
gone a high number of takeoff and landing cycles has been
focused (98–100). A large number of flights degrades the
structural performance of aircraft by mechanical and ther-
mal fatigue and corrosion. Increases in aging aircraft in
recent years and accidents caused by fatigue damage have
become a serious problem of aircraft service (101). Two con-
cepts have been applied to aircraft design to prevent acci-
dents from fatigue damage. One is a fail-safe design, and
the other is a damage tolerance design. The Fail-safe con-
cept certifies the safe operation of an undamaged aircraft
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Figure 39. Concept of smart air-
planes that have sensors (99).
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under a limit load, and the damage tolerance concept aims
at the survivability of a damaged aircraft under a limit load
until the next inspection. In the latter concept, damages
must be detected until they grow to a dangerous size at
inspection. Multiple small damages, which are difficult to
detect in periodic inspections, sometimes rapidly develop
to large size damages because they combine, or they de-
grade damage tolerance due to their interaction (101,102).
Therefore, structural inspection (overhaul) of aircraft must
be performed to maintain the safety and reliability of air-
craft. NDE techniques have been developed and employed
to detect invisible damages during structural inspection.
However, the cost of these inspections and repairs is very
high because the overhaul require the airplane to be out
of service. Such a time-consuming inspection is especially
a problem for military aircraft. From this background, a
new concept in the design of aircraft, called health moni-
toring aircraft, has emerged from the technology of smart
materials and structures (99). Figure 39 shows the con-
cept of smart airplanes that have sensors. Under the
concept of health monitoring aircraft, an aircraft has a
self-monitoring function provided by an integrated sens-
ing system in the airframe and engines.

Recently, in situ sensor technologies for composites have
been instituted by researchers in aerospace engineering
because composite members used in aircraft are increasing
due to the need for lightweight aircraft. Many types of com-
posites, glass-fiber-reinforced polymers (GFRPs), CFRPs,
and ceramic matrix composites (CMCs) are being consid-
ered as composite members of aircraft. CFRPs are promis-
ing as structural materials such as the frames and skins
of the body or wings of the next generation because CFRPs
have high specific stiffness, high specific strength, and
high durability. However, the CFRP structural members
that have invisible damages can cause tragic accidents
due to their brittle behaviors of failure. Therefore, many
demonstrations, in which health monitoring techniques
are applied to composite aircraft frames, panels or wings,

have been conducted. Some applications of intensity-based
fiber-optic sensor arrays, which were embedded in CFRP
airframe skins, were proposed in the late 1980s (39–41).
Recently, multiplexed or distributed fiber optic sensors
have been applied to airframe components in laboratory
studies. These sensors embedded in CFRP components can
be used for monitoring strain, temperature, delaminations,
transverse cracks, and impact (43,45,51,54,69,70). Piezo-
electric sensors have been also employed for monitoring
the health of CFRP components of aircraft, especially to
detect impact damages such as delamination (73,74,77–
79). For example, damage to an F/A-18 horizontal stabi-
lizer was monitored by measuring the vibrational response
using piezoelectric sensors, as shown in Fig. 40 (71). The
impact damage in a large CFRP panel was detected by us-
ing embedded piezoelectric sensors (79). Electric resistance
measurement of CFRP is a cost-effective approach to mon-
itoring internal damages. However, these techniques are
actually applied to small specimens. The health monitoring
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Figure 40. Damage monitoring of an F/A-18 horizontal stabilizer
using a piezoelectric sensor (71).
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techniques, which are proposed using smart materials and
structures, have not yet been employed in actual aircraft,
but experimental field tests are currently ongoing.

For space structures, degraded structures present dif-
ferent problems versus aircraft. The performance of space
structures can be degraded by mechanical and thermal fa-
tigue and damage by space debris. To compensate for errors
in performance such as observation, monitoring, and com-
munication, measurements of strain, deformation, temper-
ature, and vibration are desired (103). Damage monitoring
of orbital spacecraft will be required to monitor damage
type, location, and size and to specify a repair method when
a low-cost launch is realized in the future. The sensors for
spacecraft require light weight; long-term durability to me-
chanical, thermal and radioactive fatigue; and immunity
to electromagnetic interference. Therefore, the most suit-
able sensor is a fiber-optic sensor. Most of the fiber-optic
sensing techniques for CFRP components can be applied to
space structures, but smaller, lighter sensing devices are
desired. The measurement of strain distribution in a com-
posite plate element of a satellite and its antenna reflectors
was demonstrated by using a multiplexed FBG sensor sys-
tem (103).

Health Monitoring of Civil Structures

Civil structures such as bridges, highways, roads, large
buildings, tunnels, and dams need periodic inspections be-
cause they deteriorate from fatigue, corrosion, and natural
disasters such as earthquakes and typhoons. The number
of civil structures is increasing, and therefore, the main-
tenance cost of civil structures, including inspection, re-
pair, and renewal is increasing (104). The traditional in-
spection methods are visual and acoustic inspections by
human operators, which are obviously inefficient methods
for large structures. Therefore, low-cost, highly reliable in-
spection methods are desired in the field of civil engineer-
ing. Based on this backgrounds, health monitoring tech-
nology becomes an attractive approach for civil structures.

In Japan, the Kobe earthquake in 1995 accelerated the
development of practical applications of health monitor-
ing to civil structures (59). The key technologies for health
monitoring of civil structures are long-lived distributed
sensors, analytical modeling of structural behavior, and
a remote monitoring system through a worldwide net-
work, as shown in Fig. 41. Long-term survivability and
distributed sensing are essential in civil structures due to
their long-term continuous operation. In addition, it is im-
portant that the sensor system can be handled easily by
workers or operators in construction areas. The structural
materials of civil structures are steel, concrete, cement,
mortar, and carbon-fiber-reinforced composites. Recently,
CFRP composites were employed as structural members
and wires. CFRP repair sheets were the most promising
solution for repair of damaged concrete shoring and walls.
Therefore, some of the health monitoring techniques used
for CFRP composites can also be available for CFRP struc-
tures in civil structures.

A major monitoring technique, which is employed
in health monitoring of civil structure, is a structural
dynamic-based system. The structural dynamic-based sys-
tem is an analytical approach to monitoring the damage
and performance degradation of large structures by mea-
suring the dynamic response. In this method, distributed
sensor patches attached to the members of structures pro-
vide vibrational response such as mode shapes and modal
frequency. Piezoelectric patches and fiber-optic vibrational
sensors can be used for measuring the dynamic response.
Optimizing the location of the sensors is important for the
system to be cost-effective because the operating cost of
health monitoring depends on the number of sensors (105).
There are various techniques for damage identification for
a structural dynamic-based system. They use a modal anal-
ysis technique that has a structural model or finite-element
analysis (104), a neural network technique (106), etc.

Fiber-optic sensor-based health monitoring is an attrac-
tive idea for civil engineering because of its high dura-
bility, high strength, high sensitivity, nonperturbation by
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electromagnetic interference, and ability to be embedded
internally (49). However, because an optical fiber is frag-
ile, easy installation of the fiber is required in construction
areas. Furthermore, embedded fiber-optic sensors require
modification to protect them from cracks that propagate in
concrete or composites because the members of civil struc-
tures are difficult to replace when the sensor is broken.
Some applied examples of the health monitoring of con-
crete and composite structures that use fiber-optic sensors
are described following. Distributed or multiplexed fiber-
optic sensors such as BOTDR, ROTDR, a multiplexed FBG
sensor system, and a long-gauge fiber-optic sensor system
(intensiometric and interferometric) have been employed
for monitoring strain distribution and detecting damages
in civil structures. It was proposed that ROTDR could be
used for permanent monitoring of the soil temperature of
an in-ground tank (59). FBG strain sensors, polarimetric
extension sensors, and OTDR crack sensors were employed
to monitor local strain change, 2.5 m long-gauge displace-
ment, and crack generation and location in a full-scale
destructive bridge test (107). The strain on a CFRP ca-
ble of a stay cable bridge in Winterthur, Switzerland, was
monitored by using multiple FBG sensors (108). Intensity-
based fiber-optic sensors were used to monitor the failure
of concrete in the Stafford Medical Building in Vermont,
U.S.A. (109). Structural monitoring of a concrete member
was conducted by curvature analysis using an interfero-
metric sensor (48). The health of a building at the Uni-
versity of Colorado was monitered using multiplexed FBG
sensors and a remote sensing system through the Inter-
net (53). Electric resistance measurement can be applied
to the health monitoring of carbon- or steel-reinforced con-
crete or CFRP repair sheet. Electric resistance measure-
ment of carbon or steel composite structures provides in-
formation about the matrix and the reinforcement condi-
tion such as breakage or corrosion. There are many lab-
oratory studies of the resistance measurement technique
(90–97).

A remote monitoring technique through a worldwide
network has become practical because of the advance of
the Internet in the late 1990s. This idea is very attrac-
tive to construction corporations because it produces a
new business of low-cost maintenance service. This tech-
nique involves high-speed communication devices, wire-
less communication devices, and web-based technologies.
Remote health monitoring on the Web has been propo-
sed by Web-based software written in a network-friendly
language (53). The advantage of Web-based remote mon-
itoring is that special software installed in a local com-
puter is not necessary. Wireless devices make it possible
to collect data from integrated sensors without an on-line
cable (110).
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INTRODUCTION

The rapid advancement of biomedical research has led
to many creative applications for biocompatible polymers.
As modern medicine discerns more mechanisms of both
physiology and pathophysiology, the approach to healing
is to mimic, or if possible, to recreate the physiology of
healthy functioning. Thus, the area of responsive drug de-
livery has evolved. Also called “smart” polymers, for drug
delivery, the developments fall in two categories: externally
regulated or pulsatile systems (also known as “open-loop”
systems) and self-regulated systems (also called “closed-
loop”). This article outlines the fundamentals of this re-
search area and gives a detailed account of the most recent
advances in both pusatile and self-regulated drug delivery
systems.

DEVELOPMENT OF CONTROLLED DRUG DELIVERY

Control of Drug Concentration Levels Over Time

The overall goal in developing controlled release devices is
maintaining the drug in the therapeutic range (zero-order
release kinetics) and targeting delivery to specific tissues
(lowering systemic exposure and side effects). Polymers
have been used in developing all four types of devices, clas-
sified by release mechanism: (1) diffusion controlled, both
reservoir and monolithic; (2) chemically controlled release,
that is, bioerodible carriers; (3) solvent controlled release,
where swelling of the matrix is the mechanism that en-
ables the entrapped drug to come out; and (4) externally
controlled release (1).

Although newer and more powerful drugs continue to be
developed, increasing attention is being given to the meth-
ods of administering these active substances. In conven-
tional drug delivery, the drug concentration in the blood
rises when the drug is taken, then peaks, and declines.
Maintaining drug in the desired therapeutic range by us-
ing just a single dose or targeting the drug at a specific
area (lowering the systemic drug level) are goals that have
been successfully attained by using commercially available
controlled release devices (2). However, there are many
clinical situations where the approach of a constant drug
delivery rate is insufficient, such as the delivery of in-
sulin for patients who have diabetes mellitus, antiarrhyth-
mics for patients who have heart rhythm disorders, gastric
acid inhibitors for ulcer control, nitrates for patients who
have angina pectoris, as well as selective β-blockade, birth

control, general hormone replacement, immunization, and
cancer chemotherapy. Furthermore, studies in the field of
chronopharmacology indicate that the onsets of certain dis-
eases exhibit strong circadian temporal dependence. Thus,
treatment of these diseases could be optimized by using re-
sponsive delivery systems (3), which are, in essence, man-
made imitations of healthy function.

Biocompatibility

When designing a controlled delivery device, the effects of
the drug must be taken into account and also the potential
effects of the device itself on the biological system (4). In
other words, both the effects of the implant on the host tis-
sues and the effects of the host on the implant must be con-
sidered. These are some of the important potential effects:
inflammation and the “foreign body reaction,” immuno-
logic responses, systemic toxicity, blood–surface interac-
tions, thrombosis, device-related infection, and tumorigen-
esis (4). Many of these effects actually comprise the body’s
defense mechanism against injury; placement of a drug de-
livery device in the body causes injury and therefore, elic-
its these reactions. However, the degree of perturbation is
strongly impacted by the biomaterial that comprises the
device.

The first response to be triggered is inflammation. The
cellular and molecular mechanisms have been well des-
cribed, but avoiding them has not yet been achieved.
Many of the inflammatory responses are local to the site
of implantation and dissipate relatively quickly. Some of
the most potent chemical mediators, such as lysosomal
proteases and oxygen-derived free radicals also play an
important role in the degradation and wear of biomate-
rials (1).

The products of degradation and wear can cause im-
mune responses and/or nonimmune systemic toxicity.
Thus, when testing a delivery device, both the intact de-
vice and its degradation products must be thoroughly
examined in vitro before implantation in vivo. An addi-
tional phenomenon that can hamper the device’s function
is fibrous encapsulation of the biomaterial. These reactions
can be very specific to the host, and in vivo experiments
are not always indicative of the human response. There is
a wealth of literature regarding biocompatibility mecha-
nisms and testing into which the interested reader is en-
couraged to delve (4).

Classification of “Smart” Polymers

“Intelligent” controlled release devices can be classified as
open- or closed-loop systems, as shown in Fig. 1. Open-loop
control systems (Fig. 1a) are those where information about
the controlled variable is not automatically used to adjust
the system inputs to compensate for the change in process
variables. In the controlled drug delivery field, open-loop
systems are known as pulsatile or externally regulated.
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Sensor:
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(a)
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(b)

Figure 1. Schematic representation of drug delivery systems and
their control mechanisms: (a) open-loop system; (b) closed-loop
system.

Externally controlled devices apply external triggers such
as magnetic, ultrasonic, thermal, or electric irradiation for
pulsatile delivery.

Closed-loop control systems, on the other hand, are
defined as systems where the controlled variable is de-
tected, and as a result the system output is adjusted
accordingly. Closed-loop systems are known in the con-
trolled drug delivery field as self-regulated. The release
rate in self-regulated devices is controlled by feedback
information without any external intervention, as shown
in Fig. 1b. Self-regulated systems use several approaches
for rate control mechanisms (5,6) such as pH-sensitive
polymers, enzyme–substrate reactions, pH-sensitive drug
solubility, competitive binding, antibody interactions, and
metal concentration-dependent hydrolysis.

Many approaches for mimicking the physiological
healthy state are undergoing research. The focus of this
article is on “smart” polymers; therefore, other important
areas, such as using pumps for controlled drug delivery,
microencapsulation of living cells, or gene therapy, are not
covered. An additional area of significant research that is
not covered in this article is site-directed or targeted drug
delivery, where the release is constant (as in chemotherapy

for cancer treatment). Here, the fundamental principles
and recent advances of responsive drug delivery for both
pulsatile and self-regulated systems are reviewed.

PULSATILE SYSTEMS

Magnetically Stimulated Systems

Feasibility. Drug molecules and magnetic beads are uni-
formly distributed within a solid polymeric matrix in mag-
netically triggered systems. Although drug is released by
diffusion when the device is exposed to fluids, a much
higher release rate is obtained in the presence of an ex-
ternal oscillating magnetic field. The magnetic system
was characterized in vitro (7–9). Subsequent in vivo (10)
studies showed that when polymeric matrices made of
ethylenevinyl acetate copolymer (EVAc) that contain in-
sulin and magnetic beads are placed subcutaneously in di-
abetic rats for two months, glucose levels can be repeatedly
and reproducibly decreased on demand by applying an os-
cillating magnetic field.

Mechanisms. The two principal parameters that control
the release rates in these systems are the magnetic field
characteristics and the mechanical properties of the poly-
mer matrix. It was found that when the frequency of the
applied field was increased from 5 to 11 Hz, the release rate
of bovine serum albumin (BSA) from EVAc copolymer ma-
trices rose linearly (7). Saslavski et al. (11) investigated the
effect of magnetic field frequency and repeated field appli-
cation on insulin release from alginate matrices and found
that using repeated applications, inverse effects can occur:
high frequencies gave a significant release enhancement
for the second magnetic field application. Subsequent stim-
ulation resulted in decreased enhancement due to faster
depletion at high frequencies.

The mechanical properties of the polymeric matrix also
affect the extent of magnetic enhancement (7). For exam-
ple, the modulus of elasticity of the EVAc copolymer can
easily be altered by changing the vinyl acetate content of
the copolymer. The release rate enhancement induced by
the magnetic field increases as the modulus of elasticity
of EVAc decreases. A similar phenomenon was observed
for cross-linked alginate matrices: higher release rate en-
hancement for less rigid matrices (11). Edelman et al. (12)
also showed that enhanced release rates observed in re-
sponse to an electromagnetic field (50 G, 60 Hz) applied for
4 minutes were independent of the duration of the interval
between repeated pulses.

Ultrasonically Stimulated Systems

Feasibility. Release rates of substances can be repeat-
edly modulated at will from a position external to the
delivery system by ultrasonic irradiation (13). Both bio-
erodible and nonerodible polymers were used as drug car-
rier matrices.

The bioerodible polymers evaluated were polygly-
colide, polylactide, poly(bis(p-carboxyphenoxy) alkane
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anhydrides and their copolymers with sebacic acid. Both
the polymer erosion and drug release rates were enhanced
when the bioerodible samples were exposed to ultrasound.
The system’s response to ultrasonic triggering was rapid
(within 2 minutes) and reversible. The releasing agents,
p-nitroaniline, p-aminohippurate, bovine serum albumin,
and insulin, were tested for integrity following exposure to
ultrasonic energy and were found intact.

The enhanced release was also observed in nonerodi-
ble systems exposed to ultrasound where the release is
diffusion-dependent. Release rates of zinc bovine insulin
from EVAc copolymer matrices were 15 times higher when
exposed to ultrasound compared to the unexposed periods.

In vivo studies (13) have suggested the feasibility of
ultrasound-mediated drug release enhancement. Implants
composed of polyanhydride polymers loaded with 10%
p-aminohippuric acid (PAH) were implanted subcuta-
neously in the backs of catheterized rats. When exposed to
ultrasound, a significant increase in the PAH concentra-
tion in urine was detected (400%). Rat’s skin histopatho-
logy of the ultrasound-treated area after an exposure of
1 hour at 5 W/cm2 did not reveal any differences between
treated and untreated skin.

Similar phenomena were observed by Miyazaki et al.
(14) who evaluated the effect of ultrasound (1 MHz) on the
release rates of insulin from ethylene vinyl alcohol copoly-
mer matrices and reservoir type drug delivery systems.
When diabetic rats that received implants containing in-
sulin were exposed to ultrasound (1 W/cm2 for 30 min), a
sharp drop in blood glucose levels was observed after the
irradiation, indicating a rapid rate of release of insulin at
the implanted site.

During the past 40 years, numerous clinical reports
have been published concerning phonophoresis (15), the
technique of using ultrasonic irradiation to enhance trans-
dermal drug delivery. Ultrasound nearly completely elim-
inated the usual lag time for transdermal delivery of
drugs. Ultrasound irradiation (1.5 W/cm2 continuous wave
or 3 W/cm2 pulsed wave) for 3–5 minutes increased
the transdermal permeation of insulin and mannitol in
rats by 5–20-fold within 1–2 hours after ultrasound
application.

Miyazaki et al. (16) performed similar studies that
evaluated the effect of ultrasound (1 MHz) on in-
domethacin permeation in rats. Pronounced effects of ul-
trasound on transdermal absorption for all three ranges
of intensities (0.25, 0.5, and 0.75 W/cm2) were observed.
Bommannan et al. (17) examined the effects of ultra-
sound on the transdermal permeation of the electron-dense
tracer, lanthanum nitrate, and demonstrated that expo-
sure of the skin to ultrasound can induce considerable
and rapid tracer transport through an intercellular route.
Prolonged exposure of the skin to high-frequency ultra-
sound (20 min, 16 MHz), however, resulted in structural
alterations of epidermal morphology. Tachibana et al. (18–
20) reported using low-frequency ultrasound (48 KHz) to
enhance transdermal transport of lidocaine and insulin
through hairless mice skin. Low-frequency ultrasound was
also used by Mitragotri et al. (21,22) to enhance transport
of various low molecular weight drugs, including salicylic

acid and corticosterone, as well as high molecular weight
proteins, including insulin, γ -interferon, and erythro-
poeitin, through human skin in vitro and in vivo.

Mechanisms. It was proposed (13) that cavitation and
acoustic streaming are responsible for the augmented
degradation and release of bioerodible polymers. In experi-
ments conducted in a degassed buffer where cavitation was
minimized, the observed enhancement in degradation and
release rates was much smaller. It was also considered that
several other parameters (temperature and mixing effects)
might be responsible for the augmented release due to
ultrasound. However, experiments were conducted which
suggested that these parameters were not significant. It
has also been demonstrated that the extent of release rate
enhancement can be regulated by the intensity, frequency,
or duty cycle of the ultrasound.

Miyazaki et al. (14) speculate that the ultrasound cau-
sed increased temperatures in their delivery system, which
may facilitate diffusion. The increased temperature caused
by ultrasound or other forms of irradiation can be used as
a trigger to cause collapsing of a hybrid hydrogel that has
protein domains, as described by Wang et al. (23). Addit-
ional thermostimulated polymers are discussed later in the
temperature-sensitive section of self-regulated systems.

Mitragotri et al. (24) evaluated the role played by
various ultrasound-related phenomena, including cavita-
tion, thermal effects, generation of convective velocities,
and mechanical effects during phonophoresis. The au-
thors’ experimental findings suggest that among all the
ultrasound-related phenomena evaluated, cavitation plays
the dominant role in sonophoresis using therapeutic ultra-
sound (frequency: 1–3 MHz; intensity; 0–2 W/cm2). Con-
focal microscopy results indicate that cavitation occurs in
the keratinocytes of the stratum corneum upon ultrasound
exposure. The authors hypothesized that oscillations of
the cavitation bubbles induce disorder in the stratum
corneum lipid bilayers, thereby enhancing transdermal
transport. The theoretical model developed to describe the
effect of ultrasound on transdermal transport predicts that
sonophoretic enhancement depends most directly on the
passive permeant diffusion coefficient in water, not on the
permeant diffusion coefficient through the skin.

Electrically Stimulated Systems

Feasibility. Electrically controlled systems provide drug
release by the action of an applied electric field on a
rate-limiting membrane and/or directly on the solute and
thus control its transport across the membrane. The elec-
trophoretic migration of a charged macrosolute within a
hydrated membrane results from the combined response to
the electrical forces on the solute and its associated coun-
terions in the adjacent electrolyte solution (25).

Electrically controlled membrane permeability has also
been of interest in the field of electrically controlled or
enhanced transdermal drug delivery (e.g., iontophoresis,
electroporation) (26,27).

Anionic gels as vehicles for electrically modulated drug
delivery were studied by Hsu and Block (28). Agarose and
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combinations of agarose and anionic polymers (polyacrylic
acid, xanthan gum) were evaluated. The authors conclude
that the use of carbomer (polyacrylic acid) in conjunction
with agarose enables the formulator to achieve zero-order
release by electrical field application. Increased anisotrop-
icity of a gel system due to the application of electrical
current could alter the effectiveness of the drug delivery
system.

D’Emanuele and Staniforth (29) proposed a drug
delivery device that consists of a polymer reservoir that
has a pair of electrodes placed across the rate-limiting
membrane. By altering the magnitude of the electric field
between the electrodes, the authors proposed to modu-
late the drug release rates in a controlled and predictable
manner. A linear relationship was found between cur-
rent and propanolol HCL permeability through poly(2-
hydroxyethyl methacrylate) (PHEMA) membranes cross-
linked with ethylene glycol dimethacrylate (1%v/v). It was
found that buffer ionic strength, drug reservoir concentra-
tion, and electrode polarity have significant effects on drug
permeability (30).

Labhassetwar et al. (31) propose a similar approach
for modulating cardiac drug delivery. The authors stud-
ied a cardiac drug implant in dogs that can modulate elec-
tric current. A cation-exchange membrane was used as an
electrically sensitive rate-limiting barrier on the cardiac-
contacting surface of the implant. The cardiac implant
demonstrated in vitro drug release rates that were respon-
sive to current modulation. In vivo results in dogs con-
firmed that electrical modulation resulted in regional coro-
nary enhancement of drug levels and a current-responsive
increase in drug concentration.

A different approach for electrochemical controlled re-
lease is based on polymers that bind and release bioactive
compounds in response to an electric signal (32). The poly-
mer has two redox states, only one of which is suitable for
ion binding. Drug ions are bound in one redox state and re-
leased from the other. The attached electrodes switch the
redox states, and the amount of current passed can control
the amount of ions released. Hepel and Fijalek (33) propose
to use this method of electrochemical pulse stimulation on
a novel composite polpyrrole film for delivering cationic
drugs directly to the central nervous system (CNS).

By encapsulating drugs in multicomponent hydrogel
microspheres, Kiser et al. (34) propose a synthetic mimic of
the secretory granule that can be triggered to release the
bioactive agent by various forms of external stimulation. In
the report, the external protective lipid membrane was po-
rated by electrical stimulation. Following electroporation,
the hydrogel microsphere quickly swells to dissipate the
pH gradient. The swelling leads to a burst of drug release.
Thus, an off/on irreversible mechanism is described that
can be triggered in a controlled fashion.

Mechanisms. Grimshaw (35) reported four different
mechanisms for the transport of proteins and neutral
solutes across hydrogel membranes: (1) electrically and
chemically induced swelling of a membrane to alter the
effective pore size and permeability, (2) electrophoretic
augmentation of solute flux within a membrane, (3)

electrosmotic augmentation of solute flux within a mem-
brane, and (4) electrostatic partitioning of charged solutes
into charged membranes.

Kwon et al. (36) studied the effect of electric cur-
rent on solute release from cross-linked poly(2-acrylamido-
2-methylpropane sulfonic acid-co-n-butylmethacrylate).
Edrophonium chloride, a positively charged solute, was
released in an on-off pattern from a matrix (monolithic) de-
vice by an electric field. The mechanism was explained as
an ion exchange between a positive solute and the hydroxo-
nium ion, followed by fast release of the charged solute from
the hydrogel. The fast release was attributed to electro-
static force, a squeezing effect, and electro-osmosis of the
gel. However, the release of neutral solute was controlled
by diffusion effected by swelling and deswelling of the gel.

Photostimulated Systems

Feasibility. Photoinduced phase transition of gels was
reported by Mamada et al. (37). Copolymer gels of
N-isopropylacrylamide and the photosensitive molecule
bis(4-dimethylamino)phenyl)(4-vinylphenyl)methyl leuco-
cyanide showed a discontinuous volume phase transi-
tion upon ultraviolet irradiation that was caused by os-
motic pressure of cyanide ions created by the ultraviolet
irradiation.

Yui et al. (38) proposed photoresponsive degradation
of heterogeneous hydrogels comprised of cross-linked
hyaluronic acid and lipid microspheres for temporal drug
delivery. Visible light induced degradation of cross-linked
hyaluronic acid gels by photochemical oxidation using
methylene blue as the photosensitizer. [The authors also
proposed that hyaluronic acid gels are inflammation-
responsive (39)].

By combining technologies developed for targeted drug
delivery and external photostimulation of the active agent
released, Taillefer et al. (40) propose using polymeric mi-
celles to deliver water-insoluble, photosensitizing anti-
cancer drugs.

Mechanisms. Photoresponsive gels reversibly change
their physical or chemical properties upon photoradia-
tion. A photoresponsive polymer consists of a photorecep-
tor, usually a photochromic chromophore, and a functional
part. The optical signal is captured by the photochromic
molecules, and then isomerization of the chromophores in
the photoreceptor converts it to a chemical signal.

Suzuki and Tanaka (41) reported a phase transition in
polymer gels induced by visible light, where the transition
mechanism is due only to the direct heating of the network
polymer by light.

SELF-REGULATED SYSTEMS

Environmentally Responsive Systems

Polymers that alter their characteristics in response to
changes in their environment have been of great recent
interest. Several research groups have been developing
drug delivery systems based on these responsive polymers
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that more closely resemble the normal physiological pro-
cess. Drug delivery in these devices is regulated by an
interaction with the surrounding environment (feedback
information) without any external intervention. The most
commonly studied polymers that have environmental sen-
sitivity are either pH- or temperature-sensitive. There are
also inflammation-sensitive systems and systems that use
specific binding interactions, which are discussed in the
next section.

Temperature-Sensitive Systems. Temperature-sensitive
polymers can be classified into two groups based on the
origin of the thermosensitivity in aqueous media. The first
is based on polymer–water interactions, especially, specific
hydrophobic/hydrophilic balancing effects and the config-
uration of side groups. The other is based on polymer–
polymer interactions in addition to polymer–water interac-
tions. When polymer networks swell in a solvent, there is
usually a negligible or small positive enthalpy of mixing or
dilution. Although a positive enthalpy change opposes the
process, the large gain in entropy drives it. The opposite is
often observed in aqueous polymer solutions. This unusual
behavior is associated with a phenomenon of polymer
phase separation as the temperature is raised to a critical
value that is known as the lower critical solution tem-
perature (LCST). N-Alkyl acrylamide homopolymers and
their copolymers, including acidic or basic comonomers,
show this LCST (42,43). Polymers characterized by LCST
usually shrink as the temperature is increased through
the LCST. Lowering the temperature below the LCST
results in swelling of the polymer. Bioactive agents such
as drugs, enzymes, and antibodies may be immobilized
on or within temperature-sensitive polymers; examples
of such uses are discussed below. Responsive drug release
patterns regulated by external temperature changes have
been recently demonstrated by several groups (42,44–57).

pH-Sensitive Systems. The pH range of fluids in vari-
ous segments of the gastrointestinal tract may provide
environmental stimuli for responsive drug release. Sev-
eral research groups (58–72) studied polymers that contain
weakly acidic or basic groups in the polymeric backbone.
The charge density of the polymers depends on the pH
and ionic composition of the outer solution (the solution
to which the polymer is exposed). Altering the pH of the
solution causes swelling or deswelling of the polymer.
Thus, drug release from devices made from these poly-
mers display release rates that are pH-dependent. Poly-
acidic polymers are unswollen at low pH because the acidic
groups are protonated and hence un-ionized. Polyacid poly-
mers swell as the pH increases. The opposite holds for
polybasic polymers because ionization of the basic groups
increases as the pH decreases. Siegel et al. (73) found that
the swelling properties of polybasic gels are also influenced
by buffer composition (concentration and pKa). A practi-
cal consequence proposed is that these gels may not reli-
ably mediate pH-sensitive, swelling-controlled release in
oral applications because the levels of buffer acids in the
stomach (where swelling and release are expected)
generally cannot be controlled. However, the gels may be

useful as mediators of pH-triggered release when precise
rate control is of secondary importance.

Annaka and Tanaka (59) reported that more than two
phases (swollen and collapsed) are found in gels that con-
sist of copolymers of randomly distributed positively and
negatively charged groups. Polymer segments in these
gels interact with each other through attractive or repul-
sive electrostatic interactions and through hydrogen bond-
ing. The combination of these forces seems to result in
the existence of several phases, each characterized by a
distinct degree of swelling, and abrupt jumps occur be-
tween them. The existence of these phases presumably
reflects the ability of macromolecular systems to adopt
different stable conformations in response to changes in
environmental conditions. The largest number of phases
was seven in copolymer gels prepared from acrylic acid
(the anionic constituent) and methacryl-amido-propyl-
trimethyl ammonium chloride (460 mmol/240 mmol). A
similar approach was proposed by Bell and Peppas (69);
membranes made from grafted poly (methacrylic acid-g-
ethylene glycol) copolymer showed pH sensitivity due to
complex formation and dissociation. Uncomplexed equilib-
rium swelling ratios were 40 to 90 times higher than those
of complexed states and varied according to copolymer com-
position and polyethylene glycol graft length.

Giannos et al. (74) proposed temporally controlled drug
delivery systems that couple pH oscillators and membrane
diffusion properties. By changing the pH of a solution
relative to the pKa, a drug may be rendered charged or
uncharged. Because only the uncharged form of a drug
can permeate across lipophilic membranes, a temporally
modulated delivery profile may be obtained by using a pH
oscillator in the donor solution.

Heller and Trescony (75) were the first to propose us-
ing pH-sensitive bioerodible polymers. In their approach,
described in the section on systems that utilize enzymes,
an enzyme–substrate reaction produces a pH change that
is used to modulate the erosion of a pH-sensitive polymer
that contains a dispersed therapeutic agent.

Bioerodible hydrogels that contain azoaromatic moi-
eties were synthesized by Ghandehari et al. (76). Hydrogels
that have lower cross-linking density underwent a surface
erosion process and degraded at a faster rate. Hydrogels
that have higher cross-linking densities degraded at a
slower rate by a process in which the degradation front
moved inward to the center of the polymer.

Recently, recombinant DNA methods were used to cre-
ate artificial proteins that undergo reversible gelation in
response to changes in pH or temperature (77). The pro-
teins consist of terminal leucine zipper domains that flank
a central, flexible, water-soluble polyelectrolyte segment.
Formation of coiled-coil aggregates of the terminal do-
mains in near-neutral aqueous solutions triggers forma-
tion of a three-dimensional polymer network, where the
polyelectrolyte segment retains solvent and prevents pre-
cipitation of the chain. Dissociation of the coiled-coil aggre-
gates by elevating pH or temperature causes dissolution
of the gel and a return to the viscous behavior that is
characteristic of polymer solutions. The authors suggest
that these hydrogels have potential in bioengineering
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applications that require encapsulation or controlled re-
lease of molecules and cellular species.

Inflammation-Responsive Systems. Yui et al. (39) pro-
posed an inflammation-responsive drug delivery sys-
tem based on biodegradable hydrogels of cross-linked
hyaluronic acid. Hyaluronic acid is specifically degraded
by hydroxyl radicals that are produced locally at inflam-
matory sites by phagocytic cells such as leukocytes and
macrophages. In their approach, drug-loaded lipid micro-
spheres were dispersed into degradable matrices of cross-
linked hyaluronic acid.

Brown et al. (78) developed a biodegradable, biocom-
patible, inflammation-responsive microsphere system. The
gelatin microspheres were synthesized by complex coacer-
vation, a low temperature method that does not denature
the encapsulated active agent. Gelatinase and stromelysin
are activated in the synovial fluid of an inflamed joint.
These enzymes degrade the gelatin microspheres and thus
cause release of the bioactive protein, making this delivery
system potentially useful for treating osteoarthritis.

An infection-responsive delivery system was developed
by Tanihara et al. (79). As in an inflammatory response,
inflection responses are characterized by the secretion of
specific proteins. By responding to thrombin-like activity in
infected wound fluid, the novel system released gentimycin
as needed, thus avoiding problematic overexposure to an-
tibiotics.

Systems Using Specific Binding Interactions

All of the following drug delivery systems use a specific
binding interaction to manipulate the microenvironment of
the device and thus modulate the rate of drug release from
the polymer. The basic principles of binding and competi-
tive binding are the underlying mechanism of the function
of these systems. Due to the vast amount of literature on
the subject of glucose-responsive insulin delivery systems,
they are discussed in a separate section.

Systems Using Antibody Interactions. Pitt et al. (80) pro-
posed utilizing hapten–antibody interactions to suppress
the enzymatic degradation and permeability of polymeric
reservoirs or matrix drug delivery systems. The delivery
device consists of naltrexone contained in a polymeric
reservoir or dispersed in a polymeric matrix configuration.
The device is coated by covalently grafting morphine to
the surface. Exposure of the grafted surface to antibod-
ies to morphine results in coating of the surface by the
antibodies, a process that can be reversed by exposure to
exogenous morphine. Antibodies on the surface or in the
pores of the delivery device block or impede the permeabil-
ity of naltrexone in a reservoir configuration or enzyme-
catalyzed surface degradation and the concomitant release
of the drug from a matrix device. A similar approach was
proposed for responsive release of a contraceptive agent.
The β subunit of human chorionic gonadotropin (HCG) is
grafted to the surface of a polymer, which is then exposed to
antibodies to β-HCG. The appearance of HCG in the circu-
latory system (indication of pregnancy) causes release of a
contraceptive drug. (HCG competes for the polymer-bound

antibodies to HCG and initiates release of the contracep-
tive drug.)

Pitt et al. (80,81) also proposed a hypothetical reversible
antibody system for controlled release of ethinyl estradiol
(EE). EE stimulates biosynthesis of sex-hormone-binding
globulin (SHBG). High serum levels of EE stimulate the
production of SHBG, which increases the concentration of
SHBG bound to the polymer surface and reduces the EE
release rate. When the EE serum level falls, the SHBG
level falls, as does binding of the SHBG to the polymer
surface, which produces an automatic increase in the EE
release rate.

The reversible binding of antigen to antibody that is the
basis for swelling of a hydrogel that could lead to release of
a bioactive agent was recently reported (82). Miyata et al.
describe the grafting of both antigen and antibody in the
polymer network that causes the formation of reversible
cross-linking. In the presence of free antigen that competes
with the immobilized antigen, swelling ensues (82) and cre-
ates an antigen-responsive hydrogel.

Systems Using Chelation. Self-regulated delivery of
drugs that function by chelation was also suggested (83).
These include certain antibiotics and drugs for treating
arthritis, as well as chelators used for treating metal poi-
soning. The concept is based on the ability of metals to
accelerate the hydrolysis of carboxylate or phosphate es-
ters and amides by several orders of magnitude. Attach-
ment of the chelator to a polymer chain by a covalent ester
or amide link prevents premature loss by excretion and
reduces its toxicity. In the presence of the specific ion, a
complex with the bound chelating agent forms, followed
by metal-accelerated hydrolysis and subsequent elimina-
tion of the chelated metal. Measurement of the rates of
hydrolysis of polyvinyl alcohol coupled with quinaldic acid
chelator (PVA-QA) in the presence of Co(II), Zn(II), Cu(II),
and Ni(II) confirmed that it is possible to retain the sus-
ceptibility of the esters to metal-promoted hydrolysis in a
polymer environment.

Recently, Goldbart and Kost (84) reported developing
a calcium-responsive drug delivery system. Calcium in
external media reactivates α-amylase that was immobi-
lized after being reversibly inactivated in a starch matrix.
The activated enzyme causes degradation of the matrix,
thus releasing an entrapped active agent. These investiga-
tors also developed a compartmental mathematical model
that describes the release and degradation mechanisms in-
volved (85).

Systems Using Enzymes

In this approach, the mechanism is based on an enzymatic
reaction. One possible approach studied is an enzymatic
reaction that results in a pH change and a polymer system
that can respond to that change.

Urea-Responsive Delivery. Heller et al. (75) were the first
to attempt using immobilized enzymes to alter local pH
and thus cause changes in polymer erosion rates. The pro-
posed system is based on converting urea to NH4HCO3

and NH4OH by the action of urease. Because this reaction
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causes a pH increase, a polymer that is subjected to in-
creased erosion at high pH is required.

The authors suggested a partially esterified copoly-
mer of methyl vinyl ether and maleic anhydride. This poly-
mer displays release rates that are pH-dependent. The
polymer dissolves by ionizing the carboxylic acid group The
pH-sensitive polymer that contains dispersed hydrocorti-
sone is surrounded by urease immobilized in a hydrogel
that is prepared by cross-linking a mixture of urease and
BSA with glutaraldehyde. When urea diffuses into the hy-
drogel, its interaction with the enzyme leads to a pH in-
crease, therefore, resulting in enhanced erosion of the pH-
sensitive polymer and concomitant increases in the release
rate of hydrocortisone.

Ishihara et al. (86,87) suggested a nonerodible sys-
tem based on a similar idea. The system is comprised
of a pH-sensitive membrane, produced by copolymeriz-
ing 4-carboxy acrylanilide with methacrylate, sandwiched
within a membrane that contains urease immobilized in
free radically cross-linked N, N-methylenebisacrylamide.
The permeation of a model substance, (1,4-bis (2-hydro-
xyethoxy) benzene, varied with the urea concentration in
the external solution.

Morphine Triggered Naltrexone Delivery System. Heller
and co-workers (88–95) have been developing a naltrexone
drug delivery system that would be passive until drug re-
lease is initiated by the appearance of morphine external
to the device. Naltrexone is a long acting opiate antagonist
that blocks opiate-induced euphoria, and thus the intended
use of this device is to treat heroin addiction. Activation is
based on the reversible inactivation of enzymes achieved
by the covalent attachment of hapten close to the active
site of the enzyme–hapten conjugate with the hapten anti-
body. Because the antibodies are large molecules, access of
the substrate to the enzyme’s active site is sterically in-
hibited and thus effectively renders the enzyme inactive.
Triggering of drug release is initiated by the appearance
of morphine (hapten) in the tissue and dissociation of the
enzyme–heptan–antibody complex that renders the en-
zyme active. This approach is being developed by incorpo-
rating the naltrexone in a bioerodible polymer. The poly-
mer matrix is then covered by a lipid layer that prevents
water entry, and this prevents its degradation and there-
fore also the release of naltroxane. The system is placed
in a dialysis bag. The bag contains lipase (enzyme) that
is covalently attached to morphine and reversibly inac-
tivated by antimorphine complexation. Thus, when mor-
phine is present in the tissues that surround the de-
vice, morphine diffuses into the dialysis bag, displaces the
lipase-morphine conjugate from the antibody, and allows
the now activated enzyme to degrade the protective lipid
layer. This in turn permits degradation of the polymeric
core and subsequent release into the body of the narcotic
antagonist, naltrexone.

A key component of this morphine-responsive device is
the ability to inactivate an enzyme reversibly and com-
pletely and to disassociate the complex rapidly using con-
centrations as low as 10−8 to 10−9 M. To achieve this
sensitivity, lipase was conjugated with several morphine
analogs and complexed with polyclonal antimorphine

antibodies purified by affinity chromatography. In vivo
studies (91) suggest that the concentration of morphine
in a device implanted in a typical heroin-addicted patient
is estimated at about 10−7 to 10−8 M. Recent studies have
shown that reaching such sensitivity is possible (89).

Many of the glucose-responsive systems discussed in the
next section also use enzymes.

Glucose-Responsive Insulin Delivery

The development of glucose-sensitive insulin-delivery sys-
tems has used several approaches, including immobi-
lized glucose oxidase in pH-sensitive polymers, competi-
tive binding, and a polymer–complex system. None of the
present modes of treatment, including insulin pumps, fully
mimics the physiology of insulin secretion. Therefore the
development of a “smart” insulin-delivery system could
significantly help patients who have diabetes to control
their blood glucose level and thus avoid the various se-
vere complications including eye disease, gangrene of the
extremities, cardiovascular disease, and renal failure (96).

Polymer–Complex System. Kitano et al. (97) proposed
a glucose-sensitive insulin release system based on a
sol–gel transition. A phenylboronic acid (PBA) moiety
was incorporated in poly(N-vinyl-2-pyrrolidone) by the
radical copolymerization of N-vinyl-2-pyrrolidone with
m-acrylamidophenylboronic acid [poly(NVP-co-PBA)]. In-
sulin was incorporated into a polymer gel formed by a com-
plex of poly(vinyl alcohol) with poly(NVP-co-PBA). PBA can
form reversible covalent complexes with molecules that
have diol units, such as glucose or PVA. By adding glucose,
PVA in the PVA–boronate complex is replaced by glucose.
This leads to a transformation of the system from the gel
to the sol state that facilitates the release of insulin from
the polymeric complex. The same group (98) modified the
approach and suggested glucose-responsive gels based on
complexation between polymers that have phenylboronic
acid groups and PVA. The introduction of an amino group
into phenylborate polymers was effective in increasing
the complexation ability and the glucose responsivity at
physiological pH.

Shiino et al. (99) attached gluconic acids to insulin. The
modified insulin that contains two gluconic acid units per
insulin (G-Ins) was bound into a PBA gel column, and
the G-Ins release profile in response to varying concen-
trations of glucose was studied. Concentration of released
G-Ins from PBA gel responded to concentration changes of
the eluting glucose. These polymeric complexes have been
applied as interpenetrating polymer networks to achieve
pulsatile insulin release in response to changes in glucose
concentration.

Competitive Binding. The basic principle of competitive
binding and its application to controlled drug delivery was
first presented by Brownlee and Cerami (100) who sug-
gested the preparation of glycosylated insulins that are
complementary to the major combining site of carbohy-
drate binding proteins such as Concavalin A (Con A). Con A
is immobilized on SepharoseTM beads. The glycosylated in-
sulin, which is biologically active, is displaced from the
Con A by glucose in response to, and proportional to, the
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amount of glucose present that competes for the same
binding sites. Kim et al. (101–108 found that the release
rate of insulin also depends on the binding affinity of an
insulin derivative to Con A and can be influenced by the
choice of the saccharide group in glycosylated insulin. By
encapsulating the glycosylated insulin-bound Con A by us-
ing a suitable polymer that is permeable to both glucose
and insulin, the glucose influx and insulin efflux would be
controlled by the encapsulation membrane.

It was found (102) that glycosylated insulins are more
stable to aggregation than commercial insulin and are
also biologically active. The functionality of the intraperi-
toneally implanted device was tested in pancreatectomized
dogs by an intravenous glucose tolerance test (IVGTT).
The effect of an administered 500 mg/kg dextrose bolus on
blood glucose level was compared with normal and pancre-
atectomized dogs without an implant. The results of this
study indicated that the diabetic dogs that had the implant
had normal glucose levels (107). In addition, the blood glu-
cose profile for a period of 2 days demonstrated that a dia-
betic dog, implanted with the self-regulating insulin deliv-
ery system, could maintain acceptable glucose levels (50–
180 mg/dL) for the majority of the experiment (40 hours)
(104–106). Makino et al. (101) proposed a modification
based on hydrophilic nylon microcapsules that contained
Con A and succinil-amidophenyl-glucopyranoside insulin.
The thin wall of these microcapsules and large surface area
resulted in rapid diffusion of glucose and glycosalated in-
sulin and therefore, a much shorter lag time.

To limit the leakage of Con A (which is toxic) and al-
low preparation of porous microspheres, Pai et al. (109)
cross-linked the Con A by first blocking the sugar bind-
ing sites and then reacted it with glutaraldehyde. The
porous microspheres demonstrated rapid exchange be-
tween succinil-amidophenyl-glucopyranoside insulin and
glucose, and had a short response time.

Kokufata et al. (110) reported a gel system that swells
and shrinks in response to specific saccharides. The gel
consists of a covalently cross-linked polymer network of
N-isopropylacrylamide in which the lectin, Con A, is immo-
bilized. Con A displays selective binding affinities for
certain saccharides. For example, when the saccharide dex-
tran sulphate is added to the gel, it swells to a volume up
to fivefold the original volume. Replacing dextran sulphate
with nonionic saccharide α-methyl-D-mannopyranoside
brings about collapse of the gel, almost to its native vol-
ume. The process is reversible and repeatable.

Taylor et al. (111) proposed a similar approach for deliv-
ering insulin. It was shown that a self-regulating delivery
device, responsive to glucose, operates in vitro. The device
comprises a reservoir of insulin and a gel membrane that
determines the delivery rates of insulin. The gel consists of
a synthetic polysucrose and the lec, Con A. The mechanism
is one of displacing the branched polysaccharide from the
lec receptors by incoming glucose. The gel loses its high vis-
cosity as a result but reforms upon removal of glucose and
thus provides the rate-controlling barrier to the diffusion
of insulin or any other antihyperglycemic drugs.

A similar approach was presented by Park et al. (112–
114) who synthesized glucose-sensitive membranes based
on the interaction between polymer-bound glucose and
Con A.

Immobilized Glucose Oxidase in pH-Sensitive Polymers.
Responsive drug delivery systems based on pH-sensitive
polymers have been developed along three different
approaches: pH-dependent swelling, degradation, and
solubility.

pH-Dependent Solubility. Glucose-dependent insulin
release was proposed by Langer and co-workers (115–117)
based on the fact that insulin solubility is pH-dependent.
Insulin was incorporated into ethylene vinyl acetate
(EVAc) copolymer matrices in solid form. Thus, the release
was governed by its dissolution and diffusion rates. Glu-
cose oxidase was immobilized to SepharoseTM beads which
were incorporated along with insulin into EVAc matrices.
When glucose entered the matrix, the gluconic acid pro-
duced caused a rise in insulin solubility and consequently
enhanced release. To establish this mechanism at the
physiological pH of 7.4, the insulin was modified by three
additional lysine groups so that the resultant isoelectric
point was 7.4. In vitro and in vivo studies demonstrated
the response of the system to changes in glucose con-
centration. In the in vivo experiments, a catheter was
inserted into the left jugular vein, and polymer matrices
that contained insulin and immobilized enzyme were
implanted sabcutaneously in the lower back of diabetic
rats. Serum insulin concentrations were measured for
different insulin matrix implants. A 2 M glucose solution
was infused, 15 minutes into the experiments, through
the catheter. Rats that received trilysine insulin/glucose
oxidase matrices showed a 180% rise in serum insulin
concentration which peaked at 45 minutes into the
experiment. Control rats that received matrices that
contained no insulin, or insulin but no glucose oxidase, or
diabetic rats without implants showed no change in serum
insulin.

pH-Dependent Degradation. Heller et al. (88,89,118)
suggested a system in which insulin is immobilized in
a pH-sensitive bioerodible polymer prepared from 3,9-
bis-(ethylidene 2,4,8,10-tetraoxaspirol(5,5)undecane and
N-methyldiethanolamine), which is surrounded by a hy-
drogel that contains immobilized glucose oxidase When
glucose diffuses into the hydrogel and is oxidized to glu-
conic acid, the resultant lowered pH triggers enhanced
polymer degradation and release of insulin from the poly-
mer in proportion to the concentration of glucose. The re-
sponse of the pH-sensitive polymers that contained insulin
to pH pulses was rapid. Insulin was rapidly released when
the pH decreased from 7.4 to 5.0. Insulin release was shut
off when the pH increased. The amount of insulin released
showed dependence on pH change. However, when the
in vitro studies were repeated in a physiological buffer, the
response of the device was only minimal, even at very low
pH pulses. The authors found that the synthesized amine-
containing polymer undergoes general acid catalysis and
the catalyzing species is not the hydronium ion but rather
the specific buffer molecules used. Therefore, further devel-
opment of this system will require developing a bioerodible
polymer that has adequate pH sensitivity and also under-
goes specific ion catalysis.
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pH-Dependent Swelling. Systems based on pH-sensitive
polymers consist of immobilized glucose oxidase in a pH-
responsive hydrogel that encloses a saturated insulin solu-
tion or is incorporated with insulin (119–129). As glucose
diffuses into the hydrogel, glucose oxidase catalyzes its con-
version to gluconic acid, thereby lowers the pH in the mi-
croenvironment of the hydrogel, and causes swelling. Be-
cause insulin should permeate the swelled hydrogel more
rapidly, faster delivery of insulin in the presence of glucose
is anticipated. As the glucose concentration decreases in
response to the released insulin, the hydrogel should con-
tract and decrease the rate of insulin delivery.

Horbett and co-workers (119–126) immobilized glu-
cose oxidase in a cross-linked hydrogel made from N,

N-dimethylaminoethyl methacrylate (DMA), hydroxy-
ethyl methacrylate (HEMA), and tetraethylene glycol
dimethacrylate (TEGDMA). It was previously shown that
membranes prepared at −70◦C by radiation polymeriza-
tion retain enzymatic activity (130). To obtain sufficient
insulin permeability through the gels, porous HEMA/DMA
gels were prepared by polymerization under conditions
which induce a separation into two phases during poly-
merization: one phase is rich in polymer, and the other is
rich in solvent plus unreacted monomer. When gelation
occurs after phase separation, the areas where the sol-
vent/monomer phase existed become fixed in place as pores
in the polymer matrix. The authors used a dilute monomer
solution to obtain a porous gel, whose pores were typically
1–10 µm in diameter (106).

The rate of insulin permeation through the membranes
was measured in the absence of glucose in a standard
transport cell; then glucose was added to one side of the cell
to a concentration of 400 mg/dL, and the permeation mea-
surement was continued. The results indicated that the in-
sulin transport rate is enhanced significantly by the addi-
tion of glucose. The average permeability after addition of
400 mg/dL glucose was 2.4 to 5.5 times higher than before
glucose was added. When insulin permeabilities through
the porous gels were measured in a flowing system, where
permeabilities were measured as fluid flowed continuously
past one side of the membrane, no effect of glucose concen-
tration on insulin permeabilities could be detected. The au-
thors propose that inappropriate design of the membranes
used in the experiments is the explanation for their lack of
response to glucose concentration (105).

A mathematical model that describes these glucose-
responsive hydrogels demonstrates two important points
(119,120): (1) Progressive response to glucose concentra-
tion over a range of glucose concentrations can be achieved
only by using a sufficiently low glucose oxidase loading;
otherwise, depletion of oxygen makes the system insensi-
tive to glucose. (2) A significant pH decrease in the mem-
brane and resultant swelling can be achieved only if the
amine concentration is sufficiently low that pH changes
are not prevented by the buffering of the amines.

The great advantage of reservoir systems is the ease by
which they can be designed to produce constant release
rate kinetics, but their main disadvantage is leaks that
are dangerous because all of the incorporated drug could be
released rapidly. To overcome this problem, Goldraich and
Traitel (127,128) proposed incorporating the drug (insulin)
and the enzyme (glucose oxidase) into the pH-responsive

polymeric matrices. Furthermore, Traitel et al. (129) de-
veloped a compartmental math model that describes the
pH-responsive swelling of the matrix and can be used to
optimize the system further.

Ishihara et al. (86,87,131–134) investigated two ap-
proaches to glucose-responsive insulin delivery systems:
One approach is similar to that investigated by Horbett
et al. (125). The polymers were prepared from 2-
hydroxyethyl acrylate (HEA)-N, N-dimethylaminoethyl
methacrylate (DMA), 4-trimethylsilystyrene (TMS), by
radical polymerization of the corresponding monomers in
dimethylformamide (DMF). The mole fractions of HEA,
DMA, and TMS in the copolymer were 0.6, 0.2, and 0.2, re-
spectively. Membranes were prepared by solvent casting.
Capsules that contained insulin and glucose oxidase were
prepared by interfacial precipitation using gelatin as an
emulsion stabilizer. The average diameter of the polymer
capsules obtained was 1.5 mm (131,134). The water con-
tent of HEA–DMA–TMS copolymer membranes increased
as the pH of the medium decreased. An especially drastic
change was observed in the pH range of 6.15 to 6.3. The
permeation of insulin through the copolymer membrane in-
creases in response to pH decreases. The permeation rate of
insulin at pH 6.1 was greater than that at pH 6.4 by about
42 times. The permeation of insulin through the copoly-
mer membranes was very low in buffer solution without
glucose. Adding 0.2 M glucose to the upstream compart-
ment induced an increase in the permeation rate of insulin.
When glucose was removed, the permeation rates of insulin
gradually returned to their original levels (131).

Podual et. al recently reported a glucose-sensitive sys-
tem that works on the same principle but utilizes a dif-
ferent polymer (135). The authors found that poly(diethyl
aminoethyl methacrylate-g-ethylene glycol) that contained
glucose oxidase and catalase resulted in matrices that were
reproducibly and reversibly glucose-sensitive.

The other approach proposed by Ishihara et al. (133)
is based on a glucose oxidase immobilized membrane and
a redox polymer that has a nicotinamide moiety. The de-
vice consists of two membranes. One membrane that con-
tains the immobilized glucose oxidase acts as a sensor for
glucose and forms hydrogen peroxide by an enzymatic re-
action; the other membrane is a redox polymer that has
a nicotinamide moiety that controls the permeation of in-
sulin by an oxidation reaction with the hydrogen peroxide
formed. The oxidation of the nicotinamide group increases
hydrophilicity and therefore should enhance the perme-
ability to water-soluble molecules such as insulin. The re-
sults showed relatively small increases in insulin perme-
ability.

Iwata et al. (136,137) pretreated porous poly(vinylidene
fluoride) membranes (average pore size of 0.22 µm) by air
plasma, and subsequently, acrylamide was graft polymer-
ized on the treated surface. The polyacrylamide was then
hydrolyzed to poly(acrylic acid). In the pH range of 5–7,
grafted poly(acrylic acid) chains are solvated and dissolved
but cannot diffuse into the solution phase because they
are grafted to the porous membrane. Thus, they effectively
close the membrane pores. In the pH range of 1 to 5, the
chains collapse, and the permeability increases. To achieve
sensitivity of the system to glucose, glucose oxidase was
immobilized onto a poly(2-hydroxyethyl methacrylate) gel.
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Ito et al. (138) adopted the approach proposed by
Iwata et al. (137) using a porous cellulose membrane that
had surface-grafted poly(acrylic acid) as a pH-sensitive
membrane. By immobilizing glucose oxidase onto the
poly(acrylic acid)-grafted cellulose membrane, it became
responsive to glucose concentrations. The permeation co-
efficient after glucose addition was about 1.7 times that be-
fore the addition of glucose. The authors suggest improving
the proposed system (sensitivity of insulin permeability to
glucose concentrations) by modifying the graft chain den-
sity, length, and size, or density of pores.

Siegel and co-workers (139,140) proposed an implant-
able “mechanochemical” pump that functions by convert-
ing changes in blood glucose activity into a mechanical
force, generated by the swelling polymer that pumps in-
sulin out of the device.

More recently, Siegel (141) proposed self-regulating
oscillatory drug delivery based on a polymeric mem-
brane whose permeability to the substrate of an enzyme-
catalyzed reaction is inhibited by the product of that re-
action. This negative feedback system can, under certain
conditions, lead to oscillations in membrane permeability
and in the levels of substrate and product in the device. Any
one of these oscillating variables can then be used to drive
a cyclic delivery process. The product concentration in the
chamber inhibitorily affects the permeability of the mem-
brane to the substrate. That is, increasing product concen-
tration causes decreasing flux of substrate into the device.
Siegel proposed several means of controlled drug delivery
based on this idea. Drug solubility could be affected by sub-
strate or product concentration, which oscillates. Alterna-
tively, the drug permeability of the membrane can oscillate
with time along with the substrate permeability.

CONCLUDING REMARKS

During the last three decades, polymeric controlled drug
delivery has become an important area of research and
development. In this short time, a number of systems
that display constant or decreasing release rates have pro-
gressed from the laboratory to the clinic and clinical prod-
ucts. Although these polymeric controlled delivery systems
are advantageous compared to the conventional methods
of drug administration, they are insensitive to a chang-
ing metabolic state. Responsive mechanisms must be pro-
vided to control the physiological requirements of specific
drugs more closely. The approaches discussed represent at-
tempts conducted during the past two decades to achieve
pulsatile release. These drug delivery systems are still in
the developmental stage, and much research will have to
be conducted for such systems to become practical clinical
alternatives. Critical considerations are the biocompatibil-
ity and toxicology of these multicomponent polymer-based
systems, the response times of these systems to stimuli,
the ability to provide practical levels of the desired drug,
and addressing necessary formulation issues in dosage or
design (e.g., shelf life, sterilization, reproducibility). A key
issue in the practical use of pulsatile, externally triggered
systems (i.e., magnetic, ultrasound, electrically regulated,
and photoresponsive) will be the design of small portable
trigger units that the patient can use easily. Ideally, such

systems could be worn by patients, wristwatch-like. They
could either be preprogrammed to go on and off at specific
times or patients could turn them on when needed. A crit-
ical issue in the development of responsive, self-regulated
systems such as those that contain enzymes or antibod-
ies are the stability and/or potential leakage and possible
immunogenicity of these bioactive agents. The success-
ful development of responsive polymer delivery systems
is a significant challenge. Nevertheless, the considerable
pharmacological benefit that these systems could provide,
particularly in view of ongoing research in biotechnology,
pharmacology, and medicine that may provide new insights
into the desirability and requirements for pulsatile release,
should make this an important and fruitful area for future
research.
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INTRODUCTION

Soldering processes using tin/lead solders (Sn/Pb) are stan-
dard interconnection technologies for electronic compo-
nents on printed circuit boards (PCBs). The most common
reflow soldering process for surface mounted technology
(SMT) uses tin/lead solder pastes (1–4). The pressure to
reduce the industrial use of lead is growing, particularly
in Europe (5–7). Lead is a well-known hazard to hu-
man health. Even small quantities can damage the brain,
nervous system, liver, and kidneys when ingested. When
Sn/Pb solders are disposed of in landfills, lead can leach
into soils and pollute ground water. As such, the pressure
to remove or minimize the use of lead is steadily build-
ing. Most European communities, in fact, have proposed
a ban on the landfill disposal of electronic products con-
taining leaded printed circuit boards, as well as on the
sale of products containing the metal. In United States,
consumer electronics were identified as the second largest
source of lead (30%) in the municipal solid waste stream
after lead-acid batteries (65%), which were already being
separated from trash before disposal (5). Thus, usage of
tin/lead solder paste in the SMT process is considered en-
vironmentally harmful and must be reduced or eliminated.
Lead-free and environmentally sound interconnect bond-
ing processes are urgently needed. Among the possibili-
ties are electrically conductive adhesives (ECAs) and lead-
free solders (8). Compared to soldering technology, ECA
technology can offer numerous advantages such as fewer
processing steps which reduces processing cost, lowers
the processing temperature which makes the use of heat-
sensitive and low cost substrates possible, and fine pitch
capability (8).

ELECTRICALLY CONDUCTIVE ADHESIVES (ECAs)

There are two main types of conductive adhesives, aniso-
tropic conductive adhesives (ACAs) and isotropic conduc-
tive adhesives (ICAs) (9–15). All electrically conductive
adhesives consist of a polymer binder and a conductive
filler. ACAs provide unidirectional electrical conductivity
in the vertical or Z axis. This directional conductivity is
achieved by using a relatively low-volume loading of the
conductive filler. The low-volume loading is insufficient
for interparticle contact and prevents conductivity in the
X, Y plane of the adhesive. The ACA in film or paste
form is interposed between the surfaces to be connected.
Heat and pressure are simultaneously applied to this

stack-up until the particles bridge the two conductor sur-
faces on the two adherends. Once electrical continuity is
produced, the polymer binder is hardened by a thermally
initiated chemical reaction (for thermosets) or by cooling
(for thermoplastics). The advantage of this approach is
that the material conducts only in the direction in which
the force was applied (12). A major disadvantage, how-
ever, is that pressure and heat must be simultaneously
applied while the polymeric matrix is hardened, other-
wise the conductive pathway is lost. ACAs are now being
used to connect flat panel displays, tape-automated bond-
ing (TAB), flip chips and fine pitch surface-mounted de-
vices (SMDs). A cross section of an ACA junction is shown
in Fig. 1.

The discussion in the following sections is focused
mainly on isotropic conductive adhesives (ICAs). ICAs
consist of metallic particles (normally in flake form) in
a polymer binder. Typical filler loadings are 25–30 vol-
ume %. At these loadings, the materials have achieved
the percolation threshold and are electrically conductive
in all directions after they are cured. The most com-
mon ICAs are silver-flake-filled thermosetting epoxies
which are typically provided as one-part thixotropic pastes
(13–15). They can provide both electrical and mechani-
cal interconnections between components after they are
cured (Fig. 2) (12–15). Because the mechanical strength
of the joint is provided by the polymer binder, the chal-
lenge in a formulation is to use the maximum metal filler
loading without sacrificing the required strength. ICAs
are often called “polymer solders” (15). ICAs have been
used in the electronic packaging industry, primarily as
die attach adhesives (16–18). Recently, ICAs have been
proposed as an alternative to tin/lead solders in surface-
mounted technology (SMT) applications. The benefits and
drawbacks of ICAs compared to Sn/Pb solders have been
thoroughly discussed in literatures. Briefly, the advan-
tages of ICAs include environmental friendliness (lead-
free and no flux), low processing temperature, low ther-
momechanical fatigue, compatibility with a wide range of
surfaces (includes nonsolderable substrates), finer pitch
interconnect capability, simple processing, and low cost
(9,18–21).

However, conductive adhesive technology is still in its
infancy, and concerns and limitations do exist. The main
limitations of current commercial ICAs include lower con-
ductivity, unstable contact resistance with nonnoble metal
finished components, and poor impact performance. The
electrical conductivity of an ICA is lower than that of
Sn/Pb solders. Although this conductivity is adequate for
most electronics applications, the electrical conductivity of
ICAs must still be improved. Contact resistance between
an ICA and nonnoble metal (such as Sn/Pb, Sn, and Ni)
finished components increases dramatically especially un-
der elevated temperature and humidity aging conditions
(18,20–23). In addition, printed circuit board assemblies
are subject to significant shocks during assembly, handling,
and throughout product life. The packages cannot survive
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Figure 1. A cross section of an anisotropic conductive adhesive
junction.
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Figure 2. A cross section of an ICA joint.

without desirable impact performance. Most of the current
commercial ICAs have poor impact performance. Compo-
nents assembled using ICAs tend to fall from the substrate
when the package experiences a sudden shock (14,21). For
conductive adhesive technology to find universal appeal as
a solder replacement, new conductive adhesives with desir-
able overall properties must be developed (22). In the past
few years, there has been a great deal of effort to improve
the properties of ICAs and to make them smarter materi-
als. Recent smart material designs and formulations have
resulted in improved electrical conductivity, contact resis-
tance stability, and impact performance of ICAs. These will
be reviewed in the following sections.

IMPROVEMENT OF ELECTRICAL CONDUCTIVITY
OF ICAs

The electrical conductivity of ICAs is inferior to that of sol-
ders (24). Even though the conductivity of ICAs is adequate
for most applications, higher electrical conductivity is still
needed. To develop a novel ICA for modern electronic in-
terconnect application, a thorough understanding of the
materials is needed.

An ICA is generally composed of a polymer binder and
Ag flakes. There is a thin layer of organic lubricant on
the Ag flake surface. This lubricant layer plays an impor-
tant role in the performance of ICAs, including the dis-
persion of the Ag flakes in the adhesives and the rhe-
ology of the adhesive formulations (24–27). This organic
layer is a Ag salt formed between the Ag surface and the
lubricant which typically is a fatty acid such as stearic
acid (27,28). This lubricant layer affects the conductiv-
ity of an ICA because it is electrically insulating (27,28).
To improve the conductivity, the organic lubricant layer

must be partially or fully removed. Some chemical sub-
stances can be used to dissolve the organic lubricant layer
(27–29). However, the viscosity of an ICA paste might in-
crease if the lubricant layer is removed. An ideal chemi-
cal substance (or lubricant remover) should be latent (does
not remove the lubricant layer) at room temperature but
be active (capable of removing the lubricant layer) at a
temperature slightly below the cure temperature of the
polymer. The lubricant remover can be a solid, short-chain
acid, a high boiling point ether such as diethylene gly-
col monobutyl ether or diethylene glycol monoethyl ether
acetate, or a low molecular weight polyethylene glycol (27–
29). These chemical substances can improve the electrical
conductivity of ICAs by removing the lubricant layer on
the Ag flake surfaces and providing intimate flake–flake
contact (27,28).

In general, an ICA paste has low conductivity before
cure, but the conductivity increases dramatically after
the ICA is cured. The ICA achieves conductivity during
cure, mainly through more intimate contact between Ag
flakes caused by cure shrinkage of the polymer binder (30).
Cure shrinkage of the polymer binder affects the electri-
cal conductivity of an ICA. An ICA that has higher cure
shrinkage generally shows better conductivity (30). There-
fore, increasing cure shrinkage of the polymer binder is
another method for improving electrical conductivity. For
ICAs based on epoxy resins, a small amount of a multi-
functional epoxy resin can be added into an ICA formula-
tion to increase cross-linking density, shrinkage, and thus
increase conductivity (30).

Electrical conductivity of ICAs can be improved by ap-
plying an electrical field before or while curing them. An
applied electrical field could improve electrical conducti-
vity significantly. However, the exact reasons for this im-
provement are not yet clear (31).

Another approach to improving conductivity is to incor-
porate transient liquid-phase sintering metallic fillers in
ICA formulations. The filler used is a mixture of a high
melting point metal powder and a low melting point alloy
powder. The electrical conduction is established through a
plurality of metallurgical connections formed in situ from
these two powders in a polymer binder. When heated at
a specific high temperature, the low melting point alloy
powders melt and diffuse rapidly into the high melting
point filler and eventually solidify at that temperature.
The polymer binder fluxes both the metal powders and the
metals to be joined and facilitates transient liquid bond-
ing of the powders to form a stable metallurgical network
for electrical conduction and also forms an interpenetrat-
ing polymer network that provides adhesion (Fig. 3). High
electrical conductivity can be achieved by using this
method (32–34). One critical limitation of this technology
is that the number of combinations of lower melting point
filler and high melting point filler are limited. Only certain
combinations of two metallic fillers can dissolve each other
and form metallurgical interconnections.

IMPROVEMENT OF CONTACT RESISTANCE STABILITY

Contact resistance between an ICA (generally a Ag-flake-
filled epoxy) and nonnoble metal finished components
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Figure 3. Diagram of transient liquid-phase sintering conductive
adhesives.

increases dramatically during elevated temperature and
humidity aging, especially at 85◦C/85% relative humid-
ity. The National Center of Manufacturing and Science
(NCMS) set a criterion for solder replacement conductive
adhesives. The criterion is that if the contact resistance
shift after a 500-hour 85/85 aging is less than 20%, then
the contact resistance is defined as “stable” (21).

Two main mechanisms, simple oxidation and corrosion
of the nonnoble metal surfaces, have been proposed in the
literature. Simple oxidation of the nonnoble metal sur-
faces was claimed as the main reason for the increased
resistance in most of the literature. Corrosion was claimed
as the possible mechanism for resistance shift in only a
few papers (18,20,35–37). A recent study strongly indi-
cated that galvanic corrosion rather than simple oxidation
of the nonnoble metal at the interface between an ICA
and the nonnoble metal was the main mechanism for the
shift in contact resistance of ICAs (Fig. 4) (38,39). The
nonnoble metal acts as an anode, is reduced by losing elec-
trons, and turns into metal ion (M − ne− = Mn+). The no-
ble metal acts as a cathode, and its reaction generally is
2H2O + O2 + 4e− = 4OH−. Then Mn+ combines with OH−

to form a metal hydroxide or metal oxide. After corrosion,
a layer of metal hydroxide or metal oxide is formed at the
interface. Because this layer is electrically insulating, the
contact resistance increases dramatically (38,39). A gal-
vanic corrosion process has several characteristics: (1) hap-
pens only under wet conditions, (2) an electrolyte must be
present, and (3) oxygen generally accelerates the process.
Based on this finding, several methods can be employed to
stabilize the shift in contact resistance.

Galvanic corrosion happens only in wet conditions. An
electrolyte solution must be formed at the interface be-
fore galvanic corrosion can happen. Therefore, one way
to prevent galvanic corrosion at the interface between
an ICA and a nonnoble metal surface is to lower the
moisture pickup of the ICA. ICAs that have low mois-
ture absorption generally showed more stable contact
resistance on nonnoble surfaces (40,41). Without elec-
trolyte, the rate of galvanic corrosion is very low. The elec-
trolyte in this case is mainly from the impurities in the
polymer binder (generally epoxy resins). Therefore, ICAs
formulated with resins of high purity should show better
performance.

Electrical conduction

Ag flake

Ag Polymer binder

Non-noble metal

Electrical conduction

Ag flake

Polymer binder

Condensed water
solution

Metal hydroxide
or oxide

Non-noble metal

Ag

Figure 4. Metal hydroxide or oxide formation after galvanic
corrosion.

The second method of preventing galvanic corrosion is
to introduce some organic corrosion inhibitors into ICA for-
mulations (39,41). In general, organic corrosion inhibitors
act as a barrier layer between the metal and environ-
ment by being adsorbed as a film over the metal surfaces
(43–46). Some chelating compounds are especially effective
in preventing metal corrosion (45). Most organic corrosion
inhibitors can react with epoxy resins at certain temper-
atures. Therefore, if an ICA is epoxy-based, the corrosion
inhibitors must not react with the epoxy resin when the
epoxy resin is cured. Otherwise, the corrosion inhibitors
are consumed by reacting with the epoxy resin and lose
their effect. Organic corrosion inhibitors are thoroughly
summarized in the literature (44,46). As an example, Fig. 5
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Figure 5. Effect of a corrosion inhibitor on the contact resistance
between an ICA and a Sn/Pb surface (aging conditions: 85◦C/85%
relative humidity) (38).
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Figure 6. A joint connected with an ICA that contains oxide-
penetrating particles and silver powders.

shows the effect of a chelating corrosion inhibitor on con-
tact resistance between an ICA and Sn/Pb surface. It can
be seen that this corrosion inhibitor is very effective in sta-
bilizing the contact resistance.

Oxygen can accelerate galvanic corrosion. Therefore,
another way to slow down the corrosion process is to
incorporate some oxygen scavengers into ICA formulations
(43). When an oxygen molecule diffuses through the poly-
mer binder, it reacts with the oxygen scavenger and is con-
sumed. However, when the oxygen scavenger is depleted
completely, then oxygen can still diffuse into the interface
and accelerate the corrosion process. Therefore, oxygen
scavengers can delay galvanic corrosion process only for
some time. Similarly, the oxygen scavengers used must
not react with the epoxy resin at its cure temperature.
Common oxygen scavengers include hydrazine, carbohy-
drazide, hydroquinone, gallic acid, propyl gallate, hy-
droxylamines and related compounds, dihydroxyacetone,
1,2-dihydro-1,2,4,5-tetrazines, erythorbic acid, and oximes
(43,47–50).

It is claimed that transient liquid-phase sintering con-
ductive adhesives mentioned in the previous section have
stable contact resistance during elevated temperature and
humidity aging (32). The joints formed include metallurgi-
cal alloying to the junctions as well as within the adhesive
itself. This provides a stable electrical connection during
aging.

Another approach for improving contact resistance sta-
bility during aging is to incorporate some electrically con-
ductive particles, which have sharp edges, into the ICA for-
mulations. The particle is called an oxide-penetrating filler.
Force must be provided to drive the oxide-penetrating par-
ticles through the oxide layer and hold them against the
adherend materials. This can be accomplished by employ-
ing polymer binders that show high shrinkage when cured
(Fig. 6) (51). This concept is used in Poly-Solder which has
good contact resistance stability with standard surface-
mounted devices (SMDs) on both solder-coated and bare
circuit boards.

IMPROVEMENT OF IMPACT PERFORMANCE

Impact performance is a critical property of solder replace-
ment ICAs. Effort has been continued in developing ICAs
that have better impact strength and will pass the drop
test, a standard test used to evaluate the impact strength
of ICAs.

Nanosized metal particles were used in ICAs to im-
prove electrical conduction and mechanical strength.
Using nanosized particles, agglomerates are formed due
to surface tension (52). Another approach is simply to
decrease the filler loading to improve impact strength (53).
However, such a process reduces the electrical properties
of the conductive adhesives. A recent development was re-
ported where conductive adhesives were developed using
resins of low modulus, so that this class of conductive adhe-
sives could absorb the impact energy developed during the
drop (54). However, the electrical properties of these mate-
rials were not mentioned in the paper. Conformal coating
of the surface-mounted devices was also used to improve
mechanical strength. It was demonstrated that conformal
coating could improve the impact strength of conductive
adhesives joints (13,55).

More recently, a new class of conductive adhesives which
is based on an epoxide-terminated polyurethane (ETPU)
has been developed (56,57). This class of conductive adhe-
sives has the properties of polyurethane materials, such
as high toughness and good adhesion. The modulus and
glass transition temperature of the ICAs can be adjusted
by incorporating some epoxy resins such as bisphenol-F
epoxy resins. Conductive adhesives based on ETPU showed
a broad loss factor (tan δ) peak with temperature and a
high tan δ value at room temperature. The tan δ value of a
material is a good indication of the damping property and
impact performance of the material. In general, the higher
the tan δ value, the better the damping property (impact
strength) of the material. As an example, changes in tan δ

and modulus of an ETPU-based ICA with temperature
are shown in Fig. 7. ICAs based on ETPU resins also
showed a much higher loss factor in a wide frequency
range than ICAs based on bisphenol-F epoxy resins (Fig. 8).
This indicated that the ICAs based on ETPU resins should
exhibit good damping properties and improved impact per-
formance in different electronic packages. This class of
conductive adhesives showed superior impact performance
and substantial stable contact resistance with non-noble
metal surfaces such as Sn/Pb, Sn, and Cu (56,57).

Again, transient liquid-phase sintering conductive
adhesives showed good impact strength due to the
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Figure 8. Loss factor versus frequency of two ICA materials.

metallurgical interconnection between the conductive ad-
hesive and the components (32).

HIGH-PERFORMANCE CONDUCTIVE ADHESIVES

A solder replacement conductive adhesive should have the
following main properties (22):

1. Bulk resisitivity lower than 1 milliohm-cm (m�-cm);
2. Shift of contact resistance (after 500-hour 85◦C/

85%RH aging) less than 20%; and
3. Passes six drops from a 60-inch height.

Based on the review in the previous sections, a high-
performance conductive adhesive can be formulated
mainly by two approaches which are described as follows.

Conductive Adhesives Based on an Epoxide-Terminated
Polyurethane (ETPU)

A hardener (usually a liquid anhydride), which can provide
the ICA with the lowest moisture pickup, should be selected
first. A conductive adhesive formulation should consist
of the following components: the epoxide-terminated poly-
urethane, an epoxy resin (optional), the hardener, an adhe-
sion promoter, a conductivity promoter, Ag flakes (mixture
of large and small particles), and some other additives,
for example, corrosion inhibitors and oxygen scavengers.
Conductive adhesives based on this formulation showed
desirable conductivity, superior impact performance, and
substantial contact resistance on nonnoble metal surfaces
such as Cu, Sn, and Sn/Pb (56,57). These materials are
being tested in surface-mounted applications.

Transient Liquid-Phase Sintering Conductive Adhesives

A conductive adhesive from this category should include a
high melting point metal filler, a low melting point metal
filler, a polymer binder, and other (optional) additives. The
low melting point metal filler must alloy with the high
melting point metal filler and the metal surface to be joined
at a specific acceptable temperature. The alloy formed
should not liquify at the processing or usage temperature
of the ICA. Otherwise, the contact resistance and adhesion
might be diminished. For the low melting point alloy to wet

the high melting point filler and for the metal surfaces to be
joined, the polymer binder must also contain a flux or have
a fluxing function to remove the oxide on the high melting
point metal filler and the metal surfaces to be joined. Due
to the metallurgical connection at the junctions and inside
the conductive adhesive, the junction showed stable con-
tact resistance during elevated temperature and humidity
aging and desirable impact strength.
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INTRODUCTION

Ceramics have traditionally been admired for their me-
chanical, chemical, and thermal stability; however, their
unique electrical, optical, and magnetic properties have
become of increasing importance in many key technologies
including communications, energy conversion and storage,
electronics, and automation. Such materials are now clas-
sified as electroceramics as distinguished from other func-
tional ceramics such as advanced structural ceramics. It is
the combination of the traditional ruggedness of conven-
tional ceramics and the exceptional functionality of select
electroceramic materials that make electroceramics par-
ticularly attractive as smart materials and as components
of smart systems.

ELECTROCERAMICS AND SMART SYSTEMS

The term smart suggests emulation of living systems that
sense their environments, evaluate these inputs in relation
to knowledge stored in memory, and respond accordingly,
thereby operating by using a built-in feedback mechanism.
A very general schematic of the feedback loop is shown in
Fig. 1.

From a technological standpoint, the feedback system’s
functions are commonly subdivided into the categories of
(1) sensor, (2) microprocessor and memory, and (3) actua-
tor. The brain of the feedback network operates nearly ex-
clusively in the electrical domain, so the sensor normally
functions as a transducer that converts various physical
and chemical inputs or stimuli into electrical outputs, and
the actuators convert electrical inputs from the micropro-
cessor into the appropriate physical and chemical outputs.
These feedback system features are illustrated in Fig. 2.
Both sensor and actuator often require auxiliary inputs to
enable them to operate properly. This will become obvious

Control

Smart
structure

Sensor Actuator

Figure 1. Smart structures: Incorporation of sensing and actu-
ating functions in a control system. A feedback loop can go through
a control circuit or directly between sensor and actuator.

System

Chemical
signal

Chemical
species

Electrical
power

Signal

Actuator

Micro-processor

Other input

Sensor

Figure 2. A schematic of a feedback system including sensor, mi-
croprocessor, and actuator that monitors and controls the chemical
state of the system. Both sensor and actuator may require auxi-
liary inputs to enable them to operate properly.

as specific examples of sensors and actuators are discussed.
Pursuing biological counterparts further, we are aware
that some stimuli bypass the brain. Some responses are
triggered automatically, for example, when one pulls one’s
hand away from a hot object. Corresponding automatic re-
sponses occur in materials systems. Newnham subdivides
smart materials into two categories (1). Passively smart
materials are defined as those that respond automatically
to external change without assistance, whereas actively
smart materials use a feedback loop that enables them to
recognize the change and initiate an appropriate response
through an actuator, as illustrated in Fig. 1. Obviously,
passively smart materials potentially provide much sim-
pler and thereby less costly alternatives, whereas actively
smart materials, though more complex, via programming
provide considerably more flexibility in their response. Ex-
amples of both types of smart materials are described in
following sections.

Based on this definition of smart, any feedback system,
independent of size, complexity, power requirements, cost,
etc., would qualify. However, as additional constraints of
speed, size, power, harsh environmental operation, and
cost are imposed on such systems, then the types of mate-
rials, their modes of fabrication, transduction efficiency,
and stability begin to play important roles. Electroceramic
materials excel for many of these reasons.

Enormous strides have been made in microprocessor
speed and memory density during the past few decades, but
comparable developments in sensors and actuators have,
in many cases, lagged considerably. Many such devices re-
main bulky, consume substantial power, do not readily in-
terface with electronics, and respond sluggishly. The effec-
tive integration of functional electroceramic materials into
microelectronic and microelectromechanical (MEMS) tech-
nologies remains a key challenge for this field. The ability
to harvest the benefits of miniaturization, low power, in-
tegration, and the ability to fabricate large arrays, will,
however, pay major dividends in performance, versatility,
speed, and reduced costs.

To appreciate the versatility of electroceramics and their
potential use in smart systems, we summarize some of
the key properties most commonly associated with sens-
ing and actuating functions. For example, piezoelectrics
such as Pb(Zr1−xTix)O3 (PZT) are used to detect mechanical
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Table 1. Energy Transduction Types, Materials, and Applications

Energy Transduction Materials Applications

Electrical ⇒ mechanical Pb(Zr1−xTix)O3 (PZT) Positioner, optical tuner
Mechanical ⇒ electrical Igniter
Electrical ⇒ chemical Zr1−xYxO2−x/2 (YSZ), Oxygen pump
Chemical ⇒ electrical SnO2 Gas sensor
Electrical ⇒ optical LiNbO3 Electro-optic modulator
Optical ⇒ electrical GaN Light detector
Electrical ⇒ magnetic AB2O4 spinel: A,B = Mn, Zn Write head
Magnetic ⇒ electrical La1−xCaxMnO3 Read head
Electrical ⇒ thermal SiC Resistive heater
Thermal ⇒ electrical AB2O4spinel: A,B = Mn, NTCR thermistor

Ni, Fe, Co, Cu
BaTiO3 perovskite PTCR thermistor

displacement electrically and inversely to induce mechani-
cal displacements by applying electric fields. Solid elec-
trolytes, such as Zr1−xYxO2−x/2 (YSZ), are used potentio-
metrically to monitor the chemical state (oxygen activity)
of an environment or to modify that state by electrochemi-
cally pumping oxygen into that environment. These and
other examples that relate to transduction between elec-
trical, optical, magnetic, and thermal forms of energy are
summarized in Table 1. Typical materials and applications
are included in this table.

The performance of electroceramic materials and de-
vices depends on the complex interplay among processing,
chemistry, and structure at many levels. Because electroce-
ramics are commonly polycrystalline, their microstructure
(grain size and distribution, porosity, phase distribution)
and their crystal and defect structures often play crucial
roles in determining their properties. Likewise, domain
structures dominate the properties of ferroelectric and fer-
romagnetic electroceramic materials. These factors are dis-
cussed when addressing some of the specific applications
of these materials relevant to the design and development
of smart materials.

Articles in the professional literature deal with the pro-
cessing, characterization, structure, properties, modeling,
and performance of electroceramics. Recent advances in
these areas are described in the Journal of Electrocera-
mics and other general or more specialized journals such
as the Journal of Applied Physics, Journal of the American
Ceramic Society, Ferroelectrics, and Solid State Ionics.

The numbers and types of applications for smart mate-
rials and systems are limited only by the imagination, so
we selected five that (1) are representative from the stand-
point of dealing, in one form or another, with each of the six
major energy types (electrical, optical, magnetic, chemical,
mechanical, and thermal); (2) illustrate popular applica-
tions; and (3) illustrate the use of passively and actively
smart materials. For each of these examples, we summa-
rize the underlying physical principles, discuss figures of
merit, and consider materials of choice. When appropriate,
we also list opportunities for further development.

ELECTROMECHANICAL ACTUATORS

Applications

Vibrational Damping. There are many applications
where vibrational reduction and/or control is required. The

military has an interest in reducing acoustic emissions
from submarines, commercial airlines are concerned with
the vibrations in passenger cabins, and automobile manu-
facturers, deal with the vibrations experienced by passen-
gers riding over rough terrain. Two recent examples where
such concepts have been applied to the world of sports are
examined: the ski/snowboard, and the bicycle shock ab-
sorber. Figure 3 shows the piezoelectric stack used in ski
and snowboard vibrational control. The heart of the vibra-
tional damper is a piezoelectric element connected to an
electric circuit that is tuned to dissipate energy at frequen-
cies deemed undesirable, as illustrated in Fig. 3.

A more sophisticated design is the smart shock absorber
or suspension system. Smart suspensions are already in-
stalled in many cars. For simplicity, we examine a shock
absorber designed for bicycles (Fig. 4). The magnetic GMR
sensor sends data relating to the rate of motion to the con-
trol electronics that in turn instructs the piezoelectric actu-
ator to manipulate a valve in the hydraulic shock absorber
that controls damping.

Precision Positioning. In the microelectronics industry,
piezoelectric motors or stacks enable mask positioning in
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Figure 3. Vibrational damper in skis and snowboards. An elec-
trical circuit is tuned to damp out vibrations in the undesired
frequency band (ACX designs).
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Control
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Piezo
actuator
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Figure 4. Design for a smart shock absorber. The rate of motion
is monitored by the magnetic GMR sensor, and the piezoelectric
actuator maipulates a valve that controls damping (Design by K2
SmartShockTM).

the submicron range. Similar positioning systems are used
in electron microscopy and atomic force microscopy (AFM)
to control stage movements of 10–100 nm. In AFM, for
example, the position of the microcantilever beam rela-
tive to the substrate is detected optically by reflecting a
laser beam off the microcantilever beam and measuring
its movement by using position-sensitive photodetectors.
Thus, the feedback loop involves an optical sensor, com-
puter, and piezoelectric actuator.

Camera Components. Consumer applications include
camera lens controllers and video camera stabilizers. Auto-
focus camera lenses now contain built-in piezoelectric ul-
trasonic motors. These motors operate in a feedback mode
and reposition the optical components in the lens to achieve
fast and accurate autofocusing (for more details see section
on smart optical systems).

Some manufacturers use piezoelectric sensors to sense
video camera vibrations. Two piezoelectric velocity sensors
respond to the camera’s movement along its vertical and
horizontal axes. The sensors control motors that realign a

Adjustment
prism

Initial
picture

Picture stays
stationary

Piezoelectric
sensor

Camera
moves

Signal sent to compensate

Figure 5. Piezoelectrics sense camera movement
and adjust the prism to stabilize the image in a
video camera.

prism that bends the light to compensate for vibrations.
The operation of this system is illustrated in Fig. 5.

ACTUATOR MATERIALS

General

Mechanical actuators are encountered in many forms
and sizes. Although electromagnetic motors and hydraulic
jacks serve many applications, there are limitations to
their use in smaller scale applications. A comparison of
conventional and piezoelectric actuation methods is shown
in Table 2. Piezoelectrics excel in bandwidth and power
density.

The development of precision electromechanical ac-
tuators (EMA) has grown in recent years. The world
market for medical ultrasonic probes alone stands at
$250 million/year (2). The major advantages of these ac-
tuators are high precision (on the order of 10 nm), rapid
response time (10 µs), and high generative force with low
driving power (see Table 2). These properties make EMAs
attractive for optical systems, precision machinery, and
small, high-power motors (3).

Another category of piezoelectric applications uses reso-
nant strain obtained by an applied ac field. Ultrasonic
motors, pumps and surgical knives are just a few exam-
ples of high-frequency, high-accuracy applications that use
resonating piezoelectric materials. A list of some general
types of applications that use piezoelectric and electrostric-
tive actuators is given in Table 3. The table also lists some
of the major research institutes that are developing those
applications.

BASIC RELATIONSHIPS AND PHENOMENA

The Piezoelectric Family of Materials

The piezoelectric effect relates electric polarization to
applied stress. Polarization requires a nonsymmetrical
structure; therefore all crystallographic point groups that
have a center of symmetry cannot support piezoelec-
tricity. Furthermore, although the cubic class 432 lacks
a center of symmetry, it cannot accommodate piezo-
electricity. Therefore, only 20 of the 32 crystallographic
point groups exhibit piezoelectricity. Of these groups, 10
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Table 2. Comparison of Conventional and Piezoelectric Actuation

Actuation
Method Stress (Mpa) Strain (%) Efficiency (%) Bandwidth (Hz) Work (J/cm2) Power (W/cm3)

Electromagnetic 0.02 50 90 20 0.005 0.1
Conventional Hydraulic 20 50 80 4 5 20

Pneumatic 0.7 50 90 20 0.175 3.5
Polycrystal 35 0.2 50 5000 0.035 175

Piezoelectric Shape-memory 200 1.0 3 3 10 30
Single-crystal 300 1.7 90 5800 2.55 15000

have a unique crystallographic axis and therefore, can
have an electric dipole even at zero applied field (electrical
and mechanical). These materials are defined as pyroelec-
tric and show a change of polarization when temperature
changes.

Pyroelectric materials include a subclass of materials
in which an applied external field can change the direction
of polarization. These materials are referred to as ferro-
electric. In some cases, although a polar unit cell exists in
the material, the overall behavior is nonpolar. Materials
that have polar subcells organized so that adjacent subcells
have opposite polarization are called antiferroelectric. The
relationships between the different symmetry groups and
polarization properties are shown in Fig. 6.

The Piezoelectric Effect

The piezoelectric modulus d is a third-rank tensor that re-
lates the polarization Pi to the applied stress σ jk:

Pi = dijk σ jk. (1)

The units of the piezoelectric modulus are [C/N] or [m/V].
The converse piezoelectric effect relates changes in crys-

tal shape and size to an applied electric field. It can be
shown that the coefficient that relates strain εi j to an ap-
plied electric field Ek is identical to the direct piezoelectric

Table 3. Applications of Piezoelectric and Electrostrictive Actuatorsa

Driving
Device Research Institute Application Control Strain

High-sensitive interferometry Sophia Univ. Optical Servo Rigid
Deformable mirror Tokyo Inst. Tech., Sophia Univ. Optical Servo Rigid
Microscope stage NBS (USA) Optical Servo Rigid
Ultraprecision guide mechanism Hitachi Mechanical Servo Rigid
Cutting-error compensation Tokyo Inst. Tech., Sophia Univ., Mechanical Servo Rigid

actuator Hitachi
Swing CCD image sensor Toshiba Optical On/off Rigid
Microangle adjusting device Sophia Univ., Toshiba Optical On/off Rigid
Piezoelectric relay PEPI (USA), Omron Mechanical On/off Rigid
Ink jet NEC, etc. Mechanical On/off Rigid
Ultrasonic surgical knife Tokyo lnst. Tech. Energy transfer ac Resonating
Piezoelectric pump Phys. lnternation. (USA) Energy transfer ac Resonating

Misuzu-Erie
Ultrasonic motor IBM (USA), Shinsei Kogyo, Optical/mechanical ac Resonating

Hitachi Maxell, Matsushita

aRef. 4.

modulus, so that

ε jk = dijk Ei . (2)

For a detailed discussion of the tensor behavior of the piezo-
electric coefficient and a proof of the equality of the direct
and converse effects see (5, Chaps. VII and X).

Piezoelectric Figures of Merit

The piezoelectric coefficient is a very important parameter
of piezoelectric actuators. There are, however, other impor-
tant parameters of these materials to consider.

Polarization is not an easy property to measure. In many
sensors, the measured value is the voltage, or the electric
field E, that is induced by an applied stress σ . The rela-
tionship between the field and the stress is given by the
piezoelectric voltage constant g:

Ei = gijkσ jk. (3)

Taking into account the relationship between the electric
field and polarization, one can easily show that the two
piezoelectric constants are related by

g = d/ε · ε0. (4)

This is a simplified form of the tensor relationship that
holds for homogeneous materials or along a principal axis.
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Figure 6. Crystallographic symmetry groups and their
relationship to polarized materials.

Both the strain and the voltage piezoelectric constants
give the magnitude of the effect; however, they do not tell
us how efficient the system 15. Three parameters describe
the transfer between electrical and mechanical energies:

1. Efficiency: η = (output energy)/(consumed energy)
2. Energy transmission coefficient: λmax = [(output

energy)/(input energy)]max

3. Electromechanical coupling factor: k2 = (stored
energy)/(input energy)

Although the differences between these parameters are
small, they are important. They are not, however, indepen-
dent. It can be shown that the electromechanical coupling
coefficient is related to the stiffness c or the compliance s
and to the piezoelectric and dielectric constants (6):

k2 = d 2c/ε · ε0 = d 2/s · ε · ε0 (5)

From this, the relationship between the coupling coeffi-
cient and the energy transmission coefficient can be calcu-
lated as

λmax =
[(

1/
k
)

−
√(

1/
k2

)
− 1

]2

. (6)

By taking the consumed energy as the difference between
input and output energies, the relationship between the

Table 4. Figures of Merit for Piezoelectric Materialsa

Figure of merit Parameter (units) Important Relationships

Piezoelectric strain constant d (C/N) ε jk = dijkEi ; Pi = dijk σ jk
Piezoelectric voltage constant g (V · m/N) Ei = gijk σ jk; g = d/ε · ·ε0
Electromechanical coupling coefficient k2(–) k2 = d 2c/ε · ε0 = d 2/s · ε0
Mechanical quality factor Qm(–) Qm = ω0/2�

a Symbol definitions can be found in the text.

efficiency and the energy transmission can be written as

η = λmax

1 − λmax
. (7)

Piezoelectric materials have a characteristic electro-
mechanical resonant frequency. The material response
close to that frequency is highly nonlinear, and the para-
meters described before are insufficient. The resonance be-
havior is very important for applications such as sensors
and ultrasonic motors. The frequency width �ω of the reso-
nance is used to describe the quality of the resonance in the
material around the resonant frequency ω0:

Qm = 
0/2�
 (8)

A full description of resonators and acoustic wave sensors is
beyond the scope of this article. Comprehensive coverage
of the topic can be found in (7). Table 4 summarizes the
figures of merit.

Ferroelectric Hysteresis

Ferroelectric materials have a remanent polarization at a
zero applied field. The energy needed to rotate domains
and to move domain walls creates a hysteretic loop, as
shown in Fig. 7. Similar behavior is seen in the strain-
field curve. This results in a permanent strain after re-
moving the electric field that can be used for shape-memory
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Figure 7. [i] Polarization curve and [ii] strain
curve, in a ferroelectric material. The domain im-
ages on the right side are schematic representa-
tions of the polarization state in the material at
different points alomg the curves (Based on 8,9).

applications. The drawback of these systems is the rela-
tively high loss due to hysteresis. In high-frequency ap-
plications, this leads to heating, and special care must
be taken to limit temperature excursions to less than the
Curie temperature.

Two important parameters are related to the hysteretic
loop; the remanent polarization and the coercive field. The
remanent polarization is the polarization level in the ab-
sence of an external electric field (PR in Fig. 7). This is the
effective amount of charge that the material can hold after
the electric field is removed and therefore, is the amount
of “memory” that the material can have. The remanent po-
larization is accompanied by a remanent strain. This is
important in actuators because it can effectively latch a
strained state without the need to keep a constant voltage
on it and therefore can save energy. The coercive field (EC

in Fig. 7) is the field required to remove the remanent pola-
rization. The higher that field, the more stable the latching
effect. This can be important for preventing spontaneous
depoling; however, a high coercive field requires a higher
operating voltage and is more limited in high-frequency
applications.

Actuation by Phase Transition

At times, electric fields can be used to induce phase transi-
tions in ferroelectric materials. Application of an appropri-
ate field to the rhombohedral phase causes rotation of the
polarization vector toward the direction of the applied field.
Under sufficient rotation, the induced structural change
induces a phase transition illustrated in Fig. 8.

At times, the new phase is metastable so that it remains
after the electric field is removed (see Fig. 8). In such cases,
a latching, or memory effect is observed, and the material
remains strained with respect to its initial state. An electric
field in the opposite direction must be applied to return it
to the unstrained state. This is similar to the memory effect
described in the previous section, although the remanent
field and strain are usually much higher.

ELECTROSTRICTIVE BEHAVIOR IN MATERIALS

Electrostriction is a second-order effect of an electrome-
chanical interaction. This is not to say that it is always
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Figure 8. Field-induced phase transition from the rhombohe-
dral to the tetragonal phase. Data is for PLZHT (10).

negligible compared to first-order piezoelectricity. When
looking at a simplified rigid sphere model, the piezoelectric
effect is the result of the difference in the spring constants
of the different ions. The electrostrictive effect is repre-
sented by divergence from a perfect harmonic oscillator
(4), as illustrated in Fig. 9. Because it is a second-order ef-
fect, the electrostriction is not limited to systems that have
no center of symmetry. Furthermore, electrostriction is not
limited to specific crystallographic systems.

The combined electrostrictive and piezoelectric con-
verse effect is given by

ε jk = dijk Ei + qiljk Ei El. (9)

E
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E

Potential energy

a0 E a0

− + − + − + − −

δ1 δ2 δ2δ1

(a) Pizoelectric

E

S
ME2

(b) Electrostrictive

Figure 9. Rigid ion model and the corresponding strain-field be-
havior of (a) a non centrosymmetric, piezoelectric material, and
(b) a centrosymmetric, electrostrictive crystal (8).

A2+

B4+

O2−

Figure 10. A unit cell of the perovskite structure. The B ion is
octahedrally coordinated by the oxygen ions.

It is important to note that, even if one begins with a cen-
trosymmetric structure, the application of an electric field
can result in breaking that symmetry and consequently
the appearance of a piezoelectric element (5).

MATERIALS SYSTEMS

Perovskite Structure

Most oxygen-octahedral structures that have ferroelectric
properties and high Curie temperatures are based on cor-
ner linking of the oxygen octahedra (11). Of these, the sim-
plest and most common structure is the perovskite family
shown in Fig. 10. The figure describes the high symmetry
cubic prototype (m3m) for this family. At lower tempera-
tures, phase transitions to ferroelectric / antiferroelectric
phases occur due to lattice distortion and oxygen octahed-
ral tilting. This results in a loss of symmetry, as shown in
Fig. 11.

PZT-Based Materials

Lead zirconate titanate (PbZrxTi1−xO3) solid solutions are
some of the most commonly used piezoelectric materials.
A morphotropic phase boundary between a tetragonal and
a rhombohedral structure occurs around x = 0.52. Mate-
rials whose compositions are close to that boundary ex-
hibit a high piezoelectric coefficient and higher coupling
coefficient. A second morphotropic phase boundary exists
between ferroelectric and antiferroelectric phases around
x = 0.92. This region is particularly useful for shape-
memory actuators.

Barium-Titanate-Based Materials

Barium Titanate (BaTiO3) is another very common ferro-
electric material. For many years, the main interest in this
materials system was for its excellent dielectric properties.
BaTiO3 has a low piezoelectric coefficient at room tempera-
ture; however, by using a solid solution of BaTiO3 that con-
tains other materials, such as BaZrO3, the rhombohedral
phase can be stabilized, and a much higher piezoelectric
response can be achieved (12).
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Figure 11. The four key structural types exhibited by com-
pounds that have perovskite structures. Note the orientations of
the polarization vector in the tetragonal, orthorombic, and rhom-
bohedral distortions of the cubic structure.

Single-Crystal Materials

The most widely used single-crystal piezoelectric materi-
als are quartz, lithium niobate (LiNbO3), and lithium tan-
talate (LiTaO3). Although the piezoelectric coefficients of
these materials are much smaller than that of PZT, they
hold an important position in resonance applications. The
quality factor of single crystalline materials can be three
orders of magnitude higher then that of polycrystals. This
increases their response close to the resonant frequency.

Quartz oscillators are used for clock source and fre-
quency stabilizers in many household appliances. LiNbO3

and LiTaO3 have very high electromechanical coupling co-
efficients for surface acoustic waves (SAW) and are often
used in SAW devices.

Table 5. Properties of Piezoelectric Materialsa

Material Tc (◦C) εr k33 d33 (pC/N) Qm

PZT 4 (hard) 325 1200 0.70 285 500
PZT 5H (soft) 195 2800 0.75 593 65
BaTiO3 130 1900 0.49 190 500
Quartz, single-crystal 4.6 0.1 (k11) 2.3 (d11) >106

LiNbO3, single-crystal 1210 29 0.17 6
BaTiO3 (modified) 80 1500 — 480 —
PZN–8%PT 175 5000 0.94 2500 70

aBased on (6,14,15).

Relaxor-Based Ferroelectric Single Crystals

In recent years, a new family of ferroelectrics has received
great attention for use in electromechanical actuation.
Relaxor-based ferroelectrics have shown great promise as
actuator materials due to their high strain. Strain levels
up to 1.7% have been reported for PZN-PT (13) compared
to 0.15% for PZT.

Table 5 summarizes the key properties of the piezoelec-
tric materials discussed before.

THERMAL SYSTEMS

Applications

The most pervasive form of energy that has tradition-
ally interested humankind in measuring and controlling
is thermal. Presently, this ranges from monitoring and
controlling the temperatures of our homes, offices, and
automobiles, the foods that we prepare, and various key
industrial processes (chemical and drug syntheses, semi-
conductor fabrication, metal forming, etc.) on which we
depend.

Self-Regulating Heaters. Electroceramics offer passively
smart systems that regulats temperature without tempe-
rature controllers. Certain types of electroceramic mate-
rials, fabricated as honeycombs, are used as heating
elements that have built-in self-regulation of temperature.
Heat is obtained by forcing air through hundreds of holes
in each element (see Fig. 12). The elements, largely based
on barium titanate, have a positive temperature coeffi-
cient (PTC) of electrical resistance. As the temperature
of the ceramic increases, its resistance increases rapidly,
thereby reducing the current flow through it. Therefore,
the temperature of the PTC heater is self-regulating and
does not exceed a given set temperature that is fixed by the
composition of the ceramic. Some typical applications in-
clude portable fan heaters, clothes dryers, and fuel evapo-
rators.

PTC ceramics are also used for overcurrent and
overtemperature protection of devices such as as motors,
transformers, and electronic circuits. When a fault occurs,
the element heats up and the resulting increase in resis-
tance prevents damage to the device by limiting the cur-
rent. In this manner, the thermistor acts like a smart fuse;
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Honeycomb
structure

Figure 12. A self-regulated heater element fabricated as a hon-
eycomb. This provides a convenient means for heating air forced
through the structure (16).

once the circuit fault is corrected, it returns to its normal
protective function.

Miniaturized Flow Sensor. Miniaturization provides the
means to integrate multiple functions into a single package
that enables designing and fabricating smarter sensors. An
example that uses elements both for generating thermal
energy and detecting its flow and direction is the micro-
machined airflow sensor illustrated in Fig. 13 (17). The
mass airflow sensor consists of thermally isolated silicon
nitride microbridges suspended over a cavity etched into a
silicon wafer. Thin film sensing elements (thermally sensi-
tive resistors) are positioned on both sides of centrally lo-
cated heating elements that maintain the bridge at a well-
defined temperature above ambient (∼150◦C). The thermal
isolation limits the temperature rise on the surrounding
chip to less than 1◦C. Airflow directed laterally across the
chip cools the upstream resistor and heats the downstream
resistor. The output of a Wheatstone bridge then becomes
proportional to the airflow, and the polarity of the voltage
depends on the direction of flow. One such device, manu-
factured by Honeywell (18), is illustrated in Fig. 14. The
sensitivity depends, in part, on the temperature coefficient
of resistivity of the resistors and the thermal mass of the
elements. These devices provide sensitivity to low flows
(0.1 sccm), consume little power (30 mW), and have rapid
response times. Typical applications include medical respi-
rators, leak detection, gas metering and analysis, process
control, and air conditioning systems.

Etched pit

Silicon nitride

Silicon
substrate

Upstream
resistor Heaters

Downstream
resistor

Figure 13. A schematic of a micromachined flow sensor (17).

Figure 14. A micromachined flow sensor manufactured by
Honeywell similar in design to this schematic in Fig. 13 (18).

Operating Principles

Resistive. All matter exhibits temperature-dependent
resistivity, but the nature and magnitude of this sensitivity
varies widely among different materials. The resisitivity of
metals increases as temperature increases and thus the
designation positive temperature coefficient of resistance
(PTCR). This relatively weak variation with temperature
results from thermally induced scattering of carriers and
is reflected in a nearly linear increase of resistivity with
temperature. On the other hand, the resistivity of semi-
conductors and insulators, in general, decreases with tem-
perature and thus the designation negative coefficient of
resistance (NTCR). The decrease in resisitivity is exponen-
tial and is most commonly tied to the thermal activation of
charge carriers across an energy gap. However, among elec-
troceramic materials, many are characterized by mobilities
(small polaron) that themselves are thermally activated.
This becomes relevant in our subsequent discussions of
NTCR thermistors.

A limited number of materials exhibit phase change
induced anomalous and strong temperature-dependent
changes in resistivity across relatively narrow tempera-
ture limits. Examples of the various types of temperature-
dependent resistivities are illustrated in Fig. 15, and the

BaTiO3 PTC

N.T.C.

PTC
(metals)

Temperature (°C)

Lo
g 

R
0

VO2

Figure 15. Characteristic resistance-temperature dependencies
for various sensor materials (20).
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Table 6. Sensitivity, Stability, and Operating Range of Sensor Materialsa

Resistance Change
Sensor Material (1/R)dR/dT (%/◦C) Stability Temperature Range (◦C)

Metals +0.1–0.5 Fair to good 100–1000
Silicon +0.1 Fair to good 150
BaTiO3 (PTC) +10 to 100 Good at TC 200+
NTC −6.0 to −1.0 Good to excellent 300

aRef. 20.

relative sensitivity, stability, and temperature range of
usage are summarized in Table 6.

Devices designed to detect temperature changes by
monitoring corresponding changes in resistance are called
thermistors. The resistivity ρ of NTCR thermistor materi-
als takes the form

ρ = ρ0 exp(E/kT), (10)

where E is the effective activation energy that takes into
account both carrier generation and mobility contribu-
tions. This is conventionally rewritten in terms of resis-
tance R as

R = A exp(B/T), (11)

where the material constant B, or beta factor, is simply
E/k and A is a constant related to the device dimensions
and materials resistivity. Typical values of B fall around
3500 K, which corresponds to an activation energy of
∼0.3 eV. The temperature coefficient of resistance (TCR)
is often designated by the symbol σ = (

1/R
)

(dR/dT) and
is related to B by α = −B/T 2.

PTCR thermistors, in contrast to the majority of NTCR
thermistors, which are grain controlled devices, depend
instead on the resistance of the boundaries between the
grains. N-type barium titanate BaTiO3, prepared using
appropriate additives and annealed in oxidizing atmo-
spheres, develops grain boundary regions depleted in elec-
trons. This results in creating space charge barriers (see
Fig. 16) that block the flow of electrons between grains and
a corresponding increase in the overall resistance of the
material. For a small bias, the resistance is given by (21)

R ≈ (A/T) exp(ϕB/kT). (12)

The barrier height φB is related to ND the donor density, d
the space charge width, and ε the dielectric constant by

φB = qNDd2/2ε. (13)

For materials such as BaTiO3, which become ferroelectric
at reduced temperatures and comply with the Curie–Weiss
law,

ε = C/T − TC. (14)

Combining Eqs. (12)–(14), one obtains the following depen-
dence of R on T:

R ≈ (A/T ) exp{(qNDd2/2Ck)[(T − TC)/T ]}. (15)

As the temperature approaches the Curie temperature TC

from above, the dielectric constant increases and leads to
a rapid drop in resistance. This correlation between R (or
equivalently the resistivity ρ) and ε is clearly illustrated
in Fig. 17 which shows that the resisitivity decreases by
nearly eight orders of magnitude as the effective dielectric
constant increases from ∼2000 to ∼30,000. This resultant
strong PTCR effect in the vicinity of the Curie tempera-
ture is used in a number of applications for temperature
measurement and control.

Materials Systems

NTCR thermistors are traditionally fabricated from com-
plex oxide spinels of the general formula AB2O4. The A and
B sites are, respectively, tetrahedrally and octahedrally
coordinated by oxygen. Transport reportedly occurs largely
between neighboring B-site cations of different valence.
The temperature dependence of resistivity is largely tied to
the thermally activated mobility of the carriers, given that
these systems already possess high carrier densities. Be-
cause the spinel structure accomodates large variations in
composition, these allow great flexibility in tailoring both
the magnitude of resistivity and its temperature coefficient
of resistance (TCR), as illustrated in Fig. 18. Furthermore,
thermistors fabricated from this family of materials can be
reproduced with high precision and reproducibility (20).

∆EF

φBO

ζ

EC

EV

x

drd1

w

0

EFB
EFG

Figure 16. Schematic of the energy band diagram of the interfa-
cial region between two n-type semiconducting grains. Interfacial
traps induce depletion of electrons and band bending in the ad-
jacent grains. Depletion widths are given by d, grain boundary
width w � d, ϕB0 the barrier height, and ξ = EC − EFB, the en-
ergy difference between the conduction band edge and the fermi
energy in the bulk (21).
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Figure 17. Temperature dependence of resistivity and dielectric
constant of a PTCR thermistor (22).

PTCR thermistors are largely based on the perovskite
barium titanate (see earlier section for more details). As
discussed before, a key parameter is the Curie temperature
which defines the onset temperature of the PTCR effect.
This corresponds to the cubic to tetragonal phase transition
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Figure 18. Relationship between room temperature resistivity
and beta value for selected NTCR thermistor materials classes:
(A) Li-doped (Mn,Ni,Co)O; (B) complex spinels AB2O4:
(Ni,Mn)3O4, (Ni,Mn,Fe,Co)3O4; (C) hematite (Fe,Ti)2O3 (19).
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Figure 19. Curie temperature control of BaTiO3–based PTCR
materials that contain isovalent additives: (a) cubic-tetragonal
phase transformation; (b) tetragonal-orthorhombic phase trans-
formation (20).

that can be controlled by many hundreds of degrees Celsius
by forming solid solutions using Pb (raises TC) or Sr (lowers
TC), as illustrated in Fig. 19. Other additives are added to
control the level of resistivity of the grains, the height of the
space charge barrier, and to aid in densifying the ceramic
body. These are summarized in Table 7.

SMART CHEMICAL SYSTEMS

Applications

Auto Exhaust Sensor. Smart chemical systems are of
growing importance, given society’s increasing sensitivity
to and concern for changes in the environment. Sensors
are needed to detect and monitor an increasing number of
chemical species. Gases such as NOx, SO2, and CO2, which
contribute to smog, acid rain, and the greenhouse effect,
are of particular concern. An important example of such
a smart system is represented by the auto exhaust sen-
sor that, in conjunction with the fuel injector, maintains
the air-to-fuel (A/F) ratio within narrow limits. The sen-
sor, based on the oxygen ion conductor calcia or yttria sta-
bilized zirconia, is designed to measure the oxygen partial
pressure of the exhaust gas across more than fifteen or-
ders of magnitude that represent conditions ranging from
fuel-rich to fuel-lean operation. By maintaining A/F close
to the so-called stoichiometric ratio, the three-way catalyst,
placed in the exhaust stream, can simultaneously reduce
NOx, CO, and hydrocarbon emissions with high efficiency.
Figure 20 illustrates the position of the zirconia sensor
within the auto exhaust manifold, the feedback loop to the
electronic control unit (ECU), and the fuel injector.
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Table 7. Chemistry Considerations for PTC Sensor Manufacture: Additions Impacting
Barium Titanate Semiconductor Propertiesa

Typical
Substitution Level

Addition Type Addition Function for Ba or Ti Addition Elements Used

Isovalent Solid-solution substitution for 0–0.20 Sr, Pb, Ca, Sn
Ba or Ti in the titanate

Altervalent Semiconduction or resistivity 0–0.008 Y, La, Sb, Ce, Nb
control

Boundary Barrier layer control 0–0.002 Mn, Fe, V, Cu
Sintering Liquid-phase sintering 0.005–0.020 Si, Ti, Ge
Poisons Impurities that degrade 0.0002–0.0050 Na, K, Al, P, Mg,

PTC quality transition metals

aRef. 20.

Smart Gas Sensors Demonstrating Selectivity. The per-
formance materials depend on their chemical makeup.
In the semiconductors, such as silicon (Si), even a parts
per million (ppm) variation in its chemical makeup has
a marked impact on properties. Traditionally, in chemi-
cals production, samples extracted from the process line
are chemically analyzed off-line. This procedure is slow,
awkward, and often costly. Increasingly, manufacturers are
looking for sensors that can operate in situ and provide con-
tinuous feedback regarding the chemical state of the pro-
cess. A smart system also provides means for modifying the

Electronic
control
unit

Fuel
injectors Oxygen

sensor

Figure 20. The feedback loop between the oxygen exhaust sen-
sor, electronic control unit, and fuel injector used to maintain the
air-to-fuel ratio within prescribed limits (22).

process to maintain it within prescribed limits. For exam-
ple, this might be achieved by controlling the flow rate of
certain gases or liquids into the system via an electrome-
chanical flow valve or in principle via an electrochemical
pump (24). Similar schemes are under development for
drug delivery to patients in which the blood chemistry is
continuously monitored and drugs administered appropri-
ately. Gases may also represent health or safety hazards.
In contrast to the auto exhaust sensor, which is designed
to monitor only oxygen, gas sensors for many of the appli-
cations discussed earlier require additional levels of intel-
ligence to monitor a number of gases simultaneously and
distinguish among potentially interfering gases.

As in the flow sensor, integration of electroceramics
into microelectromechanical systems (MEMS) provides
important advantages. Figure 21 shows an image of a
2 × 2 array of NIST developed microhotplate-based sen-
sors (25,26). Each microhotplate consists of a low ther-
mal mass, resistively heated membrane thermally iso-
lated from the remainder of the silicon wafer by thin
tethers. A cross section of the device (Fig. 22) illus-
trates its multilayer nature that includes a polysilicon
heater, a metal thermometer/heat distribution plate, and

Device
support
beams

60 µm

Contact
pads

Pit

Figure 21. A 2 × 2 array of microhotplate gas sensor platforms
developed at NIST (25).
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Figure 22. A cross section of the microhotplate sensor in Fig. 21
that show heater, thermometer, contact pads, and sensing film
(26).

sensing film electrical contacts separated by insulating
SiO2 layers. Electroceramic films such as SnO2 or ZnO
are deposited onto the top of each device, and gases are
sensed by monitoring the change in the resistance of these
films. Key features of the device include low power con-
sumption (50 mW for continuous 500◦C operation), short
turn-off and turn-on times (∼ms), and wide operating tem-
perature range (typically 20–500◦C). The short heating
and cooling times enable programmed temperature cy-
cling that leads to improved gas selectivity, as illustrated
in Figure 23. These results represent the response of a
number of gases, including acetone, formaldehyde, ethanol,
and methanol, to a program that consists of ten 100 ms
pulses at each of eight temperatures ranging from 20–
370◦C in 50◦C increments. These gases are normally diffi-
cult to distinguish by using conductometric sensors such
as SnO2 when operated at a fixed temperature. By cy-
cling the temperature, characteristic thermal fingerprints
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Figure 23. Conductance-time plots showing the response of
SnO2 films to period changes in sensor temperature. Note that
each gas exhibits a distinctive thermal “fingerprint” (25).

of the different gases are obtained that are more easily
distinguished. By using arrays of sensors, each optimized
for different gases, the types of gases and their relative
concentrations can be determined much more accurately
(28). Because these hotplates are fabricated onto silicon
wafers, the option exists to integrate the necessary elec-
tronics directly onto the same chip. Similar microhotplate-
based sensors are now being micromachined from the more
refractory SiC enabling such sensors to operate in situ at
high temperature and/or in chemically corrosive environ-
ments (29,30).

Operating Principles

Electrolytic. Solids that have largely ionic bonding and
large band gaps exhibit predominantly ionic conductivity.
When these solids are highly defective and the crystal-
line structure provides high diffusivity pathways between
equivalent sites, they may exhibit ionic conductivities com-
parable to those of liquids (31). Such solids are typically
called solid electrolytes or fast ion conductors. When a con-
centration gradient of a chemical species contained in the
electrolyte is imposed across it, a voltage, known as the
Nernst emf is induced across it. For an oxygen ion con-
ducting electrolyte such as stabilized zirconia mentioned
before, the voltage takes the form

EN = (kT/4q) ln(PO
′′
2/PO

′
2), (16)

where PO
′′
2 and PO

′
2 are the oxygen partial pressures on

the two sides of the electrolyte. Examining a schematic of
an oxygen sensor used in automotive exhaust systems (see
Fig. 24), if PO

′
2 is set to a reference gas such as air, then

the oxygen partial pressure in the exhaust gas PO
′′
2 can

be determined from the induced output voltage (E in the
figure) and the sensor temperature T. Such sensors are
called potentiometric sensors (32).

By applying a voltage across an electrolyte, it is pos-
sible to pump chemical species electrochemically from
one chamber to the other thereby modifying its chemical

ZrO2 - Y2O3
electrolyte

Sensor
output E

Air

Pt
electrode

Pt electrode

Porous
ceramic

layer

Exhaust Gas

+

−

Figure 24. Schematic of a zirconia-based potentiometric auto ex-
haust sensor. The sensor is shown inserted into the wall of the
exhaust manifold.
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Figure 25. (a) Illustration of semiconductor grains in contact
with oxygen ions adsorbed at the surfaces of the grains thereby
forming depleted regions near the surfaces. (b) An energy band
diagram, as in Fig. 16 that shows barriers of energy qVS between
grains (34).

composition. Such amperometric devices may be used as
sensors or as actuators (24,33).

Conductometric. Compound semiconductors exposed to
different gases often exhibit changes in their resistance
or equivalently their conductance. At lower temperatures,
this effect is limited to gas molecules adsorbing and desorb-
ing from the surface of the semiconductor. Such molecules
may form energy states at the surface of the semiconductor
and trap free carriers thereby forming depletion layers and
space charge barriers at the interface (34), as illustrated
in Fig. 25. In the most common electroceramic gas sensor
materials, such as SnO2, these barriers block the flow of
charge carriers between adjacent grains in porous poly-
crystalline ceramics. Adsorbed oxygen increases the bar-
rier height, and reducing gases decrease it. Such sensors
exhibit high sensitivity, but this detection mechanism does

Table 8. Mobile Ions and Electrical Properties of Solid Electrolytes

Material Mobile Ion Properties Remarks

Zr0.85 Y0.15 O2−x(35) O2− σ (1000◦C) = 0.12 S/cm Material of choice in
E = 0.8 eV auto exhaust sensors

Ce0.95 Y0.05 O2−x(36) O2− σ (1000◦C ) = 0.15 S/cm Semiconducting at low
E = 0.76 eV PO2

α-AgI (37) Ag+ σ (1000◦C) = 1.6 S/cm Phase transition at
E = 0.1 eV 146◦C

RbAg4 I5 (37) Ag+ σ (1000◦C) = 0.3 S/cm
E = 0.09 eV

α-CuI (38) Cu+ σ (450◦C) = 10−1 S/cm Phase transition at
E = 0.15 eV 407◦C

Na β alumina (39) Na+ σ (100◦C) = 10−4 S/cm Stoichiometry varies
E = 0.48 eV between

Al2O3/Na2 O = 5.3 − 8.5
60Li2 S − 40SiS2 (40) Li+ σ (25◦C) = 5 × 10−4 S/cm Amorphous

E = 0.25 eV
β PbF2 (41) F− σ (100◦C) = 10−4 S/cm

E = 0.48 eV

not readily distinguish between different reducing gases.
Improved selectivity is achieved by adding catalysts or in-
corporation into arrays of the type discussed earlier.

At sufficiently high temperatures, the bulk of the semi-
conductor is reduced or oxidized, depending both on tem-
perature and gas composition. The defects formed during
the redox process act as donors or acceptors and thereby
modify the conductance of the semiconductor. In general,
the conductivity σ follows a well-defined power law depen-
dence on the gas partial pressure (20):

log σ = log (neµ) = 1
r

log Po2 + C(T ), (17)

where the factor r depends on the defect regime (negative
for electrons, positive for holes) and C(T) is a temperature-
dependent constant. Sensors of this type require means
for compensating for cross sensitivity to temperature [the
C(T ) term] and for achieving reduced response times (20).

Materials Systems

Solid Electrolytes. In the most common form of potentio-
metric sensor, the chemical species to be sensed is also the
mobile ion in the solid electrolyte. For example, the oxy-
gen ion conductor, yttria stabilized ZrO2, may be used to
monitor oxygen partial pressure. Likewise, one would use
a sodium ion conductor, such as sodium beta alumina, to
monitor the sodium concentration (or activity) in a solution
or melt that contains sodium. In Table 8, we list a number
of popular solid electrolytes and their properties.

A number of factors need be considered in selecting a
particular solid electrolyte for sensor and/or actuator appli-
cation. Considering the materials listed in Table 7, phase
stability is an obvious criterion. A number of the materials
go through phase transitions from relatively insulating to
conductive states. One must consider the operating range
required before selecting a candidate electrolyte. For po-
tentiometric (open circuit) measurements, the magnitude
of conductivity is not as critical as it is in amperometric
applications where a given current must flow through the
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Table 9. SnO2-Based Gas Sensors for
Emission Detection

Materials Gas Temperature (◦C)

SnO2 + ThO2 + SiO2 CO 190–210
SnO2 + Sb CO 440–460
SnO2 + Bi2O3 CO 430–500
SnO2 + Pd+Cu CO 100–200
SnO2 + Sb2O3 H2 180–440
SnO2 + Pd H2 230–260
SnO2 + In H2 330–380
SnO2 + Bi2O3 NOx 200–430
SnO2 + Cd NOx 250–400
SnO2 + V NOx 290–310
SnO2 + Pd NOx 200–300
SnO2 + Bi2O3 CH4 480–520
SnO2 + Bi CH4 430–480
SnO2 + La2O3 C2H5OH 310–330
SnO2 + Pd C2H5OH 380–450

device. In general, higher conductivities are advantageous
even for potentiometric devices because they enable the use
of low input impedance voltmeters. Secondly, the electronic
conductivity must typically be less than about one part per
thousand. Electronic conductivity provides short circuiting
pathways for the atoms through the electrolyte, even under
open circuit conditions. Such permeation may result in po-
larizing the electrodes and generating overpotentials that
disturb the Nernst potential. Because electronic carriers
are typically created under sufficiently oxidizing or reduc-
ing conditions, a key criterion is the “electrolytic domain
width” that specifies the range of chemical activities for
which the electrolyte remains predominantly ionic. These
and related issues are discussed in (42).

Semiconductors. Manysemiconductingoxideshavebeen
examined for their response to various gases, but the great-
est emphasis by far has been on several of the binary
oxides, including SnO2, ZnO, and TiO2.

It is likely that fabricating them is typically much sim-
pler and more reproducible than the more complex oxides.
Furthermore, a large band gap is desirable (≥3 eV) to in-
sure minimal electron–hole generation even at operating
temperatures of 250–450◦C. Finally, outside of its surface
adsorption/desorption characteristics, the material should
remain inert to minimize aging effects. For this reason,
SnO2 has been the material of choice for surface controlled
semiconducting gas sensors. Its versatility is illustrated in
Table 9 (34).

These results demonstrate that selectivity to specific
gases can be enhanced by the adding various dopants
and/or catalysts.

Table 10. Materials Requirements for Resistive Exhaust Gas
Oxygen Sensors

1. High electronic conductivity strongly dependent on oxygen partial pressure
2. Small temperature coefficient of resistance
3. High mobility of oxygen-related lattice defects (e.g., oxygen vacancies)
4. High porosity and small particle size (for ceramics)
5. High catalytic activity and good oxygen-transfer characteristics
6. Wide oxygen partial pressure and temperature range of stability

Dichromic mirror

IR light

Sensor array

Converging
lens

Piezoelectric
driver for focusing

CMOS focus
sensor

Figure 26. An example of a Canon EOS SLR camera focus-
ing system that shows the use of photovoltaic and pyroelectric
materials.

For high temperature measurements, bulk conductive
properties are impacted. Here, materials that equilibrate
rapidly with the atmosphere (i.e., have high oxygen diffu-
sivities) and exhibit well-defined dependence on the atmo-
sphere are desired. These and other key figures of merit
are summarized in Table 10.

Materials under investigation for such purposes include
SrTiO3, TiO2, Nb2O5, and CeO2 (20,34,43).

OPTICAL MATERIALS

Applications

Light sensors are used in many applications: pyroelectric
materials in automatic door openers and automatic light
switches, photovoltaic and photoconductive materials in
cameras, and electrochromic materials for smart windows.

Camera Focusing System. A good example of integrating
smart materials and systems is the EOS camera focus-
ing system by Canon. The system contains three major
components; two sensors and one actuator. The first sen-
sor is an IR sensor array that follows the eye movement
and analyzes the direction in which the user is looking.
The second sensor is a CMOS sensor array to measure dis-
tance to the object. The data from these two sensors con-
trols a piezoelectric motor that moves the optical lenses
and changes the focal length according to the object the
user is looking at. Figure 26 shows a schematic diagram
of the system. Another smart component in the system
is the dichromic window. It allows the passage of visible
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Figure 27. Pyroelectric motion detector and intruder alarm. A
simpler design can be used to open doors automatically.

light but reflects IR. This allows it to minimize the num-
ber of optical components in the system and simplify the
design.

Pyroelectric Motion Detector. Pyroelectric motion detec-
tors are very common in intruder alarm systems (Fig. 27)
and in automatic door openers and light dimmers. These
devices are designed to sense the blackbody radiation emit-
ted from the human body (T ≈ 300 K, λ ≈ 10 µm). A short
wavelength filter that has a cutoff of about 5 µm is used
to prevent the device from responding to changes in back-
ground lighting levels (14).
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Figure 28. Cross section of a smart
electrochromic window illustrating the
five-layer structure (46).

Electrochromic Windows

Smart electrochromic windows are used to conserve en-
ergy by manipulating their optical reflectivity in response
to changes in the ambient illumination. Thus, on a hot
summer day, the reflectivity edge is shifted to longer wave-
lengths to reduce the amount of visible light allowed into
the building. Alternatively, in the evening, the reflectiv-
ity edge is shifted to short wavelengths to allow the heat
from the building to radiate outward. The system is based
on the ability to insert and reversibly remove protons and
alkali ions such as Li, electrochemically, from certain oxi-
des such as WO3. For example, when Li atoms are in-
serted into WO3, the ions enter the lattice interstitially,
and the electrons enter directly into the conduction band.
An increasing free electron density increases the plasma
energy EP (∝ n1/2) and thus shifts the reflectivity edge to
shorter wavelengths (44). The electrical conductivity can
be shifted in this manner from as little as 10−6 to as much
as 5 × 104 S/cm (45).

The cross section of such a window is shown in Fig. 28.
Aside from the outer transparent conducting electrodes,
the key layers include the solid electrolyte middle layer (see
earlier section), the electrochromic electrode (e.g., WO3),
and the counterelectrode that itself may be electrochromic
(e.g., LiCoO2) but of a complementary nature (i.e., it is
transparent when loaded with Li and becomes more reflec-
tive as Li is removed). In reality, this structure represents
a thin film battery whose optical properties depend on its
state of charge. The overall smart system requires an opti-
cal sensor to monitor the light intensity, a microprocessor
to evaluate this data in the light of other data, for example,
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the time of day, the date, and temperature, and the actua-
tor that is an electrochemical pump whose state of charge
determines its reflectivity. Figures of merit include rate of
reflectivity shift, ratio of maximum-to-minimum reflectiv-
ity, number of reproducible cycles, life, and cost. Another
key application would be a smart automobile rear view mir-
ror whose reflectance is conditioned on the amount of glare
that reaches the mirror from other traffic.

Basic Relationships and Phenomena

Index of Refraction, Birefringence, and the Electro-optic
Effect. The index of refraction n is defined as the ratio be-
tween the speed of light in vacuum and that in a given
material. The index of refraction is related to the electric
and magnetic permittivities by

n = c0

c
⇔ n =

√
ε

ε0
· µ0

µ
≈

√
ε

ε0
. (18)

The last approximation is justified for nonmagnetic mate-
rials and for the range of visible light wshere the magnetic
permittivity is nearly constant.

In nonisotropic materials, these values differ in differ-
ent crystallographic directions, and one has to look at the
dielectric tensor. It is convenient to work in the major
electro-optic axis (where the dielectric constant is diago-
nalized), as shown in Fig. 29. Materials that have two po-
larization vectors of light propagating at different speeds
are called birefringent.

The dielectric constant (and therefore the index of re-
fraction) is related to polarization in the material by the
Clausius–Mossotti equation (47):

(
ε − 1

) (
ε + 2

)−1 = 4π

3V
α, (19)

where V is the unit-cell volume and α is the polarizabil-
ity. This implies that changing the polarization can change
the index of refraction. Therefore, piezoelectric materials

n33

n22

n11

n1

n2

S

Figure 29. The index ellipsoid for n11, n22, and n33 as major
axis indexes. For light propagating in the Sdirection, the field can
be considered one that has two polarizations—one has index n1,
and the other has index n2. The ellipse perpendicular to S defines
the polarization plane.

usually also show electro-optic behavior, a change in the
optical index of refraction due to an applied electric field.
From the Clausius–Mossotti equation, one can derive the
change in index as a function of strain and polarization
(48):

�ni

ni
=

(
n2

i − 1
) (

n2
i + 2

)
6n2

i

(
−�V

V
+ �αi

αi

)
. (20)

In our previous discussion of electromechanical actuation,
we described three types of a ctuation: piezoelectric, elec-
trostrictive, and phase transition. The equivalent electro-
optic behaviors in piezoelectric materials are (1) quadratic
birefringence (Kerr effect), (2) linear birefringence (Pockels
effect), and (3) memory scattering. The different behaviors
for these effects and a typical setup to generate them are
shown in Fig. 30.

Photoconductive and Photovoltaic Materials. The
electron–hole pair production rate R in semiconductors
depends on the flux of light φ, the absorption efficiency
η, and the illuminated volume (limited by either the
thickness or the characteristic absorption depth) (50):

R = ηφ

V
. (21)

These excess charge carriers are free to move in the ma-
terial until they recombine and therefore contribute to a
change in conductivity:

�σ = e (µe + µh) �n = e (µe + µh) ητ

V
φ, (22)

where µ is the mobility for holes and electrons and τ is the
excess-carrier recombination lifetime.
The rate of photogeneration G under optical intensity I can
be written as

G = s
(
ND − N+

D

)
I, (23)

where s is the photoionization cross section, ND is the den-
sity of dopants (donors or acceptors), and the + superscript
represents ionized dopants. The recombination rate R is

R = γRnN+
D (24)

where γR is the recombination constant that is inversely
proportional to the recombination lifetime. And by com-
paring Eqs. (15) and (16) at equilibrium, one can calculate
the density of carriers n:

n = s
γR

ND − N+
D

N+
D

I. (25)

The photovoltaic current density Jph is given by (51):

jph
i = βi jkEj E∗

k , (26)

where Ei is the electric field component of the light wave.
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Figure 30. Operational configurations and typical light output response for (a) quadratic birefringence, (b) linear birefringence, and
(c) memory scattering (49).

Pyroelectric Materials. Pyroelectric materials are a
subgroup of piezoelectric materials (see Fig. 6). Pyroelec-
tric materials experience a change in polarization due to a
change in temperature, which makes them excellent can-
didates for IR detectors. Photoconductivity in pyroelectric
crystals can be accompanied by current flow without an
external field due to the anisotropy, as shown in Fig. 31.

The pyroelectric coefficient is defined as the change in
spontaneous polarization Ps as a function of temperature
T:

p = −∂ Ps

∂T
. (27)

In general, polarization increases as temperature de-
creases, resulting in a positive pyroelectric coefficient.

The responsivity ri of the material is defined as the cur-
rent density per unit power of the radiating light. For a

I ≠ 0I = 0

Voltage
regulator

Bandgap
reference

Output
Reference

Ground

V+

Temperature
compensation

Single or
dual element
detectors Preamp

Amp
−

+

(a) (b)

Figure 31. Pyroelectric effect. (a) The change in polarization due to heating of the surface causes current to flow in the circuit.
(b) Example of a commercial pyroelectric sensor (442-3 IR-EYEtm by Acroname Inc.).

sample of area A and radiation power W,

ri = 1
WA

∂q
∂t

∝ p
ρ · cp

. (28)

In this equation, ρ is the density and cp the heat capac-
ity. Materials that have a high heat capacity take longer to
change their temperature and are therefore slower sensors.
Because response time is important, the ratio between the
pyroelectric coefficient and the heat capacity is used as a
figure of merit. A list of modified figures of merit for differ-
ent applications is given in Table 11.

Pyroelectric materials are used mainly for detecting in-
frared radiation. The pyroelectric effect requires a change
in temperature to produce a change in polarization. This
means that only changes in incident radiation can be mea-
sured. When response from a stationary object is required,
a radiation chopper is used. Such choppers can be rotating



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-E-drv January 12, 2002 1:3

ELECTROCERAMICS 355

Table 11. Figures of Merit for Pyroelectric Materialsa

Application Figure of Merit Symbols

Low impedance amplifier
p

cp
p: Pyroelectric coefficient

cp: Specific heat

High impedance amplifier
p

εcp
ε: Relative permittivity

α: Thermal diffusivity

Thermal imaging device
p

αεcp

aRef. 52.

Table 12. Properties of Pyroelectric Materialsa

Material p (µ C/m2 K) ε tan δ CP (MJ/m3K) TC (◦C)
P

εCP
(m2C−1)

TGS, single crystal 280 38 1×10−2 2.3 49 0.36
DTGS, single crystal 550 43 2×10−2 2.4 61 0.60
LiTaO3, single crystal 230 47 5×10−3 3.2 665 0.17
(Sr0.5Ba0.5)Nb2O6, 550 400 3×10−3 2.3 121 0.07
single crystal
PbZrO3, modified 3.8 290 3×10−3 2.5 230 0.0005
PbTiO3, modified 4.2 220 5×10−3 2.5 494 0.0008
(Pb0.94La0.06)(Zr0.8Ti0.2)O3 760 1000 3×10−3 2.6 230 0.03

aBased on (6,14,54).

discs, although new piezoelectric bimorphs have been de-
veloped (53).

Another important design consideration derives from
the fact that pyroelectric materials are a subgroup of piezo-
electric materials. Any external stress or electric field
can cause an electric signal that will interfere with the
measured response. Furthermore, any small changes in
environment temperature will further compromise the
measurements. To compensate for these effects, a second
pyroelectric element, identical to the measurement unit, is
set up with a light-blocking layer (see Fig. 31). Any environ-
mental changes create the same voltage on both elements,
and therefore any voltage difference between them is due
to the incident light.

Materials Systems

Some key pyroelectric materials and their properties are
listed in Table 12. The temperature change in the sample
is larger the smaller the specific heat under constant heat-
ing, and the voltage generated by a given induced charge
is larger for a smaller dielectric constant. Other factors
to consider include materials stability, reproducibility, and
ease of fabrication. TGS has a high figure of merit, but it
is a fragile and water-soluble crystal. Lithium tantalate is
readily grown as a single crystal, is insensitive to moisture,
and stable in vacuum to temperatures required to enable
outgassing (14).

CONCLUSIONS

Electroceramics, as has been shown, exhibit a wide range
of properties that make them ideally suited to serve as
transducers in the form of sensors and/or actuators. In
some cases, as in the PTCR self-regulated heater, the de-
vice is inherently smart and requires no microprocessor

to respond appropriately to a stimulus. In the vast major-
ity of cases, a microprocessor is needed for the appropri-
ate feedback. Here, the start of a trend toward integrating
electroceramics into microelectronic and microelectrome-
chanical systems (MEMS) will hasten the development of
self-contained miniaturized smart systems. The microhot-
plate gas sensor array represents a graphic example. Last,
we have emphasized transduction to and from electrical
forms of energy because this is what most signal handling
systems need to operate. This is beginning to change, par-
ticularly as all optical systems develop. Here again, given
the electro-optic, piezo-optic, thermo-optic, magneto-optic
effects that are exhibited by electroceramics, this group of
materials should make important contributions to smart
optical systems.
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ELECTROCHROMIC SOL-GEL COATINGS

L.C. KLEIN

Rutgers—The State University of New Jersey
Piscataway, NJ

DEFINITION OF ELECTROCHROMISM

Certain inorganic compounds, especially oxides of polyva-
lent metals, exhibit coloration that depends on the oxi-
dation state of their cations. This property leads to elec-
trochromism, which is a reversible and visible change in
transmittance and/or reflectance. The oxidation–reduction
reactions are electrochemically induced, using low voltages
of the order of ± 1 V dc.

An electrochromic (EC) device is a multilayer construc-
tion in which one of the layers shows electrochromic prop-
erties (Fig. 1) (1–5). An EC device operates on the prin-
ciple of a galvanic cell. The best known electrochromic
material is tungsten trioxide (WO3), which forms deep
blue alkali and hydrogen tungsten bronzes (MxWO3) on
reduction. The reaction is expressed by the following
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Figure 1. Schematic of an electrochromic (EC) device, substrate
(indium–tin oxide coated commercial float glass), electrode (tung-
sten oxide), solid electrolyte (lithium-containing inorganic gel),
counterelectrode (vanadium oxide), and substrate.

equation:

6 + 5 + 6 +
WO3 + xM+ + xe′ = MxWO3 = MxWx W1−x O3 (1)

(Clear) (Blue)

where M is hydrogen or an alkali and 0 < x < 1. Typically,
a low-voltage EC device that has an electrochromic cath-
ode is colored in the charged state and bleached in the
discharged state.

A major application of electrochromic devices is so-
called “smart windows.” These electronically controlled
windows, which can lighten or darken depending on charge
insertion /extraction, are designed to adjust to the amount
of sunlight, the time of the day, or the season of the year.
Control of transmittance through windows is a factor in
energy usage in a building, as well as the creation of a
pleasant environment in interior spaces. Using them on
buildings reduces the heat lost through architectural win-
dows, if they are colored on bright, summer days and
bleached on cloudy, winter days.

EC windows that fulfill these expectations have been
demonstrated using thin film technologies other than sol-
gel processing (6,7). Substitution of a sol-gel layer for any
one of the layers—the EC electrode, the counterelectrode
or the electrolyte—is a breakthrough in making affordable
EC windows (8–10).

Principle of the Galvanic Cell

Recall for a moment, the basic galvanic cell. The cell con-
sists of an anode, a cathode, and an electrolyte. In an EC
device, the layers are referred to as electrode, counterelec-
trode, and electrolyte.

Requirements for the Electrodes. The performance of an
EC device is shown schematically in Fig. 2. Assuming that
the EC device is operating with a lithium ion (M = Li+),
when charging, the Li is oxidized at the cathode (electrode)

Li → Li+ + e− (2)

Lithium
reduced

Lithium
reducedLithium ion Lithium ion

Lithium
oxidized

Lithium
oxidized

(+)

+ 3 V − 1.5 V

(+)(−)

(−)

e−

e− e−

e−

e−
e−

e−
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L+
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Figure 2. Schematic operation of an EC device, comparing the
colored state (charged) and bleached state (discharged).

and reduced at the anode (counterelectrode)

Li+ + e− → Li. (3)

In all cases, the cathode is an intercalation compound that
has a layered or framework structure (11). In a reversible
cell, which is rechargeable, both the anode and cathode are
intercalation compounds (12,13). In addition to tungsten
oxides, other common electrode materials are vanadium
oxides, niobium oxides, and titania-doped cerium oxides
(14–16).

The requirements for the electrodes are

� high coloration efficiency
� fast switching between colored and bleached states
� high diffusivity for lithium; high capacity for lithium
� compatibility with electrolyte

Requirements for Solid Electrolytes. The electrolyte,
which has to transport ions back and forth between the
cathode and anode, is a critical feature in the galvanic cell.
(Because we have worked on solid electrolytes for about
15 years, the electrolyte receives more attention in this
chapter.) The electrolyte has to have

� a wide electrochemical potential window
� stability during charge/overcharge and discharge/

overdischarge.

Most commercial electrolytes are polymers and “gel” elec-
trolytes (17,18). Some problems with commercial elec-
trolytes are that aqueous electrolytes may generate H2

and nonaqueous electrolytes have conductivites that are
too low.

Solid electrolytes are attractive because there are effec-
tively no moving parts, meaning no mobile protons. While
a solid electrolyte is functioning as a separator and mem-
brane, it is mechanically rigid and holds the components of
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the electrochromic device fixed. But most solid electrolytes
do not have high enough ionic conductivity at ambient tem-
perature (19). One way around this problem is thin-film
technology (20), which is, in part, the motivation for using
sol-gel processing.

Sol-Gel Processing

A gel is a material that has solid-like properties, which
means that a gel has a fixed shape. On the one hand, or-
ganic “gels”, which are frequently used in batteries, are
rigid, but only in the sense that they “set” when shear
stress is absent. Inorganic gels, on the other hand, that
result from the sol-gel process are irreversible gels [see
Brinker and Scherer (21) for general background]. These
gels are based on an oxide network. These gels are rigid
structures, and they are also inert in contact with organics
and solvents.

A natural advantage of the sol-gel process is the fact
that a film of oxide can be placed on a substrate directly
from solution (22–24). Other methods of depositing films of
oxides are sputtering or chemical vapor deposition (CVD).
These methods may succeed in some cases, but the sol-gel
process is simpler than either one.

Dipping and spinning are common processes for prepar-
ing sol-gel thin films. Among the available techniques, dip
coating is more widely used. Its advantages include the
following:

� deposits uniform thin films on large areas
� allows coating any size or shape
� allows control of film microstructure
� delivers multicomponent films without changing the

deposition equipment
� provides flexibility in manufacturing.

Another important consequence of the sol-gel process is
the fact that the film is less than a micron thick. The film
is rigid, but it is thin enough to resist cracking, so that
dimensional changes in the electrodes can be accomodated
even when the electrolyte is in place.

Sol-Gel Processing of the Electrochromic Layer. Sol-gel
thin films used in EC devices have exceptional require-
ments:

� significant spectral switching over the visible and in-
frared regions of the solar spectrum

� acceptable chemical and physical durability during a
long exposure time [∼30 year lifetime of architectural
windows (25)].

There are three basic approaches to preparing
transition-metal oxides (26–31). One of the routes is to
prepare a solution using alkoxides, metal organic com-
pounds with alkoxy groups. The available alkoxides are
only slightly soluble in common organic solvents and tend
to be very reactive with water. The second route is to use
salts such as oxychlorides as the network-forming oxide
precursor. The third route is to use colloidal sols (32).

A sol is a colloidal suspension of small particles
(1–500 nm) in a liquid. Oxide sols are obtained after
hydrolysis–condensation reactions of the precursors. Hy-
drolysis occurs when metal cations (M) are solvated by
water molecules. Condensation occurs as soon as hydroxyl
groups are present in the coordination sphere of M. These
reactions lead to M–O–M bonds. When the number of links
is high enough, the sol becomes a gel. The gel point oc-
curs when the solid phase becomes continuous. After this
point, the gel continues to age, primarily causing changes
in structure. This is followed by drying, when evaporation
of the liquid can further shrink the gel structure.

Tungsten Oxide Gels. There are several ways to obtain
WO3 thin films (14), and the least expensive precursor is
tungstic acid. The reasons for choosing tungstic acid sols
are

� their low cost
� their aqueous nature
� their ability to be recycled
� the presence of W O W bonds in the sols
� their amorphous nature and nondirectional morpho-

logy.

A drawback of tungstic acid sols is that they gel in 30 min-
utes.

A solution of aqueous sodium tungstate, Na2WO4 2H2O,
is made by mixing tungstic acid powder, sodium hydrox-
ide, and water. The solution is poured through a proton
exchange resin, which is conditioned before use by wash-
ing with 2N HCl. Excess acid is removed from the column
by washing with distilled water.

The sol is collected in a beaker that contains a defined
amount of solvent. The sol, which is clear yellow, contains
polymeric species. The mechanism of polymerization is
approximately

O|
O W OH|

O

+
O|

HO W O|
O

→
O|

O W O|
O

O|
W O|
O

+ H2O

(4)

Solvents can be used to delay gelling of the sols, but they
must be easy to remove during drying and low temperature
curing. A general trend is that more homogeneous films
are obtained by using solvents that have higher surface
tension. Wetting is also better for sols that contain apro-
tic solvents, rather than protic solvents. For a given sol-
vent, less solvent results in better wetting. In addition, the
higher the boiling point of the solvent, the more slowly the
solvent evaporates, so drying is slower. Slow drying (hours
vs. minutes) can be useful in preventing cracking of the
films, although cracking is not a major issue for film thick-
nesses from 200–400 nm. The net result in one study was
that more uniform films were obtained by using acetone at
a slow dipping/withdrawal speed (∼2.5 cm/min) (32).

As-prepared WO3 films that are poorly crystallized have
higher coloring efficiency than crystallized WO3 (27,33).
Crystallization of WO3 thin films occurs after heating at
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Figure 3. Percent light transmittance across the visible range
(350–800 nm) for WO3 films deposited on glass substrates with an
ITO coating, measured by using a Perkin-Elmer Lambda 9 Spec-
trometer. The spectra were collected before and after 10 cycles.

400◦C, so films should not crystallize when heat treated
for one hour at only 90◦C.

Comparisons between uncoated glass and coated glass
showed that the transmittance in the visible range is lower
by about 10–15% for coated samples. Nevertheless, the
transmittance of the coated glass is acceptable for most
applications. A typical transmittance curve before and af-
ter 10 lithiation cycles is shown in Fig. 3. The WO3 sol was
deposited on commercial float glass that was coated with
indium tin oxide (ITO).

Vanadium Oxide Gels. Again, there are several ways to
obtain V2O5 thin films (34–39). These include nitric acid
dissolution of vanadate salts, proton exchange, hydroly-
sis of vanadium alkoxides, and hydration of amorphous
vanadia. The least expensive precursor is vanadia powder
that is melted at 1000◦C (Tmelt = 690◦C) and quenched in
water to produce amorphous vanadia. This glassy mate-
rial is soluble in water and yields a golden brown, colloidal
sol that is suitable for dip coating. In many respects, the
behavior of vanadia sols parallels that of the tungstic acid
sols, so that thin, transparent coatings can be produced.

Sol-Gel Processing of the Solid Electrolyte. Sol-gel pro-
cessing has been used for more than 15 years to prepare so-
lutions that contain oxide components desirable as fast ion
conductors (FIC) (19). The sol-gel process has been used to
duplicate conventional crystalline fast ion conductors, as
well as fast ion conducting gels and glasses. Glasses are
desirable because they

� are isotropic
� have few restrictions on composition
� have more channels for fast ion conduction than crys-

talline compounds.

Ionic transport in solids is an activated process. In most
fast ion conductors, the activation energy is indicative of
the energy of motion rather than the energy to form charge

carriers. The desired features in a fast ion conductor are

� large number of mobile ions
� large number of sites for the ions
� relatively low activation energy
� wide compositional range
� ease of fabrication in complex shapes and thin films.

Classically, high ionic conductivity requires high alkali
concentration. The system originally investigated for the
solid electrolyte was lithium silicates (40). In the Li2O–
SiO2 gels, the second component was introduced typically
as lithium nitrate. The nitrate salt dissolves in water and
then crystallizes in the dried gel as nitrate nanocrystals
(41). Alternatively, lithium hydroxide was used to create
very high pH conditions, increasing the chance of a reac-
tion between LiOH and the silica network to give Si–O–Li
bonds (42). The alkoxide-based gels, or so-called polymer-
ized gels, showed values of ionic conductivity that are sta-
ble and in the range needed for operating a lithium battery
at around 250◦C. Lithium nitrate gels had a characteristic
behavior described by a composite mechanism (43,44).

Thermodynamic calculations were performed to find
out which oxide could improve the stability of the gel.
Using the standard heats of formation, it is easy to see
that no oxide addition makes lithium silicates stable com-
pared to lithium metal. At best, the addition improves
the kinetic stability at low temperatures. Alumina is one
candidate for increasing the kinetic stability of lithium
silicate gels.

In the past, small alumina substitutions were made
in lithium silicate gels to suppress crystallization (45).
When the Al2O3/SiO2 ratio was varied for a constant (LiCl)2

mole%, the role of Al2O3 was identified in charge com-
pensation for nonbridging oxygens. The ionic conductiv-
ity increased as the LiCl content and the Al2O3/SiO2 ratio
increased (46). Consequently, silicate gels were prepared
using different amounts of alumina.

Lithium aluminosilicate gels were prepared by using
an alkoxide and salts (46). Tetraethylorthosilicate (TEOS,
SiO(CH2CH3)4) was used as the precursor for the network-
forming oxide, silica. TEOS was added to ethanol/water
mixtures that contained lithium nitrate and aluminum ni-
trate hydrate. For most samples studied, the Li2O content
was 15 mol%, which corresponds to a reasonable concen-
tration for ionic conductivity.

Conductivity can be measured under dc or ac conditions,
but dc conductivity measurements provide little informa-
tion about these materials other than discriminating long-
range ion migration from localized motions. ac conductiv-
ity measurements, on the other hand, provide information
about possible conduction mechanisms (47). They allow
discriminating electrode capacitance, grain boundary ca-
pacitance, and electronic contributions.

Ionic conductivity measurements were carried out by
the ac complex impedance method using a Solartron 1250
frequency response analyzer and 1186 electrochemical in-
terface, which were programmed by a Hewlett-Packard
9816 desktop computer for data collection and analysis.
Experiments were performed on pressed pellets that had
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Figure 4. Ionic conductivity of alumina-containing lithium sili-
cate bulk gels, plotted as an Arrhenius plot of log (conductivity)
vs. reciprocal temperature.

both sides coated by a layer of platinum paste to provide
contacts with platinum electrodes.

Thermal analysis shows that weight loss occurs at
160◦C for adsorbed species and at 210◦C for organics. Heat
treatment of the gels to 250◦C for 1 hour removes volatiles.
Ionic conductivity was measured on gels heated from 100◦C
to around 360◦C at a heating rate of 10◦C/min in the fre-
quency range of 10 Hz to 65 kHz. Measurements were re-
peated and reproduced to eliminate any concern about a
contribution to the measurements from protons. A sum-
mary of measured conductivities is shown in Fig. 4. Ide-
ally, the solid electrolyte has only mobile lithium ions as
charge carriers (48). As seen in Fig. 4, in bulk materials,
the conductivities are too low at room temperature for use
in an electrochromic device.

For measurements on thin films, the surface of a micro-
electrode (Microsensor Systems SAW 302), that consisted
of an interdigitated array of gold electrodes deposited on a
quartz crystal substrate, was coated with the solution (49).
A sample containing 10 mol% Al2O3 was selected because
measurements on the bulk showed good ionic conductiv-
ity for this composition. The values of ionic conductivity
measured on thin films matched those for bulk ionic con-
ductivity.

In lithium aluminosilicate compositions, conductivity is
due to the conventional hopping mechanism, taking two in-
terdependent factors into account. First, when alkali ions
are incorporated into the network, the excess oxygen is ac-
commodated by the network by breaking bridging oxygens
to create nonbridging oxygens (NBO). According to the

following relationship:

Li2O + Si O Si −→ 2(Si O Li+) (5)

the Li+ ion is available to charge compensate for the
nonbridging Si–O bond. Secondly, borrowing from results
found for (LiCl)2–SiO2–Al2O3 in 7Li, 27Al, and 29Si NMR
experiments (46), the silicon ions and most of the alu-
minum ions are four coordinated with oxygen ions, and
there is some octahedrally coordinated aluminum. Because
one oxygen ion shares its two charges with two tetrahe-
dra, oxygen ions can not compensate for the charge deficit
provided by Al3+. The additional charge needed is pro-
vided by one lithium ion located near the tetrahedron.
In a sense, there are two types of lithium ions associated
with the network: the first category compensates for [AlO4]
units, and the second compensates for NBO in the silica
network.

Assuming that the only species that can move is the
lithium ion, the changes in conductivity are related to
changes in mobility. Further, it is observed that the con-
ductivity increases when the Al2O3 content increases, in-
dicating a link between mobility and Al2O3 content. The
higher the Al2O3 mol% in the gels, the more [AlO4] units
should replace SiO4 units, and the more Li ions compensate
for these [AlO4] units. This means that the mobility of Li+

ions compensating for [AlO4] units is different from that
of Li+ compensating for NBO of [SiO4]−. This difference is
undoubtedly due to differences in electrostatic interactions
between oxygen and lithium ions. When a lithium ion acts
as a charge compensator in the silica network, the lithium
ion is very close to the oxygen ion, and the electrostatic
interaction is very strong. When Li plays the part of com-
pensating for [AlO4] units, the interaction is weaker, and
Li+ is more able to move under a current flow, meaning a
lower activation energy.

Stable and reproducible conductivities have been
demonstrated in thin films, but the conductivity values are
still too low. Further advances in electrochromic devices
depend on finding a solution to the electrolyte problem.
Some recent studies of organically modified electrolytes are
leading in the right direction (50,51).

CONCLUSIONS

In further pursuing the development of completely sol-gel
EC devices, physical properties need to be considered, in
addition to the ionic conductivity. Of course, the electrolyte
has to have

� high electronic resistivity,
� high ionic conductivity
� no defects.

In addition, all of the layers require

� a film thickness less than about 1000 nm (generally
less than 500 nm)

� high transparency across the visible range
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� good adhesion between adjacent layers
� thermodynamic stability between adjacent layers

across a wide electrochemical window.

Overall, an EC device should operate under the approxi-
mate conditions of +2.5 volts (100 s)/–1.5 volts (100 s) for
more than 10,000 cycles at 15 mC/cm2.

For practical EC windows, there has been significant re-
cent progress using a variety of technologies (52,53). Sol-
gel processing, of course, is only one route under inves-
tigation. Interest continues in sol-gel processing because
precursors for all of the layers that lead to the appropri-
ate oxide gels are readily available. The resulting gels are
inorganic and rigid. In particular, the sol-gel electrolyte
operates while playing the role of a mechanical divider be-
tween the electrodes. In addition, sol-gel processing is a
logical batch process for large area coatings. Several stud-
ies show that sol-gel coatings have the required transmit-
tance across the visible light range. Finally, the layers have
“no moving parts.”

ACKNOWLEDGMENT

This work was supported in the past by the Assistant
Secretary for Conservation and Renewable Energy, Of-
fice of Transportation Technologies, Electric and Hybrid
Propulsion Division of the U.S. Department of Energy un-
der Contract No. DE-AC03-76SF00098, Subcontract No.
4593610 with the Lawrence Berkeley Laboratory. We ac-
knowledge the financial support of the N.J. Commission on
Science and Technology Innovation Partnership Program
and the many useful discussions with G. Amatucci, L. Laby,
G. Lous, A. Wojcik, M. Greenblatt, A. Salkind, and J. Van
Dine.

BIBLIOGRAPHY

1. F.G.K. Baucke, Mater. Sci. Eng. B10, 285 (1991) .
2. C.B. Greenberg, Thin Solid Films 251, 81 (1994).
3. C.B. Greenberg, J. Electrochem. Soc. 140(11) (1993).
4. C.M. Lampert and C.G. Granqvist, SPIE IS4 (1990).
5. I.D. Watkins, G.E. Tulloch, T. Maine, L. Spiccia, D.R.

McFarlane, and J.L. Woolfrey, Ceram. Trans. 81, 223 (1998).
6. J.-G. Zhang, C.E. Tracy, D.K. Benson, and S.K. Deb, J. Mater.

Res. 8, 2649 (1993).
7. A. Agrawal, J.P. Cronin, and R. Zang, Sol-Gel Opt. II, SPIE

1758, 330 (1992).
8. J.E. Van Dine, V.D. Parkhe, L.C. Klein, and F.A. Trumbore,

U.S. Pat. 5,404,244 (1995).
9. J.E. Van Dine, V.D. Parkhe, L.C. Klein, and F.A. Trumbore,

U.S. Pat. 5,659,417 (1997).
10. J.E. Van Dine, V.D. Parkhe, L.C. Klein, and F.A. Trumbore,

U.S. Pat. 5,699,192 (1997).
11. J.M. Tarascon, J. Electrochem. Soc. 134, 1345 (1987).
12. P. Barboux, J.M. Tarascon, and F.K. Shokoohi, J. Solid State

Chem. 94, 185 (1991) .
13. S. Colson, S.-P. Szu, L.C. Klein, and J.M. Tarascon, Solid State

Ionics 46, 283 (1991).
14. J. Livage, MRS Symp. Proc. 293, 261 (1993).

15. A. Pawlicka, C. Avellaneda, M. Schmitt, S. Heusing, and M.A.
Aegerter, Ceram. Trans. 81, 229 (1998).

16. M.A. Macedo, L.H. Dall’Antonia, and M.A. Aegerter, Sol-Gel
Opt. II, SPIE 1758, 320 (1992).

17. B.G. Dixon, J.R. Deans, and L.B. Jenney, U.S. Pat. 4,834,772
(1989).

18. C.F. Mason, U.S. Pat. 5,016,991 (1991).
19. J.P. Boilot and P. Colomban, in Sol-Gel Technology for Thin

Films, Fibers, Preforms, Electronics and Specialty Shapes
(L.C. Klein, ed.), p. 303. Noyes Data Corp., Park Ridge, NJ,
1988.

20. B. Wang, M. Greenblatt, J. Yan, and Y. Wu, J. Sol-Gel Sci.
Technol. 2, 323 (1994).

21. C.J. Brinker and G.W. Scherer, Sol-Gel Science: The Physics
and Chemistry of Sol-Gel Processing, Academic Press, Boston,
MA, 1990.

22. C.J. Brinker, A.J. Hurd, G.C. Frye, P.R. Schunk, and C.S.
Ashley, in Chemical Processing of Advanced Materials (L.L.
Hench and J.K. West, eds.) p. 395. Wiley New York, 1992.

23. I.M. Thomas, in Sol-Gel Optics (L.C. Klein, ed.), p. 141. Kluwer,
Boston, MA, 1994.

24. L.C. Klein, in Handbook of Nanophase Materials (A.N.
Goldstein, ed.), p. 43. Dekker, New York, 1996.

25. C.E. Tracy, J.-G. Zhang, D.K. Benson, A.W. Czanderna, and
S.K. Deb, Electrochim. Acta 44, 3195 (1999).

26. A. Chemseddine, M. Henry, and J. Livage, Rev. Chim. Miner.
21, 487 (1984).

27. N.R. Lynam, F.H. Moser, and B.P. Hichura, SPIE 823, 130
(1987).

28. J.P. Cronin, D.J. Tarico, J.C.L. Tonazzi, A. Agrawal, and
S.R. Kennedy, Sol. Energy Mater. Sol. Cells 29, 371 (1993).

29. B. Munro, S. Kramer, P. Zapp, and H. Krug, J. Sol-Gel Sci.
Technol. 13, 673 (1998).

30. B. Pecquenard, H. Lecacheux, S. Castro-Garcia, and J. Livage,
J. Sol-Gel Sci. Technol. 13, 923 (1998).

31. J. Livage and G. Guzman, Solid State Ionics 84, 205 (1996).
32. L.C. Klein, L. Laby, and G. Lous, in Sol-Gel Processing of Ad-

vanced Ceramics (F.D. Gnanam, ed.), p. 205. Oxford / IBH, New
Delhi, 1996.

33. J.-D. Guo, K.P. Reis, and M.S. Whittingham, Solid State Ionics
53–56, 305 (1992).

34. J. Livage and J. Lemerle, Annu. Rev. Mater. Sci. 12, 103 (1982).
35. J.K. Bailey, G.A. Pozarnsky, and M.L. Mecartney, J. Mater. Res.

7, 2530 (1992).
36. S. Mege, D. Routhier, F. Ansart, and J.M. Savariault, Mol.

Cryst. Liq. Cryst. 311, 95 (1998).
37. S. Mege, M. Verelst, P. Lecante, E. Perez, F. Amsart, and J.M.

Savariault, J. Non-Cryst. Solids 238, 37 (1998).
38. R.D. Cussler, M.G. Kulkarni, and E.L. Cussler, J. Membr. Sci.

127, 153 (1997).
39. N. Ozer, Thin Solid Films 305, 80 (1997).
40. L.C. Klein, S.F. Ho, S.-P. Szu and M. Greenblatt, in Ap-

plications of Analytical Techniques to the Characterization
of Materials (D. L. Perry, ed.), p. 101. Plenum, New York,
1991.

41. S.-P. Szu, L.C. Klein, and M. Greenblatt, J. Non-Cryst. Solids
121, 119 (1990).

42. S.-P. Szu, M. Greenblatt, and L.C. Klein, J. Non-Cryst. Solids
124, 91 (1990).

43. S.-P. Szu, M. Greenblatt, and L.C. Klein, Solid State Ionics 46,
291 (1991).



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-E-drv January 12, 2002 1:3

362 ELECTRORHEOLOGICAL FLUIDS

44. L.C. Klein, S.-P. Szu, A.M. Buckley, and M. Greenblatt,
in Nucleation and Crystallization in Glasses and Liquids
(M. Weinberg, ed.), p. 167. Am. Ceram. Soc., Westerville, OH,
1993.

45. H. de Lambilly and L.C. Klein, J. Non-Cryst. Solids, 102, 269
(1988).

46. B. Wang, S.-P. Szu, M. Greenblatt, and L.C. Klein, Chem.
Mater. 4, 191 (1992).

47. J. Farcy, R. Messina, and J. Perichon, J. Electrochem. Soc. 137,
1337 (1990).

48. E. Mouchon, L.C. Klein, V. Picard, and M. Greenblatt, MRS
Symp. Proc. 346, 189 (1994).

49. L. Laby, L.C. Klein, J. Yan, and M. Greenblatt, Solid State
Ionics 81, 217 (1995).

50. K. Dahmouche, M. Atik, N.C. Mello, T.J. Bonagamba,
H. Panepucci, M.A. Aegerter, and P. Judeinstein, J. Sol-Gel
Sci. Technol. 8, 711 (1997).

51. P. Judeinstein, J. Titman, M. Stamm, and H. Schmidt, Chem.
Mater. 6, 127 (1994).

52. C.G. Granqvist, Electrochim. Acta 44, 3005 (1999).
53. C.G. Granqvist, A. Azens, A. Hjelm, L. Kullman, G.A.

Niklasson, D. Ronnow, M. Stromme Mattsson, M. Veszelei, and
G. Vaivars, Sol. Energy 63, 199 (1998).

ELECTRORHEOLOGICAL FLUIDS

TIAN HAO

Rutgers—The State University of New Jersey
Piscataway, NJ

INTRODUCTION

An electrorheological (ER) fluid is a colloidal system in
which one kind of particulate material is dispersed in a
nonconductive liquid base. When an electric field of sev-
eral kilovolts per millimeter is applied, ER fluids reversibly
change from a liquid state to a solid crystallized state
within a millisecond. What the working mechanism of the
ER effect is and how to design a high-performance ER fluid
for industrial uses have been studied for many years; how-
ever, there is no clear answer yet. Because the ER effect
is induced by an external electric field, it is believed that
polarization of both the liquid medium and the solid par-
ticles plays an important role. The dielectric tool is thus
widely used to characterize the ER fluids, and many efforts
have been spent on revealing how the dielectric properties
of the ER fluids correlate physically with the ER effect.
The purpose of this article is to draw a logical relationship
between the dielectric properties of the materials used for
making an ER fluid and the ER mechanism. To achieve this
goal, the dielectric investigation that was done to charac-
terize an ER fluid and the related ER models that were
developed to describe ER phenomena are reviewed follow-
ing. Attention is paid to the ER models proposed on the
basis of the dielectric studies; other ER models are only
briefly described.

The ER phenomenon was first reported in 1947 by
Winslow (1) in an insulating oil that contained starch or
flour particulate material. The first example of using a di-
electric tool to investigate the ER phenomena was carried

out by Klass (2) in 1967. It was found that the dielectric con-
stant of the ER suspension increases linearly with the par-
ticle volume fraction, and an electric-double-layer (EDL)
mechanism was proposed to explain the observed experi-
mental results. The interaction among the EDLs, as well
as the interaction between the EDL and the particles, be-
comes much stronger once an electric field is applied. The
EDLs can be polarized and then distorted; thus the elec-
trostatic force between particles can dramatically increase,
generating the observed ER effect. A deeper dielectric in-
vestigation of the way the dielectric constant of the whole
suspension changes as the water content in the suspension
and the particle volume fraction change was carried out by
Ujima (3). At that time, it was believed that the “water” (4)
and the EDL (2) are crucial to the ER effect because all ER
fluids were active only if the dispersed particles adsorb a
trace amount of water or surfactants.

After the innovation of anhydrous ER fluids (5,6) in
1985, the mechanism of the ER effect was substantially
modified because neither the “water” nor the EDL mecha-
nism can explain the considerably strong ER effect in ER
fluids without any amount of water. The dielectric proper-
ties of polymer-based water-free ER fluids were studied by
Block (7), who proposed a flow modified polarization (FMP)
theory to explain the ER effect. According to the FMP the-
ory, there should be resonance between the applied electric
field and the applied shear field. It was found that the di-
electric constants and losses of the ER suspensions peak
when the shear rate is 4π times the frequency of the electric
field. An extra surface charge is generated once a particle
is polarized in an electric field, which in turn drives the
particles to rearrange in the suspensions. It was thought
that this is a possible reason that the ER suspensions can
be fibrillated to form a bridge spanning between two elec-
trodes. However, the physical picture of the way the dielec-
tric properties of the particulate material can change ER
performance is not clear in Block’s theory.

The influence of the conductivities and dielectric con-
stants of both the liquid medium and particulate material
on the ER effect was addressed by Anderson (8) and Carino
et al. (9). It was found that the ER effect becomes stronger
once the dielectric constant ratio of the particle-to-liquid
increases. This issue was further addressed theoretically
by Davis (10–12), and he found that the ER effect is con-
trolled by the conductivity ratio of the particle-to-liquid in a
low-frequency electric field and by the dielectric constant
ratio in a high-frequency field, which is the well-known
polarization model. It was believed that the dielectric con-
stant mismatch between the suspended particles and the
medium is essential. However, the ER effect of a barium
titanate suspension (the dielectric constant of BaTiO3 is
around 2000, depending on its crystallization state), inac-
tive in a dc field (13) and active after adsorbing a small
amount of water (14) or being stimulated by an ac field (9),
suggests that the polarization model does not adequately
reveal the physical essence of the ER effect. The polariza-
tion model has much room for improvement.

Because of the obvious shortcomings of the polariza-
tion model, another model called the conduction model was
introduced by Atten (15,16) and was well developed by
other researchers (17–21). Good agreement between the



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-E-drv January 12, 2002 1:3

ELECTRORHEOLOGICAL FLUIDS 363

theoretically predicted parameters (the current density,
the yield stress, etc.) of the conduction model and the exper-
imentally measured values determined either by them or
by Inoue (22) was achieved. However, as stated in Khusid’s
paper (23), the conduction model can be used only when
the suspension microstructure has been fully formed. A
major shortcoming of the conduction model is that it can-
not explain the response time of ER fluids that vary from
0.1 ms to 1 s because only particle interaction is considered
in the conduction model regardless of the microstructural
change before and after an electric field is applied. The dy-
namic process that occurs in ER fluids in an electric field is
not taken into account. A contrary experimental result was
obtained in the magnesium hydroxide/poly (methylphenyl-
siloxane) system (24): A negative ER effect was observed
in this system in a dc field, although a positive ER effect
was expected according to the conduction model, strongly
suggesting that the conduction model too, does not reflect
the physical essentials of ER effect. The limitations of both
the polarization and the conduction models stem, we think,
from the fact that both are static and do not involve dy-
namic processes that occur in ER fluids.

Besides the polarization and conduction models, many
other models were also proposed to unveil the ER
mechanism. An excellent theory was proposed by Khusid
(23): Both the electric-field-induced particles aggregative
process and the interfacial polarization process were con-
sidered. Almost all of the currently observed ER pheno-
mena can be explained, especially those that cannot be un-
derstood by the polarization and the conduction models.
However, some discrepancies in the experimental results
still exist, which arise from the assumptions on which the
theory is based. Two presumptions were used to derive
the theory: The dispersed particles and the suspending
medium have no intrinsic dielectric dispersion, and the
variation of the applied electric field is very slow compared
with the rate of polarization; these are not always valid in
ER fluids. A so-called layered model proposed by See and
Saito (25) gives derivations similar to those from the con-
duction model. The first-principle method was used for cal-
culating how ER properties (the yield stress and the mod-
ules) change as the frequency and water content change
under the assumption that the Debye relaxation process is
dominant (26,27). It was found that the theoretical predic-
tions and the experimental results agree very well. How-
ever, because only few solid materials exhibit Debye-type
relaxation behavior, good agreement between the theore-
tical predictions and the experimental results on the tran-
sient ER response was also achieved by Tang and Conrad
(18) without using the Debye-type relaxation assumption.
Whether the Debye-type relaxation process is important in
ER fluids thus remains a question.

The dielectric studies of anhydrous ER fluids provide
deep insight into the ER mechanism. The intrinsic proper-
ties of dispersed particles, it was thought, contribute to the
ER effect of anhydrous ER fluids (6,28–30); mobile charges
(ions or electrons) on the surfaces of particles that can move
freely on the surfaces but cannot move off are essential. The
ER effect should somewhat correlate with the dielectric
dispersion in a low-frequency field; however, the ER effect
does not correlate directly with charge concentration. The

polarization rate, as well as its magnitude, was stressed
(7): Too high a rate of polarization and too low a rate of
polarization were experimentally found unfavorable to a
strong ER effect. An ER fluid might deliver a strong ER
effect if it meets the following empirical requirements: Its
dielectric relaxation frequency should be between 100 and
105 Hz, and the difference between the dielectric constants
below and above the relaxation frequency must be large
(31–33). Those experimental results, we think, imply that
the ER effect may correlate with particle dielectric loss
because charges moving within the particles in an electric
field would be one of origins of dielectric loss. The influence
of the polarization rate on the ER effect was theoretically
addressed (34), and good agreement with experimental re-
sults was obtained. However, why the polarization rate is
important is not clear. The explanation rests on interfa-
cial polarization, but there is no clear physical picture of
the ER mechanism from employing the interfacial polari-
zation framework.

This article attempts to provide a clear physical picture
of the ER response mechanism through dielectric analysis
of ER phenomena. We begin with a general description of
the dielectric properties of heterogeneous systems such as
colloidal suspension systems, which is introduced in the
following section. In the subsequent section, experimen-
tal evidence of the way dielectric parameters change the
ER effect are discussed, and an empirical dielectric crite-
rion for designing high-performance ER fluids is proposed.
A theoretical treatment on the dielectric criterion is de-
scribed in the following section IV, and an ER mechanism
is proposed in the section thereafter. A yield stress equa-
tion based on the ER mechanism is theoretically derived
in the next section, and comparisons with currently avail-
able experimental results are also made. Final conclusions
of this article are discussed in the last Section.

DIELECTRIC PROPERTIES OF HETEROGENEOUS SYSTEMS

Four kinds of polarization are generated in a heteroge-
neous system under an electric field: the electronic, atomic,
Debye, and interfacial polarizations. They are schemati-
cally illustrated in Fig. 1 on the basis of the relative relax-
ation times (35). The former three polarizations occur in
a homogeneous phase, whereas interfacial polarization oc-
curs only in heterogeneous systems. Electronic and atomic
polarization are induced by the displacement of an elec-
tron and atom, separately; Debye polarization is due to
dipole orientation, and interfacial polarization is due to
heterogeneous interfaces. Debye polarization usually takes
place in liquids and in a few solids because dipole orienta-
tion becomes possible only if the dipole is not firmly fixed
in bulk materials. Electronic and atomic polarizations ap-
pear in a high-frequency field; usually they are regarded as
fast polarizations. Debye and interfacial polarizations are
rather slow processes compared with the electronic and the
atomic polarizations, and are usually called slow polariza-
tions. Another type of polarization is ionic displacement
polarization that takes place only if the particulate mate-
rial is ionic. If the ER effect is controlled by polarization,
then the kind of polarization that is responsible for the ER
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Figure 1. Dielectric constant and dielectric dispersion of a het-
erogeneous system vs. frequency [reproduced from (49)].

effect would be important in understanding the ER effect.
This article attempts to clarify this issue and addresses it
in the next section.

Debye polarization can be described by the Debye equa-
tion, and interfacial polarization can be described by the
Wagner–Maxwell equation. If the particle conductivity σ p

is much larger than that of the medium, a simplified
Maxwell–Wagner equation can be expressed by (36)

ε = ε∞

[
1 + K

(1 + ω 2t2)

]
; (1)

in this equation,

ε∞ = εsm

[
1 + 3�(εsp − εsm)

2εsm + εsp

]
, (2)

K = 9�εsm

2εsm + εsp
, (3)

t = ε0(2εsm + εsp)
σp

, (4)

where ε0, εsm, and εsp are the static dielectric constants
of the vacuum, the medium, and the particles; � is the
particle volume fraction, ω is the frequency of the alter-
nating electric field, ε∞ is the infinite frequency dielectric
constant of the suspension, and t is the relaxation time of
polarization.The dielectric loss tangent is given by

tan δ = Kωt/(1 + K + ω2t2) (5)

The Wagner theory may not hold for concentrated disper-
sions because it was derived for diluted systems whose
particle volume fraction is less than 10%. Hanai et al. (37)

proposed a new theory applicable to concentrated disper-
sions and derived an equation similar to Bruggeman’s
(37,38). There is no obvious difference between
Bruggeman’s and Wagner’s equations until the vol-
ume fraction of dispersed particles exceeds 40% (37,38).
So, applying the Wagner equation for concentrated ER
suspensions whose particle volume fraction is as high as
40% is acceptable.

EXPERIMENTAL FACTS

The experimental facts presented here demonstrate (1) the
kind of polarization that is responsible for the ER effect,
(2) whether the Wagner–Maxwell equation describes the
dielectric properties of ER fluids, and (3) whether the di-
electric loss is also important in the ER effect. A criterion
is extracted from these experimental facts for designing
high-performance ER fluids. We will follow this sequence
to show the experimental evidence.

As indicated in the introduction, it most likely that the
ER effect is controlled by slow polarization (Debye and
interfacial polarization) rather than fast polarization (elec-
tronic and atomic polarization) because the response time
of the ER effect occurs on a millisecond scale. Dielec-
tric dispersions in many good ER fluids are usually ob-
served in low-frequency fields (31–33), further confirming
that the ER effect may have something to do with slow
polarization. As an example, the dielectric loss tangents
of two kinds of ER suspensions consisting of aluminosil-
icate powder dispersed in polydimethylsiloxane (PDMS)
oil (powder treated at 550 and 750◦C for 8 hours and
named AS1 and AS2, respectively) are plotted against fre-
quency in Fig. 2. These two ER suspensions give a very
strong ER effect, and the dielectric dispersions appear
in low-frequency fields of less than 103 Hz, indicating
that dielectric dispersions arise from slow polarization,
which in turn contributes to the ER effect. Experimen-
tal results obtained by Filisko (29,40) also suggested

1000

tg
δ

f(Hz)

0.05

0.10

0.15

0.20

AS2
AS1

0.00
100 10000

Figure 2. Dielectric loss tangents of the AS1 and AS2 suspen-
sions vs. frequency [reproduced from (49)].
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Figure 3. dc current passing through AS2 vs. time [reproduced
from (49)].

that the ER effect might result from low-field dielectric
dispersion. Other stronger evidence is that the dc cur-
rents that pass through ER fluids are not stable, ex-
ponentially decrease with time, and then level off; this
was found both in a polymeric ER fluid (oxidized poly-
acrylonitrile/PDMS) and an inorganic ER fluid (alumi-
nosilicate//PDMS) (39). A typical example of dc current
passing through the AS2 suspension in an electric field
(1.5 kV/mm) versus time is shown in Fig. 3. This is the so-
called dielectric adsorption phenomenon that arises from
heterogeneity and slow polarization, further indicating
that slow polarization rather than fast polarization is very
distinct in the ER system. All of these experimental facts
demonstrate that slow polarization in ER systems is likely
to be the most important process.

If slow polarization is responsible for the ER effect, an-
other question arises: which slow polarization, Debye or
interfacial polarization, controls the ER effect or jointly
control the ER effect? As we know, Debye polarization is
generated due to dipole orientation in an electric field. The
dipole of most solid materials is almost unable to reori-
ent because solidification usually fixes the molecule with
such rigidity in the solid lattice that there is little or no
orientation of dipoles, even in an extremely strong electric
field. If the ER effect stems from polarization of solid par-
ticulate material, Debye polarization can almost be ruled
out. This can be further confirmed by measuring the ER
response time that should be determined by the relaxation
time of polarization that controls the ER effect. The re-
laxation times of Debye and interfacial polarization are
governed by different factors; Debye polarization is gov-
erned by the potential barrier between two equilibrium
positions between which the dipole would orient (41), and
interfacial polarization is governed by the dielectric con-
stants and conductivities of the two components (35,36).
The relaxation time of the Debye td, can be expressed
as (41)

td = (π/2ωa)AeH/kT, (6)

where π /2ωa is the average time required by an excited
molecule to turn from one equilibrium direction to the
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Figure 4. The shear stresses of AS1 and AS2 suspensions vs.
frequency (0.3 kV/mm) [reproduced from (49)].

other, A is a factor that varies only slowly with temperature
T, H is the energy barrier that separates the two equilib-
rium positions, and k is the Boltzmann constant. The re-
laxation time ti for interfacial polarization in one system
where σp(conductivity of the particle) � σm (conductivity
of the medium) can be expressed as (35,36)

ti = ε0(2εm + εP)/σp. (7)

Clearly, td depends on the material state (liquid or solid),
the molecular interaction and the environment, whereas ti
depends on the dielectric properties of the two components,
especially on particle conductivity. The response times of
AS1 and AS2 were determined by measuring the shear
stress dependence on field frequency (see Fig. 4). The re-
sponse times of these two suspensions are very different.
The response time of the suspension whose particle con-
ductivity is 6.0 × 10−7 S/m(AS1) is 0.6 ms, and that of the
suspension whose particle conductivity is 8.4 × 10−10 S/m
(AS2) is 0.22 s. If Debye polarization controls the ER effect,
these two ER fluids should give, almost the same response
time. According to Eq. (6), because the solid particulate
material in these two suspensions is almost same, and the
energy barrier H should not be very different. The quite dif-
ferent response times can be reasonably understood only
from Eq. (7), which indicates that interfacial polarization
probably governs the ER effect.

The publications previously cited, support this conclu-
sion. The data presented in (42) showed that the experi-
mentally measured response time is inversely proportional
to the particle conductivity and agrees well with Eq. (7)
Also, Wen et al. (27) and Conrad and Chemn (43) found
that even the same particulate material displays differ-
ent response time after adsorbing different amounts of wa-
ter; the larger amount of water leads to a shorter response
time. These are also consistent with Eq (7). Because oil is
hydrophobic, the added water can adsorb just on the parti-
cle surface and enhance particle conductivity considerably.
Whittle et al. (44) also found the same inversely propor-
tional relationship between particle conductivity and ER
response time.
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The dielectric could provide a direct way to distinguish
Debye and interfacial polarization in ER fluids. Differen-
tiating Eq. (5) with respect to frequency ω, one can easily
obtain the value of tgδmax,

tgδmax = K

2
√

1 + K
= 9φεsm

2
√

(9φεsm + 2εsm + εsp)(2εsm + εsp)
.

(8)

Assuming that both εsm and εsp depend on temperature T
and differentiating Eq (8) with respect to T,

dtgδmax

dT
=

(2 + K)
dK
dT

4(1 + K)3/2
= (2 + K)

4(1 + K)3/2

×
9φ

(
εsp

dεsm

dT
− εsm

dεsp

dT

)
(2εsm + εsp)2

. (9)

The sign of (dtgδmax/dT) obviously depends on the sign of
(εsp

dεsm
dT − εsm

dεsp
dT ) because the rest of the equation is always

positive. According to Frohlich’s theory (41), the static di-
electric constant of a polar liquid decreases as temperature
increases. Usually, the most commonly used dispersing
medium for ER fluids is PDMS oil, a polar liquid; thus
dεsm/dT would be less than zero. If dεsp/dT > 0, then,
the term (εsp

dεsm
dT − εsm

dεsp
dT ) would be less than zero,

and thus, dtgδmax/dT < 0. If dεsp
dT < 0, the situation is some-

what complicated, and one needs to know all of the param-
eters involved in the term (εsp

dεsm
dT − εsm

dεsp
dT ). These feature

the dielectric characteristics of an ER suspension in dom-
inant Maxwell–Wagner polarization.

It is well known that the maximum value of the di-
electric loss tangent, tgδd max of Debye polarization can be
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Figure 5. Dielectric constant of poly(dimethylsiloxane) oil vs. frequency at temperatures from
(20–120◦C).

expressed as (41)

tgδd max = εsp − ε∞p

2√
εspε∞p

(10)

where ε∞p is the dielectric constant at very high frequency.
Differentiating Eq. (10) with respect to T and assuming
that only εsp is temperature dependent,

dtgδd max

dT
=

(
1 + ε∞p

εsp

)
dεsp

dT
4√

ε∞pεsp
. (11)

Comparing Eqs. (9) and (11), if dεsp/dT > 0, the observed
(dtgδmax/dT) determined by Maxwell–Wagner polarization
gives a sign opposite to that determined by Debye polari-
zation. Then, it would be easier to distinguish the polari-
zation type. If dεsp/dT < 0, one has to know the exact value
of dεsp/dT.

A suspension consisting of Molecular Sieve 3A (MS3A)
powder dispersed in PDMS oil was used to address this
issue by direct dielectric means. The dielectric properties
of the PDMS oil were measured at different temperatures,
as shown in Fig. 5. Because PDMS oil is a good insulator,
it almost does not have any dielectric loss (the dielectric
loss in the measurement frequency range is almost zero).
Its dielectric constant remains unchanged in the measured
frequency range, and thus, its low-frequency dielectric
constant can be regarded as a static dielectric constant.
Figure 6 gives the temperature dependence of the dielectric
constant of PDMS oil at 20 Hz. The dielectric constant obvi-
ously decreases as temperature decreases, and the slope of
the linear regression line is −2.4 × 10−3(1/◦C), which can
be reasonably regarded as the value of dεsm/dT in Eq. (9).
The dielectric constant and the dielectric loss of pure MS3A
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Figure 6. Static dielectric constant of poly(dimethylsiloxane) oil
vs. temperature.

versus frequency measured at 20◦C are shown in Fig.7.
The static dielectric constant of pure MS3A was calculated
by using the Cole–Cole plot and is shown in Fig. 8. The
static dielectric constant of pure MS3A increases as tem-
perature increases, that is, (dεsp/dT) = 0.40 > 0. Thus, the
term (εsp

dεsm
dT − εsm

dεsp
dT ) in Eq. (9) can be determined and

is equal to −1.21, which means that (dtgδmax/dT) is less
than zero. According to the criteria given before, it would
be easier to distinguish the polarization type in the MS3A
suspension—(dtgδmax/dT) would be less than zero in domi-
nant Maxwell–Wagner polarization, and it would be larger
than zero in dominant Debye polarization. This result in-
dicates that Maxwell–Wagner polarization is dominant in
the particle-type MS3A ER suspension. The direct dielec-
tric measurement of the MS3A suspension further con-
firms the conclusion. Figure 9 shows the dielectric loss tan-
gent of the MS3A suspension as a function of frequency
obtained at temperatures from 20 to 120◦C. The max-
ima of the dielectric loss tangent obviously decrease as
temperature increases, in accordance with the theoretical
prediction.

If mainly interfacial polarization occurs in ER fluids,
the Wagner–Maxwell equation should be able to describe
the dielectric properties of ER fluids. Filisko (40) and
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Figure 7. The dielectric constant and the dielectric loss of pure
MS3A vs. frequency at 20◦C.
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Figure 8. The static dielectric constant of pure MS3A vs. tem-
perature.

Weiss and Carlson (45) measured the dielectric constants
and dielectric losses of their ER fluids and found that
the Wagner–Maxwell equation is a suitable model for
describing the dielectric properties. The Wagner–Maxwell
equation should also be able to explain the frequency
dependence of the yield stress of an ER fluid. The yield
stress of the oxidized polyacrylonitrile (OP) /PDMS
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Figure 9. The dielectric loss tangent of the MS3A suspension as
a function of frequency obtained at temperatures from 20–120◦C.
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Figure 10. The frequency dependence of the yield stress of the
OP suspension obtained at 300 V/mm. The solid line is the Wagner
model’s prediction [reproduced from (56)].

oil suspension versus frequency is shown in Fig. 10.
The yield stress was obtained at an oscillatory electric
field strength of 300 V/mm and a frequency range from
10−1 to 104 Hz, and the dielectric constant data were
calculated by using the Wagner–Maxwell equation. The
frequency dependences of the yield stress and the dielectric
constant coincided, indicating that the Wagner–Maxwell
polarization controls the dielectric properties of ER sus-
pensions and then the ER effect.

As the experimental facts indicated, the importance of
the Wagner–Maxwell polarization in ER fluids is obvious.
However, it is still not clear how interfacial polarization
controls the ER effect or how the material dielectric con-
stant and dielectric loss correlate with the ER effect. From
the Wagner–Maxwell Eq. (4), one can see that interfacial
polarization depends greatly on the conductivity of the
solid particulate material. A material, whose conductiv-
ity can be changed easily and thus whose ER performance
would be different due to the different interfacial polar-
ization contribution, would be very useful for evaluating
whether the dielectric constant or the dielectric loss are
important in the ER effect. Oxidized polyacrylonitrile (OP)
and aluminosilicate (AS) were selected as candidates for
this purpose because the conductivity of OP can be eas-
ily varied by changing the carbonating temperature and
that of the AS can also be easily controlled by changing the
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Figure 11. The shear stress of OP and AS suspensions versus
the dispersed particle constant [reproduced from (52)].
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Figure 12. The shear stress of OP and AS suspensions versus
the dispersed particle dielectric loss tangent [reproduced from
(52)].

heat treatment temperature. The heat processing is con-
trolled merely to change the material’s conductivity rather
than the material itself. The shear stresses versus the par-
ticulate dielectric constants and dielectric loss tangents of
both of these materials are shown in Figs. 11, 12. The shear
stresses do not change monotonically with thedielectric
constant or dielectric loss tangent even for the same se-
ries of samples. From these two figures, one can see that
the material that has a larger dielectric constant and a
large dielectric loss would give a stronger ER effect. The
ER effect would be weak if the material has only a large
dielectric constant but a small dielectric loss. This means
that the dielectric loss is also very important. By analyzing
the experimental results presented in Figs. 11 and 12, one
can conclude that the dielectric loss tangent of the solid
particulate material should be around 0.10 at 1000 Hz,
which is the precondition for the ER effect. Furthermore,
the larger the dielectric constant, then the stronger the ER
effect. These results are little surprising because one can-
not imagine what the function of the dielectric loss in the
ER effect is . However, taking a look at the dielectric loss
tangent data of solid materials that it is already found,
present a good ER effect (see Table 1), one has to come to
the same conclusion, indicating that the empirical criterion
proposed before is reasonable.

Table 1. Dielectric Constant ε and Dielectric Loss
Tangent (tgδ) of Currently Used ER Solid Materials
at 20◦C

Material ε tgδ Frequency (Hz)

Silica glass 9.7 0.24 1000
Sandy soil 3.42 0.08 1000
Titanium dioxide 200 0.35 1000
Phenol-formaldehyde 7 0.11 1000
Cellulose nitrate 8.4 0.1 100
Methyl cellulose 7.6 0.128 100
Polyvinyl alcohol acetate

(25◦C) 7.8 0.05 1000
(85◦C) 100 1.3 1000

Polyethyl methacrylate
(25◦C) 2.75 0.042 1000
(80◦C) 3.36 0.11 1000

Oxidized polyacrylonitrile 5.5 0.085 1000
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THEORETICAL TREATMENT

What is the physical basis of the empirical criterion de-
scribed before? This section will deal with this issue
theoretically. One typical feature of ER fluids is that ER
particulates can form a fibrillated structure in an electric
field, whereas non-ER particulates cannot. Because the or-
der in ER fluids increases dramatically after an electric
field is applied, the entropy changes in the ER systems
should obviously be less than zero.

Consider a general ER system. Assuming that the vol-
ume of the ER fluid is always constant and that the tem-
perature T is the only parameter besides the electric field
E that varies, the increase dU of internal energy U per unit
volume of ER suspension, after an electric field is applied,
can be expressed as follows, according to the first thermo-
dynamic law and electromagnetic theory (41):

dU = dQ + E
4π

dD, (12)

where dQ is the influx of heat per unit volume, D is the
electric displacement, and E

4π
dD represents the influx of

energy into the ER fluid. For ER fluids, it is already known
that, both theoretically and experimentally, there is a criti-
cal electric field at which the liquid–solid (disorder–order)
transition takes place (23). The critical electric field is usu-
ally less than 200 V/mm, and a typical value is around
45 V/mm for many ER systems. When the applied elec-
tric field is slightly larger than the critical field, one may
assume that the static dielectric constant εs of an ER sus-
pension is independent of E because the applied electric
field is not very strong. Even in a very strong field, the
static dielectric constant of many materials would not sub-
stantially change (46). Then D = εs E; thus,

dD = d(εs E) = εsdE + Edεs = εsdE + E
∂εs

∂T
dT, (13)

because εs depends just on T. It will be useful to take T and
E2 as independent variables. Thus Eq. (12) can be rewrit-
ten as

dU = dQ + εs

8π
d(E2) + E2

4π

∂εs

∂T
dT = ∂U

∂(E2)
d(E2) + ∂U

∂T
dT.

(14)

One also can think that entropy S is a function of T and
E2, as dS = dQ/T, the second thermodynamic law for a
reversible process, so that

dS = ∂S
∂T

dT + ∂S
∂(E2)

d(E2). (15)

Inserting dQ from Eqs. (14) and (15),

dS = 1
T

(
∂U
∂T

− E2

4π

∂εs

∂T

)
dT + 1

T

(
∂U

∂(E2)
− εs

8π

)
d(E2).

(16)

The condition that dS is a total differential requires that

∂

∂(E2)

[
1
T

(
∂U
∂T

− E2

4π

∂εs

∂T

)]
= ∂

∂T

[
1
T

(
∂U

∂(E2)
− εs

8π

)]
.

(17)

Carrying out the differentiation,

∂U
∂(E2)

= 1
8π

(
εs + T

∂εs

∂T

)
. (18)

Comparing Eqs. (14) and (15) and inserting ∂U/∂(E2) from
Eq. (18),

∂S
∂(E2)

= 1
8π

∂εs

∂T
. (19)

Integrating,

S = S0(T) + ∂εs

∂T
E2

8π
, (20)

where S0(T) is the entropy in the absence of a field. Thus

�S = ∂εs

∂T
E2

8π
. (21)

For an ER fluid, �S < 0; this obviously requires that
∂εs/∂T < 0. The static dielectric constant εs of an ER fluid
is the dielectric constant at ω = 0. Thus, it can be expressed
from Eq. (1) as

εs = ε∞(1 + K). (22)

Assuming that both εsm and εsp are functions of T,

dεs

dT
=

[
1 + 3� + 54�2εsm

(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

]
dεsm

dT

− 27ε2
sm�2(εsp − 4εsm)
(2εsm + εsp)3

dεsp

dT
. (23)

For polar liquids, dεsm/dT is always less than zero.
So, if εsp > 4εsm and dεsp/dT > 0, dεs/dT would be less
than zero under any conditions; if εsp > 4εsm, dεsp/dT < 0,
the situation becomes complicated, and the ER effect is still
theoretically possible if

(
dεsp

dT

) / (
dεsm

dT

)

<
(1 + 3�)(2εsm + εsp)3 + 54�2εm

(
ε2

sp − 1.5εsmεsp − ε2
sm

)
27�2ε2

sm(εsp − 4εsm)
.

However, the possibility is low because the entropy de-
crease is not so large (the particles contribute positively)
and the ER solidification process would need a much larger
decrease in entropy to form a body-centered tetragonal
crystalline structure. So, only the weak ER effect or even
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no ER effect would be generated. If the value of ( dεsp
dT )/( dεsm

dT )
is larger than the value of

(1 + 3�)(2εsm + εsp)3 + 54�2εm
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
27�2ε2

sm(εsp − 4εsm)
,

dεs
dT would be larger than zero, a negative ER effect, i.e., a
decrease in the viscosity of the fluid as the applied electric
field increases, would be observed. If εsp < 4εsm, dεsp/dT
is unlikely to be less than zero because a small dielectric
constant is generally due to polar group orientation, as
well as electronic and atomic polarization. For a polar ma-
terial that has a comparatively small dielectric constant,
its dεsp/dT, likely of the same order as dεsm/dT, would be
larger than zero (41). So the ER effect might also be gener-
ated but would still be very weak. Here, we just concentrate
on the positive ER situation, dεsp/dT > 0.

According to the Clausius–Mossotti formula, the static
dielectric constant ε of a pure material can be expressed as
(47)

ε − 1
ε + 2

= 4
3

πN(αe + αa + αi + αd), (24)

where αe, αa, αi, and αd are the polarizabilities of the elec-
tron, atom, ion displacement, and dipole rotation; and N
is the number of molecules per unit volume. For a solid
material, dipole polarization is negligible because solidifi-
cation usually fixes the molecule with such rigidity in the
lattice that little or no orientation of the dipole occurs in
an electric field (41). Thus for ER particles,

εsp − 1
εsp + 2

= 4
3

πN (αe + αa + αi). (25)

In a very high frequency region, Eq. (25) leads to

ε∞p − 1
ε∞p + 2

= 4
3

πN (αe + αa). (26)

Differentiating Eq. (25) with respect to T,

3
(εsp + 2)2

dεsp

dT
= 4

3
π (αe + αa + αi)

dN
dT

+ 4
3

π N
dαi

dT
. (27)

Because 1
N

dN
dT = −3β, where β is the material’s linear co-

efficient of expansion, Eq. (27) can be rewritten as

dεsp

dT
=

[
−3

εsp − 1
εsp + 2

β + 4πN
3

dαi

dT

]
(εsp + 2)2

3
, (28)

where αi = 2q2

k , k = 2M(n− 1)q2rn−1
0

3rn+ 2 [see (47)], q is the ion
charge, k is the elastic bonding coefficient between two ions
of opposite sign of charge, M and n are constants, and r0

and r are the equilibrium distance and the distance be-
tween the two ions. Assuming that the αi and k are func-
tion of temperature due to the fact that r would change

with temperature,

dαi

dT
= −αi

k
dk
dT

, (29)

dk
dT

= −(n + 2)k
1
r

dr
dT

. (30)

By definition, 1
r

dr
dT = β. From Eq. (26),

dαi

dT
= αi(n + 2)β = 3

4πN

(
εsp − 1
εsp + 2

− ε∞p − 1
ε∞p + 2

)
(n + 2)β.

(31)

Inserting Eq. (31) into Eq. (28) and assuming εsp − 1
εsp + 2 = ps

and ε∞p − 1
ε∞p + 2 = p∞,

dεsp

dT
= [

(n − 1)ps − (n + 2)p∞
] (εsp + 2)2β

3
. (32)

Only when ps
p∞ > n+ 2

n− 1 , would dεsp/dT be larger than zero.
This requirement leads to

εsp − ε∞p

εspε∞p
>

1
n

≈ 0.1 (33)

because for most materials, n ≈ 10 [see (47)]. Equation (33)
is the dielectric requirement for an ER particulate
material.

The conductivities of most ER particulate materials are
comparatively low, and one would assume that the particle
dielectric loss results just from ion displacement polariza-
tion. The dielectric loss due to ion displacement polariza-
tion can be calculated from the absorption current. Assum-
ing that the initial conductivity of an ER particle material
is σ0 the absorption current can be expressed as σ0e

−t/θ , t is
time, θ is a time constant, θ = εsp + 2

εs∞ + 2 τ , τ is the relaxation
time, thus under an oscillatory electric field E = E0eiω t, the
induced current density di due to ion displacement polar-
ization can be expressed as (47)

di = σ0

∫ t1

−∞

dE
dt

e− t1−t

θ dt = iω σ0 E0

∫ t1

−∞
eiω t− t1−t

θ dt

= iω θσ0

1 + iω θ
E0e− t1

θ e
1+i ωθ

θ ,

= ω 2θ2σ0

1 + ω 2θ2
E0eiω t1 + i

ω θσ0

1 + ω 2θ2
E0eiω t1 , (34)

where t1 is a constant. The first term of this equation has
the same phase as the applied electric field, can be called
the ohmic component dio, and would contribute to the di-
electric loss; the second term has a (π/2) phase difference
from the electric field, can be called the capacitive com-
ponent dic, and contributes just to polarization. Because
atomic and electronic polarizations also contribute to the
capacitive current density and the general relationship
between the induced current density d and the dielectric
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constant ε is d = ωεE0
4π

, the current density due to these two
kinds of polarization dae can be expressed as dae = ωε∞p E0

4π
.

Then, the total capacitive current density dc can be written
as

dc = dic + dae = ω

(
ε∞p

4π
+ θσ0

1 + ω 2θ2

)
E0. (35)

According to the definition, the dielectric loss tangent tgδ

in given by

tgδ = dio

dc
= ω θ2σ0

ε∞p

4π
(1 + ω 2θ2) + θσ0

. (36)

The total dielectric constant ε is given by

ε = dc

ω E0
4π = ε∞p + 4πθσ0

1 + ω 2θ2
. (37)

In a dc field (ω = 0),

εsp = ε∞p + 4πθσ0. (38)

Inserting Eq. (38) into Eq. (36),

tgδ = ω θ (εsp − ε∞p)
εsp + ε∞pω 2θ2

. (39)

Equation (39) is a general expression for a solid material
of very low conductivity and marked ionic displacement
polarization. Differentiating Eq. (39) with respect to ω, tgδ

has a maximum value,

tgδmax = εsp − ε∞p

2√
εspε∞p

. (40)

Comparing this with Eq. (33),

tgδmax >
εsp − ε∞p

εspε∞p
> 0.1. (41)

For many ER particle materials, √
εspε∞p is always larger

than 2. Equation (34) indicates that the suspended parti-
cles can become ordered in an electric field only when the
maximum value of the dielectric loss tangent is larger than
0.1, which matches exactly the empirical criterion obtained
experimentally.

In conclusion, from the basic fact that the entropy of an
ER fluid is greatly reduced after an electric field is applied,
one may theoretically find that the maximum value of the
dielectric loss tangent of the dispersed particles should
be larger than 0.1, which agrees well with experimental
results. The negative ER effect becomes possible only if
dεsp/dT < 0.

THE MECHANISM OF THE ER EFFECT

It is found experimentally and theoretically that both the
large dielectric loss and the large dielectric constant of
dispersed particles are very important for the ER effect.

Interfacial polarization is also crucial. What is the rela-
tionship between interfacial polarization and the dielec-
tric constant and loss of dispersed particles? Why can ER
particulates form a fibrillated structure?

As shown in Fig.1, the total polarization P of a hetero-
geneous material can be expressed as

P = Pi + Pd + Pa + Pe. (42)

Correspondingly, the total dielectric constant ε can be ex-
pressed as

ε = εs + εi + εd + εa + εe,

= εs + εi + εd + ε∞, (43)

where εi, εd, εa, and εp are artificially regarded as the di-
electric constant induced by the interfacial, Debye, atomic,
and electronic polarizations, respectively; εs is the static
dielectric constant; and ε∞ = εa + εe, is the high-frequency
dielectric constant. As stated before, the dipole orientation
contribution of solid particulate materials can be negligi-
ble; thus, Eq. (43) can be written as

ε = εs + εi + ε∞. (44)

The dielectric constant and the dielectric loss are not in-
dependent, and the dielectric loss originally results from
slow polarization, interfacial polarization in this case. A
large dielectric loss tangent for an ER suspension would
mean that the ratio of εi to ε is large. Obviously, the large
dielectric loss of dispersed particles would result in a large
dielectric loss for the whole suspension and then high inter-
facial polarization. So, interfacial polarization stems from
the dielectric loss of dispersed particles. No obvious inter-
facial polarization is expected if the particulate material
does not have a marked dielectric loss.

One typical feature of ER fluids is that ER particles can
fibrillate between two electrodes; however, non-ER parti-
cles cannot do so. In the primary stage, ER and non-ER
particles have almost same microstructures— the particles
randomly distribute in the medium or stochastically form
some clusters. After they are exposed to an external elec-
tric field, why do they behave quite differently? A major
difference between ER and non-ER particles is that the
dielectric loss tangents of many ER particulate materials
are comparatively higher, around 0.10 at 1000 Hz., that
is, ER suspensions usually have large interfacial polariza-
tions. Why does the large interfacial polarization produce
a difference between ER and non-ER particles? Because
the interfacial polarization is originally associated with
bounded surface charges, one has to presume that large
amount of surface charge can make ER particles turn in
the direction of an external electric field. The non-ER parti-
cles, however, cannot turn due to the lack of surface charge.
Although they still can be polarized, the total interparti-
cle force would be canceled out owing to the diversity of
particle dipole vectors (see Fig. 13).

Generally, surface charge is associated with the mate-
rial’s dielectric loss and can be produced by the follow-
ing mechanisms (46,48): (1) Debye polarization from dipole
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Figure 13. Schematic illustration of ER and non-ER particle be-
havior before and after an external electric field is applied. (a) ER
particle; (b) non-ER particle [reproduced from (49)].

orientation; (2) interfacial polarization (Maxwell–Wagner
polarization) from the displacement of charge carriers
across a microscopic distance; and (3) leakage conduction
from the formation of space charges. The two former effects
do not involve any transfer of charge carriers between the
dielectric and the electrodes and would contribute to the di-
electric absorption; the latter would scale the space charge
movement between the dielectric and the electrodes. So the
net surface charge of a dielectric would be determined by
the former two mechanisms. Because Debye orientation
can be overlooked in ER systems, the net surface charge
can be produced only by interfacial polarization and can be
calculated from dc absorption current measurement. Hao
and Xu (40) experimentally proved that even in a very weak
electric field Ecr = 12V/mm, a particle can turn to align in
the direction of the applied electric field if large interfacial
polarization can be generated. ER particles turning in an
electric field were also detected by using X-ray diffraction
(50).

Obviously, after ER particles turn in the direction of an
electric field, the interparticle force would be determined
mainly by how much the particles are polarized, that is the
value of particle dielectric constant. So, the mechanism of
the ER effect contains two steps: first, the particles turn
in the direction of the applied electric field; second, the
particles bind together due to polarization. The first step
is controlled by the dielectric loss of the dispersed particles,
and the second step is controlled by the dielectric constant.

THE YIELD STRESS EQUATION

According to the ER mechanism proposed, the entropy
change in an ER system obviously includes two parts: the
particle configurational entropy, which represents the en-
tropy change from the randomly distributed particle state
to the body-centered tetragonal (bct) crystalline state; the
other is the entropy change from the very weak interpar-
ticle force state to the exceptionally strong interparticle
force state. The former would contribute to the particle
arrangement, whereas the latter would contribute to the
ER effect and is originally induced by interfacial polariza-
tion. In the first part, interfacial polarization could be pre-
sumedly thought not to take place, and the interparticle

∆U, ∆S

Electric field
b.c.t crystalline

(solid state)

b.c.t lattice

ER suspension
(liquid state)

Step I Step II

∆S1∆U1 ∆U2 ∆S2

Figure 14. Schematic of the hypothesized two-step process dur-
ing the solidification transition of an ER suspension in an external
electric field [reproduced from (55)].

force could be negligible because it is extremely weak in
this state; in the second part, interfacial polarization takes
place, making the already well-arranged particles become
strongly correlated. This hypothesized process is schemat-
ically illustrated in Fig. 14. To determine the yield stress
of an ER suspension, one has to know the internal en-
ergy and entropy changes of the second step, �S2 and �U2,
respectively. Obviously,

�S2 = �S− �S1, (45)

�U2 = �U − �U1. (46)

Integrating Eq. (18),

U = U0 (T ) + E2

8π

(
εs + T

∂εs

∂T

)
, (47)

where U0 (T) represents the internal energy of an ER sus-
pension in the absence of an electric field. Thus, the in-
ternal energy change �U due to the applied electric field
is

�U = E2

8π

(
εs + T

∂εs

∂T

)
. (48)

Substituting Eqs. (22), (23) into Eq. (48),

U = U0 + E2

8π

[
(1 + 3�)

(
εsm + T

dεsm

dT

)

+ 27�2ε2
sm(εsp − εsm)

(2εsm + εsp)2

+ 54�2εsmT
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

dεsm

dT

− 27�2ε2
smT(εsp − 4εsm)

(2εsm + εsp)3

dεsp

dT

]
. (49)

For step 1, we assumed that interfacial polarization does
not take place, which is likely only under the condition
εsm = εsp. Then, the static dielectric constant of this as-
sumed system, according to Eq. (22), is εsm(1 + 3�). Thus,
the influx of electric energy into the assumed system for
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arraying disordered particles to form the very loose bct.
lattice can be expressed, analogous to Eq. (47), by

�U1 = (1 + 3�)
(

εsm + T
dεsm

dT

)
E2

8π
, (50)

and the entropy change

�S1 = (1 + 3�)
E2

8π

∂εsm

∂T
. (51)

Therefore, according to Eqs. (45) and (46),

�U2 = E2

8π

[
27�2ε2

sm(εsp − εsm)

(2εsm + εsp)2

+ 54�2εsmT
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

dεsm

dT

− 27�2ε2
smT(εsp − 4εsm)

(2εsm + εsp)3

dεsp

dT

]
, (52)

�S2 = E2

8π

[54�2εsmT
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

dεsm

dT

− 27�2ε2
smT(εsp − 4εsm)

(2εsm + εsp)3

dεsp

dT

]
. (53)

�U2 should be less than zero because the interparticle force
in the ER crystalline lattice is attractive. Thus, Eq. (52)
should be expressed as

�U2 = − E2

8π

[
−27�2ε2

sm(εsp − εsm)
(2εsm + εsp)2

− 54�2εsmT
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

dεsm

dT

+ 27�2ε2
smT(εsp − 4εsm)

(2εsm + εsp)3

dεsp

dT

]
. (54)

�S2 should also be less than zero; as in step 2, entropy
obviously decreases substantially and requires εsp > 4εsm

when dεsp
dT > 0 and εsp < 4εsm when dεsp

dT < 0. These are the
preconditions of Eq. (54).

Equation (54) gives the internal energy change per unit
volume of the whole suspension. For an ER suspension of
volume V, particle volume fraction φ, and particle diameter
r, the number of particles N in this volume is

N = Vφ

4
3

πr3
= 3Vφ

4πr3
. (55)

Then, the interparticle energy Uip is

Uip = �U2V
N/2

= 8πr3�U2

3φ
. (56)

2r

6r 6r

Figure 15. Schematic of the unit cell of a bct lattice formed by
ER particles in an electric field. The radius of the particle is r
[reproduced from (55)].

The free volume per particle Vfp in an off-state electric field
is

Vfp = V − Vφ

N
= 4πr3(1 − φ)

3φ
. (57)

It is known that ER particles in an electric field form fib-
rillation chains of a bct. lattice. The unit cell of a bct.
lattice is schematically illustrated in Fig. 15. One center
particle, which belongs to a different chain class, would
have eight nearest neighbor particles at the interparticle
distance 2r; besides, one center particle, which belongs to
the same chain class, also has another six nearest neigh-
bor center particles also at the interparticle distance 2r.
So, the total energy Uit for one particle in the unit cell

Uit = (8 + 6) × Uip = 112πr3�U2

3φ
. (58)

Because a particle cannot freely leave the cell of the lattice,
the free volume per particle in an electric field, VfE, would
become

VfE = Vfp −
(

2r × √
6r × √

6r
2

)
= 4πr3(1 − �) − 18�r3

3�
.

(59)

Note that there are two equivalent particles in one unit
cell. Assuming that the yield stress τ y is the force that
can drive one particle to move within the free volume per
particle (51),

τy = |Uit|
VfE

= 112π

4π (1 − �) − 18�
|�U2|

= 14E2

4π (1 − �) − 18�

[
−27�2ε2

sm(εsp − εsm)
(2εsm + εsp)2

− 54�2εsmT
(
ε2

sp − 1.5εsmεsp − ε2
sm

)
(2εsm + εsp)3

dεsm

dT
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+ 27�2ε2
smT(εsp − 4εsm)

(2εsm + εsp)3

dεsp

dT

]
. (60)

Equation (60) presents a correlation between the yield
stress of an ER suspension and the physical parameters of
the suspension materials. One can easily obtain the yield
stress value if all of the parameters are already known.
Equation (60) can be further developed to a more mean-
ingful form. According to the Clausius–Mossotti equation,
the liquid media used in ER fluids are usually nonpolar,
and then,

dεsm

dT
= − (εsm − 1)(εsm + 2)

3
βm, (61)

where βm is the linear expansion coefficient of the liquid.
Assuming ξ = εsp/εsm and substituting Eqs. (32) and (61)
in Eq. (60),

τy = 126�2 E2

4π (1 − �) − 18�
−

[
3εsm(ξ2 + ξ − 2)

(2 + ξ )3

+ 2βmT(ξ2 − 1.5ξ − 1)
(
ε2

sm + εsm − 2
)

(2 + ξ )3

+ Tβp p(ξ − 4)(εsmξ + 2)2

(2 + ξ )3

]
. (62)

where p = [(n − 1)ps − (n + 2)p∞]. Once the parameters
are known, Eq. (62) gives the yield stress value of the ER
fluid. First, let us take a look at how the particle-to-oil
dielectric constant ratio ξ changes the yield stress of an
ER fluid on the basis of Eq. (62). Assuming that dεsp/dT
is 0.40 and βp p = 3.82 × 10−4 (both are typical values for
ER systems based on the experimental data), one can get
the numerical relationship between the yield stress and the
particle-to-oil dielectric constant ratio of the silicone oil ER
system, which is shown in Fig. 16. Figure 16 clearly shows
that the yield stress dramatically increases as ξ increases
at a low particle-to-oil dielectric constant ratio; however,
the yield stress gradually levels off after ξ is higher than
60. The sharp increase in yield stress takes place in the
range of ξ < 50, indicating that materials whose static di-
electric constant is around 150 would potentially display
the best ER effect and materials that have a larger static
dielectric constant would not always display a good ER ef-
fect if other properties are not beneficial to the ER effect.

Note that this conclusion is derived under the assump-
tion that the parameter p has a positive value. If p is
negative, the larger particle-to-oil dielectric constant ra-
tio would not generate a larger yield stress. According to
the definition and assuming that εsp − ε∞p = A,

p = 3(n − ε∞p)A− 3ε∞p(ε∞p + 1) + 6
(ε∞p + 2)2 + (ε∞p + 2)A

. (63)

If ε∞p is not so large (less than 10 for most small dielec-
tric constant materials), 3(n − ε∞p) is always larger than
(ε∞p + 2), and thus p would increase as A increases, that
is, the ER effect would increase approximately with the dif-
ference between the dielectric constants below and above

the relaxation frequency; this was already found experi-
mentally by Ikazaki and Kawai (31,32). For a solid ma-
terial whose leak conductivity is σ , initial conductivity is
σ0, and relaxation time related constant is θ , it is known
that (47)

εsp − ε∞p = 4πθσ0 (64)

and

tgδ = σ (1 + ω 2θ2) + ω 2θ2σ0

ε∞pω

4π
(1 + ω 2θ2) + ω θσ0

. (65)

Thus,

A = 4πθσ0 =
4π (1 + ω 2θ2)

(
ε∞pω tgδ

4π
− σ

)
ω 2θ − ω tgδ

, (66)

where ω is the field frequency and tgδ is the dielectric
loss tangent of the solid material. Equation (66) indicates
that A obviously increases as tgδ increases, provided that
ω θ > tgδ ( this always holds because A should have a pos-
itive value). Differentiating Eq. (66) with respect to σ , one
would find a maximum value for A at

σ =

(
ε∞pω

4π

dtgδ

dσ
− 1

)
ω 2θ + ω tgδ

ω
dtgδ

dσ

, (67)

because the second derivative of A with respect to σ , d2 A
dσ2 ,

is negative. Considering that ω θ > tgδ and ε∞p ω

4π

dtgδ

dσ
� 1,

σ ≈ ε∞p ω2θ

4π
. For solid materials, one would assume that

Debye polarization cannot occur and the dielectric ad-
sorption phenomenon stems just from ion polarization;
at ω = 1

θ

√
εsp
ε∞p

, ion polarization-induced tgδ would reach
at a maximum value (47). Then, parameter A also
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Figure 16. The numerical relationship between the normalized
yield stress, τy[4π (1 − �) − 18�]/�2 E2, and the particle-to-oil
dielectric constant ratio ξ at room temperature for the silicon oil
ER system based on Eq. (62) [reproduced from (55)].
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reaches a maximum value. Thus, σ ≈ εsp
4πθ

, which indi-
cates that the yield stress for different dispersed solids
would peak at different particle conductivities. In the
poly(acenequinones)/silicone oil system, the yield stress,
it was found, peaks at a particle conductivity around
10−5 S/m (7). However, in the oxidized polyacryloni-
trile/silicone oil system, the maximum value of the yield
stress occurs near 10−7 S/m (52). According to the dielectric
data presented in each paper, the optimal conductivity
(σ ≈ εsp

4πθ
) is crudely estimated at 0.22 × 10−5 S/m for the

former system and 0.88 × 10−7 S/m for the latter system,
in good agreement with experimental results.

The temperature dependence of the yield stress can also
be qualitatively analyzed using Eq. (62). Because σ and
tgδ are more sensitive to temperature than the dielectric
constant, one would still center on the temperature depen-
dence of the parameter p. The conductivity of most solid
dielectric materials would exponentially increase with
temperature. Thus, the conductivity, rather than other
parameters, would be a main variable and surely makes
a big contribution to the yield stress as temperature varies
[see Eq. (62)]. The yield stress would also go through a
maximum value at the temperature where the conductivity
reaches its optimal value. It was found experimentally that
the yield stress first increases and then decreases with
temperature (53,54). Accordingly, the yield stress would
decrease with temperature if the conductivity of the solid
particles were already larger than the optimal value, and
the yield stress would increase with temperature if the
conductivity were lower than the optimal value; this was
also experimentally found before (54).

The relaxation time constant θ would also influence
parameter A, and finally p substantially. From either
Eqs. (64) or (66), one would find that p increases as θ in-
creases, that is, the ER effect would be stronger if dielec-
tric relaxation is slower. However, too slow a relaxation
time (then slow response time) would make the ER fluids
become useless. Generally, a ER response time around 1
millisecond is favorable, thus requiring that the relaxation
time is of the same timescale, that is, a dielectric relaxation
frequency around 103 Hz. Block thought that the polariza-
tion rate would be important in the ER response process
and that polarization too fast or too slow is not good for
an ER effect (7). Ikazaki and Kawai found experimentally
that the ER fluids whose relaxation frequencies are within
the range of 100–105 Hz would exhibit a large ER effect
(31,32), supporting our derivation.

CONCLUSION

The dielectric properties of ER fluids are thoroughly ad-
dressed in this article. Among the polarizations (electronic,
atomic, Debye, and interfacial) that occur in ER fluids in
an electric field, it is found experimentally that interfa-
cial polarization contributes to the ER effect and that the
Wagner–Maxwell equation, which deals with interfacial
polarization in heterogeneous systems can describe the di-
electric phenomena observed in ER fluids. The dielectric
loss of a dispersed particulate material, it is found, plays an
important role in ER systems, and the dielectric constant

becomes dominant only when the dielectric loss tangent
is larger than 0.10 at 1000 Hz. This empirical criterion
for selecting an ER solid has a firm physical basis—it is
the precondition for the entropy decrease commonly ob-
served in ER systems. Theoretically, one also can come to
the same conclusion if we assume that the entropies of the
ER systems would greatly decrease, as ER fluids change
from a randomly distributed suspension state to a body-
centered-tetragonal crystal state after an external electric
field is applied. The mechanism of the ER effect consists of
two steps. The first is the particle turning process, which
is controlled by the particle dielectric loss; the second is
the particle’s strong interaction, which is controlled by the
dielectric constant. The entropy change in ER systems ob-
viously includes two parts: One is the particle configura-
tional entropy, which represents the entropy change from
the randomly distributed particle state to the bct. lattice
state; the other is the entropy change from the very weak
interparticle force state to the exceptionally strong inter-
particle force state. The former contributes to particle re-
arrangement, and the latter contributes to the ER effect,
which, it is thought, is originally induced by interfacial po-
larization. On the basis of this physical picture of the ER
mechanism, a general form of a yield stress equation is de-
rived from the internal energy and entropy changes of an
ER fluid in an external static electric field. The yield stress
equation can give very good predictions in accordance with
the previous results obtained so far.

The yield stress equation involves a very important pa-
rameter p, which gives an appropriate expression for the
dielectric loss tangent criterion put forward before and dis-
tinguishes our equation from others. When p is positive,
the yield stress increases as the particle-to-medium di-
electric ratio ξ increases; this is shown by the polarization
model and other models. However, the yield stress gradu-
ally levels off when ξ > 60. The sharp increase in the yield
stress takes place in the range of ξ < 50, indicating that
materials that have a static dielectric constant around 150
would potentially display the best ER effect (in the PDMS
oil system) and materials that have a larger static dielec-
tric constant would not always display a good ER effect if
other properties are not good for the ER effect. When p is
negative, the suspension would give a weak or even no ER
effect. To make the value of p as large as possible, very slow
relaxation time and suitable particle conductivity are es-
sential. To obtain a good ER fluid, from Eq. (62), one should
use a liquid medium and a solid material that have high
dielectric constants (a large dielectric constant ratio of the
solid to the liquid). In addition, the solid must have a large
dielectric loss tangent (a maximum value at least larger
than 0.1) to keep the parameter p positive.
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ELECTRORHEOLOGICAL MATERIALS
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INTRODUCTION

Electrorheological (ER) materials are materials whose
rheological properties, flow and deformation behavior in
response to a stress, are strong functions of the electric
field strength imposed upon them. The materials are typ-
ically fluids in the absence of an electric field (although
they may be pastes, gels, or elastomers) but under con-
stant shear stress at high enough fields, the materials can
solidify into viscoelastic solids. In their solid state, various
properties of the solid such as shear and tensile strengths
and damping capacity, internal friction, and the ability
to adsorb energy under impact are also strong functions
of the electric field. Further, all physical and mechani-
cal changes induced by the applied field are virtually in-
stantaneously reversible upon removal of the field; such
a material can almost instantaneously be solidified and
liquefied by applying and removing the electric field. In
the liquid state during flow, these materials exhibit re-
sistivity to flow (or apparent viscosity) which can be in-
creased by hundreds or thousands of times by applying an
electric field. The materials can be compounded so that
viscosities are near that of water under zero fields but
approach infinity at very low shear rates under the
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influence of fields of the order of a few thousand volts/mm.
In the solid state, these materials can have shear strengths
of the order of 5,000–10,000 Nt/m2(1-2 lb/in2) in fields
around 5000 volts/mm. In brief, these are materials whose
mechanical properties and physical state are determined
at any instant by the electric field to which they are
exposed.

ER materials are typically dispersions of fine hygro-
scopic particles in a hydrophobic nonelectrically conduct-
ing dispersion medium (1). Particle sizes in the range of
0.1–10 µm are common, although particles much larger
have demonstrated ER effectiveness, and certain macro-
molecules in solution exhibit the effect. For example,
materials that work well as the dispersed phase include
such diverse materials as corn starch, various clays, sil-
ica gel, talcum powder, and various polymers. The fluid
phase also may consist of a very wide range of liquids
or greases which have the common properties of high
electrical resistivity (so that high fields may be applied
over the fluids without significant currents) and hydropho-
bicity. Liquids such as kerosene, mineral oil, toluene and
silicone oil work well as do many other fluids. With few
very significant exceptions, the vast majority of systems
also require that significant amounts of water (10–30%) or
other activators be adsorbed onto the particulate phase.
This requirement severely limited the potential use of
these materials. Dry particulate systems will be discussed
later.

Although it is not necessary for an appropriate disper-
sion to demonstrate ER activity, various other types of
additives, called activators, have been reported and are
commonly incorporated into the mixtures, including var-
ious surfactants, to enhance the effect and to increase the
stability of the dispersions. How they work is unclear, but
as will be discussed later, they most certainly affect the
particulate surface, the dispersing liquid, and the water
on the particles.

BACKGROUND

The phenomenon which ultimately became known as elec-
trorheology was first observed in the late 1800s by Duff (2)
and others, but it was not until the work of Winslow (3,4) in
the 1940s, 1950s, and 1960s that the engineering potential
and application of these materials began being fully recog-
nized. The most immediate and obvious applications in-
cluded torque transmission and damping or vibration con-
trol. Upon attempting to use these materials, however, it
was soon realized that a seemingly insurmountable obsta-
cle prevented their widespread use; the dispersed phase
required significant amounts of water to be adsorbed onto
the particles (1,4). Work proceeded to resolve this problem
by replacing the water with other substances such as gly-
cerol (5) and silanol (6), but the ER effect was substantially
reduced. In effect, it began to be accepted that adsorbed
water was necessary. The problem was resolved in the late
1980s (1,7) resulting in a tremendous increase in activity
within this field over the next decade and a considerable
increase in understanding the physics and chemistry of ER
suspensions.
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Figure 1. Rheological data for titanium dioxide/paraffin oil
(5 g/20 cm3) based ER fluids. The wet TiO2 is as-received and
the dried powder was maintained at 160◦C for 5 hours under a
liquid N2 trapped vacuum.

One of the first models was proposed by Winslow (4) and
follows from simple observations that particles in an ER
fluid align between the electrodes under an electric field in
static conditions. He hypothesized that under shear, these
chains would become distorted and break but would reform
again very rapidly. This could account for the increased
stresses but does not address fundamental questions con-
cerning the mechanism of interactions between particles,
although a polarization mechanism is mentioned. Klass
and Martinek (8) question this model because ER mate-
rials show activity in high-frequency ac fields and these
chains could not re-form at such speeds. Brooks et al. (9)
reported a timescale for fibrillation of around 20 s which is
much greater than the submillisecond responses reported
(8,10). Other notable discrepancies arise from the fact that
chaining is a trivial consequence of polarization of the par-
ticles, and therefore it would seem straightforward to in-
crease yield strengths by using particles of higher polariz-
abilities. However, as illustrated in Fig. 1, for an ERM that
contains TiO2 particulates and has a permittivity of 200,
when dried, chaining still occurs, but the fluid loses its ER
activity.

Another discrepancy arises from the fact that the
strength of particle interactions due to polarization ef-
fects in chaining is related to the permittivity difference
between the particles and liquid phase (11). This would
suggest that metal particles (if appropriately insulated)
would result in the strongest interactions between par-
ticles. Although this probably occurs, it is not reflected
in stronger ER activity. Although there are some reports
that metal particle systems are ER active, the strengths
are quite low. This and other information suggest that
mechanisms other than particle bulk polarizabilities must
be involved in a major way in ER activity. An extension
of this idea proposes that the particles that interact
coulombically flow as clusters, but in static situations,
will bridge the electrodes (12,13). Neither of these ad-
dresses the basis for particulate interactions on a molecu-
lar level.
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The particles by themselves and/or in conjunction with
the dispersing media must interact with the electric field
for the particles to align, provide yield stress, and hold
the clusters together. The particles and liquids can inter-
act independently with the field by virtue of their inherent
electrical and dielectric properties, and/or the components
can act cooperatively by virtue of the electrical double layer
(14,15) which develops around colloidal particles in a dis-
persing liquid, and/or by virtue of interfacial polarization
which develops due to mobile charges at the interface of
the two materials (16,17). The latter situations are most
commonly considered related to ER activity, but it is not
clear to what extent these two are interrelated or in fact
may be part of the same mechanism. Part of the confusion
comes from the fact that although the basis for interfacial
polarization is fairly well understood, theories related to
electrical double layers [which are well developed for sus-
pensions in electrolytic fluids (18)], are poorly understood
(19) for a nonconducting dispersing medium of which ER
fluids are an example.

Klass and Martinek (8,10) were the first to involve elec-
trical double layers in their explanation of ER activity.
They proposed that the diffuse portion of the double layers
would become polarized under the influence of the elec-
tric field and that the electrostatic interactions of these
distorted double layers require additional energy during
flow, especially in concentrated suspensions where the lay-
ers overlap. This energy is required due to repulsion of the
double layers, so that the particles cannot simply move in
a streamline but must have a transverse component that
gives rise to the additional dissipation of energy. They do
not explicitly discuss the function of the adsorbed water
even though without it, there would be no ER effect in
these systems; yet, double layers would still exist (19). An
interesting observation, based upon the relative permit-
tivities of the systems of particles they used and the rela-
tive ER effectiveness, is that the bulk dielectric properties
of the dispersed particles does not play an important role.
Interfacial and surface properties of the particles are much
more important in ER activity. This finding is also sup-
ported by others (8,10,20).

Schul’man and Deinega (21) focus more on orientation of
the particles and structures that may form in the electric
field. They invoke electrical double layers and associate
them with a surface-conducting layer on the particles (i.e.,
water) in a nonconducting fluid where ion exchange with
the fluid is presumably negligible. In this case, the mo-
bile charges responsible for the Maxwell–Wagner–Sillars
interfacial polarization also involve this water layer. The
charge carriers can move along this conductive film un-
der the influence of the electric field and give rise to an
MWS polarization. The moisture here serves an essential
function. Ion extension into the surrounding medium, the
dispersed double layer, may extend to various degrees, de-
pending on among other factors, the degree of conducti-
vity of this medium. In reality, we may speculate that
both mechanisms are probably involved in the ER phe-
nomenon. What is certain, however, is that if either of
them are correct, then the surface charge conductivity
introduced via the water certainly has a dramatic effect
on the character of the double layer. This must actually

be the case because the bulk conductivities of the sys-
tems increase many orders of magnitude for wet versus
dry particles (7), thereby suggesting significant ion trans-
fer to the medium when water is present versus without
it.

Uejima (20) presented dielectric measurements that
provided the most direct support for these mechanisms.
In these studies, he followed loss factor and dielectric con-
stant versus frequency for ER materials composed of cel-
lulose particles and various amounts of adsorbed water.
Specifically, he was observing the MWS interfacial disper-
sion that shifts to higher frequencies as the amount of wa-
ter on the particles is increased. This is reasonable for this
type of polarization (16,22) but has a number of other impli-
cations. The first is that the charge carriers involved in this
dispersion are characterized by a relaxational spectrum
whose characteristic times, temperatures, and presumably
distribution depend strongly on the amount and type of wa-
ter present (23). Whether the MWS dispersion disappears
as all the water is removed is an interesting mechanistic
question because in these inherently heterogeneous sys-
tems, a MWS dispersion should still exist (16,21,23), but
charge carriers may be of a different type.

Deneiga and Vinogradov (18) who also made dielectric
and rheological measurements, characterized this water
layer further by suggesting that upon increasing tempe-
rature and field, there is a corresponding rise in ER ac-
tivity and in the permittivity of the dispersions. However,
these quantities peak at some point, and beyond this peak,
the bulk electrical conductivity of the system begins to
increase dramatically. They suggest that a breakdown of
the hydrate layer occurs from both temperature and field
and results in lowering of the activation barrier for flow of
carriers between particles. A very important point implied
here is that the bulk conductivity may not be related to ER
activity and the preferred situation is to contain charges
on the particles by an infinite activation barrier between
particles, if this is possible. This speculation is further
supported by the work of Deinega and Vinogradov (18) on,
the relationships among ER activity, adsorbed water, and
bulk conductivity.

Using various modifications and extensions, virtually
all investigations continued to refine the basic concepts of
the electrical double layer extending into the liquid phase,
a conductive surface layer of water (or other surfactant)
on the particles that gives rise to lateral mobility of ions,
which are responsible for the classical Maxwell–Wagner–
Sillars interfacial polarization. All of them imply the pres-
ence of a conductive layer on the particles, most commonly
ions in the water, but none explained why the ER effect
disappears when the water is removed, even though the
double layer and the MWS interfacial polarization still pre-
sumably remain.

A major advancement occurred based on reports of par-
ticulate systems that produce ER active materials without
the need for adsorbed water or any water (7,24). This is crit-
ical in resolving the model because either the same mecha-
nism is operating both with and without water or, less
likely, that different mechanisms are operating. The impli-
cation here is very important because it suggests that the
mechanism responsible for ER activity can be an intrinsic
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Figure 2. Electrophoretic mobility for an ER material illustra-
ting one that has a net negative EPM. The best ER fluids have
curves whose maximum is around zero.

characteristic of the chemistry and physics of materials,
not due solely to extrinsic factors such as water.

The models proposed for this activity are similar to
those previously discussed but are modified in that the elec-
trical double layer is probably less dominant and the mo-
bile charge carriers are not a consequence of an adsorbed
electrolyte. In an article by Block and Kelly (25), more em-
phasis is put on the particle polarization which is really
identical to MWS interfacial polarization. Partially, sup-
port of this deemphasis away from the double layer is a
consequence of electrophoretic mobility (EPM) measure-
ments on the actual fluids, which indicate that the mate-
rials can be very active electrorheologically yet show no
significant EPM.

Further, it appears that systems that show significant
EPM are less active electrorheologically, (Fig. 2). A sug-
gestion here is that those mechanisms responsible for
EPM, fixed surface charges and a diffuse ion layer, are
different from those responsible for ER activity and in
fact oppose each other to some extent. Permanent fixed
surface charges cause attraction or drift of the particles
toward one electrode and create an oil or particle-free
layer adjacent to the other electrode, thereby giving an
apparent viscosity decrease. This also opposes formation
of particle-mediated shear transfer between the electrodes
which is necessary for ER activity. The mechanism res-
ponsible for ER activity, consistent with most others, is
the presence of mobile charges (ions or electrons) asso-
ciated with the particles that can move somewhat freely
within the particles but cannot move off of them, that
is, a low activation barrier for migration within a par-
ticle but an infinite barrier for motion away from the
particle.

The explanation for the activity of these dry systems is
based essentially on the presence of mobile charge carriers
intrinsic to the molecular character or chemistry of the
particles. This local mobility of the carriers on the parti-
cles is high, but mobility between particles should be very
low. In the anhydrous materials of Block and Kelly (1,25),
the carriers are presumably electrons because the particles

are semiconductors; in aluminosilicate systems, the charge
carriers are ions that are intrinsic to the chemistry of the
particles and are located on the surfaces (26). Surface here
includes the walls of the extensive interparticulate net-
work of channels and cavities inherent in the morphology
of the particles, which can constitute more than 97% of the
total surface area (27). An important distinction between
the two systems is that the bulk currents in the semicon-
ductor systems are very high (1,25), presumably because
electrons can more easily jump or tunnel between the par-
ticles and all are available to the outside surface of the
particles by standard conduction mechanisms. However,
in the zeolite systems, ions on the outer surfaces have a
much greater activation barrier to overcome to jump parti-
cles, but more important, most are contained within the in-
ternal structure of the particles and cannot migrate to the
outside surface; yet, they are mobile within the internal
labyrinth of channels and cavities afforded by the tremen-
dous porosity inherent in the morphology of the materials.
Apparent Maxwell–Wagner–Sillars interfacial dispersions
are observed in all dried zeolite systems, as illustrated in
Fig. 3. They all occur at very low temperatures.

Anhydrous polyelectrolyte systems are presumed to be
ER active by virtue of locally mobile ions that can move
within the environment of the chain coils or along a chain
(28) but are not free to move easily between chains. It has
been shown that ER activity is primarily a function of the
pK of various polyelectrolytes (29).

MATERIALS

Although the number of materials that can produce ER ac-
tive suspensions is almost infinite, it is well understood
that for most, the phenomenon is a consequence of an
extrinsic component, most commonly adsorbed water (or
some other electrolyte) that contains various surfactants
added, and has nothing or little to do with the chemistry
of the particles. There are, of, course properties of the ma-
terials that are beneficial in producing better ER materi-
als such as particle porosity, high surface areas, and high
affinity for water, but the ER mechanisms are not related
to the particle chemistry. Such “wet” or extrinsic systems,
most of which were summarized by Block and Kelly (1),
were known for many years, and it was as well realized
that the water severely limited the potential application of
ER technology. Some of the reasons are listed here.

1. Thermal runaway currents, although small, but at
the high voltages required cause i2 R heating which
drives off some water, which, in turn, increases the
current which increases i2 R heating which drives off
more water which increases the current, etc., until
virtually all the water is off, and the fluid no longer
works.

2. Relatively high currents and therefore high powers
needed.

3. Limited operating temperature range due to freezing
and boiling of the water.

4. Electrolysis
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Figure 3. Dielectric dispersion due presumably to MWS interfacial polarization for 4A zeolite.

5. Corrosion of devices containing fluids
6. Instability of fluids with time and operation
7. Irreproducibility of different batches
8. Solid mat formation upon settling due to interparti-

culate hydrate bond formation.

Other important considerations certainly exist, which
will emerge as applications are developed, such as cost,
environmental acceptability, raw material availability,
settling in low shear applications, plating of particles on
one or both electrodes, sealing, effect on pumps, breakdown
of particles upon shear of polymeric particles, adsorption
of water, and contamination. The items listed before, how-
ever, are those associated directly with the presence of ad-
sorbed water.

Because of the discovery of water free or “intrinsic” sys-
tems, a number of immediate improvements were realized;
many had to do specifically with the water. Some of these
are listed here:

1. Thermal runaway eliminated, because no water or
other adsorbent is required.

2. Low currents. Currents 103 to 106 lower as a result of
dryness; currents are in the range of microamps/cm2,
or nanoamps/cm2 instead of milliamps/cm2 for alumi-
nosilicate particulate systems. Drastic reductions in
current do not occur in semiconductor systems.

3. Expanded temperature range. Zeolite-based fluids
operate from −60 to 350◦C when dispersed in sili-
cone oil.

4. Electrolysis eliminated. Electrolysis does not occur
because water is not present and is not needed.

5. Corrosion eliminated. Corrosion does not occur be-
cause water is not present.

6. Instability improved. A major cause of instability is
loss of water due to operation or heating.

7. Irreproducibility substantially improved. Variability
of water is a major source of difficulty in formulating
water-based fluids.

8. Solid mat formation and settling substantially re-
duced.

An important additional consequence of these discover-
ies implies that mechanisms responsible for ER activity
can be associated with the basic chemistry and physics
of the particles. Thus, once these mechanisms are under-
stood, materials can be synthesized specifically to optimize
these mechanisms and improve ER properties in an intel-
ligent manner.

It is realized that many continue to work on “wet” sys-
tems, mostly because it is relatively easy to improve proper-
ties to a limited extent. However, we consider that this is a
very limited and interim approach because prior attempts
to use this method to improve properties substantially in
the 1950s and 1960s resulted in virtually complete failure.
However it was also realized then that the water made the
materials impractical for the most part.

Extrinsic ER (Wet) Systems

Extrinsic ER fluids are suspensions that require adding
some substance other than the particles and matrix liquid
to make the ER fluid function. This specifically refers to the
particulate phase because most solids in suspension do not
themselves result in ER active suspensions. Substances
that are added to make a suspension ER active are some-
times called activators and may include many additives
such as surfactants which are added to stabilize a suspen-
sion against settling. The most well known and effective
is water, although many others have been reported (1).
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Although virtually any particle can be made ER active by
adsorbing sufficient water onto it, the actual function of
the water is still not known. Theories proposed include
that water bridges form that tie the particles together. An-
other proposes that the high dielectric constant (30) creates
a stronger dipolar interaction between particles. Another
suggests that water modifies the electrical double layer,
and another that it increases the current. Whatever the
reason for the effect of adsorbed water, it undoubtedly is
the most effective activator. Yet, as explained previously,
adsorbed water severely limits the commercial value of the
phenomenon.

Intrinsic ER(Dry)Systems

Electrorheological fluids that operate without the need for
adsorbed water on the particulate phase can be classified
as follows:

1. ionic conductors
2. semiconductors
3. polyelectrolytes
4. solutions

Ionic Conductors. The main particulate systems in this
category are alumino silicates, or zeolites. The particles
are highly porous and contain numerous cavities and in-
terconnecting channels such that around 97% of the total
surface area of the particles is contained within the par-
ticles, that is, the walls of the cavities and channels (26).
The dimensions of the cavities and channels can be varied
by synthetic methods and by varying the aluminum/silicon
ratio. Cationic charge carriers arise from the requirement
for stoichiometry when some tetravalent Si atoms are re-
placed by trivalent Al without disrupting the crystal struc-
ture. Thus, an Al at the center of a tetrahedron that has
oxygens at the vertices can bind to only three of these
oxygens, leaving one unbonded and a net negative charge
in the structure. This negative charge is balanced by in-
troducing of cations into the system. These cations, how-
ever, cannot fit into the closely packed crystal structure
and therefore must reside on the surfaces of the cavities
and channels. Thus, the cations are present as a conse-
quence of the chemistry of zeolites (not the presence of
an electrolyte such as water), and they are mobile be-
cause they are on surfaces that are primarily internal and
not confined within the crystal structure. Common uses
of zeolites are as molecular sieves because they can syn-
thetically control the channel dimensions, and as ion ex-
change materials due to the presence of unbonded cations
that readily exchange with other cations in an aqueous
suspension.

The intrinsic ER activity of these materials is associ-
ated with the presence of these cations which presumably
can move locally under the influence of an electric field.
Such materials are susceptible to modification partly by
varying the Si/Al ratio, by incorporating atoms other than
aluminum, and by varying the types of cations. These
materials have been available commercially for years as
molecular sieves.

Semiconductors. Most of the work in this area has been
performed by Block and associates (24,25) using various
polyacene quinone radicals (PAQR) and recently polyani-
line. PAQRs are not available commercially but can be pre-
pared by the method described by Pohl (12). The mech-
anism of activity for these materials is associated with
the electronic charge carriers that can move locally un-
der the influence of an electric field. A characteristic of
these materials, associated with electron-mediated ER ac-
tivity, is relatively high bulk current due to the relative
ease with which electrons may jump or tunnel between
particles.

Although there are many types of semiconductors that
can be used to make ER materials, many are ineffective or
only a few are effective when dried. The reasons for this
may be related to the size of the energy band gaps, the
charge mobility, and/or charge concentration, although I
know of no studies reported in this regard.

Notable materials that fall into this category are
the commercially available “carbonaceous” ER fluids of
Bridgestone. The particulates in these fluids are presum-
ably sythesized by the controlled pyrolysis of polymer(s).
The most commonly used, although it is unknown what is
used in the Bridgestone fluid, is polyacrylonitrile.

Photoconductors represent an interesting group of semi-
conductors that can be used to make ER materials. In
this instance, many fluids that are inactive or weakly ac-
tive can show much enhanced ER activity when exposed
to the correct frequency of light (30,31). Phenothiazine
demonstrates this rather dramatically, even when dried.
Photoelectrorheological materials (PHERM) represent the
clearest proof of the relationship between charge mobility
and ER activity because exposing such materials to light
produces a tremendous increase in the number of free elec-
tronic charge carriers.

Polyelectrolytes. Although many types of polyelec-
trolytes have been used in ER materials (poly lithium
methacrylate is the most well documented), most require
adsorbed water to function, presumably to dissociate the
cations from the macroions. Treasurer (29) evaluated var-
ious polyelectrolytes that are commercially available as
ion exchange resins and reported that many function with
greatly reduced amounts of water. These were all dried at
120◦C under vacuum for 4 days but retain between 0.1 and
2% water. No correlation was found between the ER acti-
vity and residual water; however, a strong correlation ex-
ists between the dissociation constant pK and ER activity.
Another interesting observation was that some systems
were ER active at 23◦C and 100◦C, some were inactive
at both temperatures, and some were inactive or weak at
23◦C but showed much enhanced activity at 100◦C. Ma-
terials that have high and low pKs demonstrated activity
at both temperatures. Materials that have intermediate
pKs showed partial or no activity, and materials that were
acidified, that is, contained no cations, showed activity at
100◦C but not at 23◦C. A common feature of these latter
materials was that they all contained quatenary ammo-
niums, but no reason is given for the relationship to ER
activity.
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The mechanism for ER activity in these dried materials
is presumably due to cations which, even in the absence
of an electrolyte, can move locally within the confines of
a chain coil in the presence of an electric field but cannot
move outside the coil into the surrounding liquid (28). Di-
rect evidence for this has not been obtained, but dielectric
dispersions associated with interfacial polarization have
been detected and are presumably due to these locally mo-
bile ions.

Systems that contain polymers as the dispersed phase
are very popular because the particles are soft and there-
fore reduce abrasion, because of the relatively low density
which will aid the settling problem, and because of the vast
body of knowledge on latex suspensions. Additionally, poly-
mers represent an almost infinite range of systems that can
be chemically customized for ER materials, once the basic
chemical mechanisms for ER activity in “intrinsic ”systems
are better understood.

Two commercially available ER fluids fall into this cat-
egory. One is from Nippon Shokubai Co., Ltd., which pro-
duces an ER fluid based on sulfonated polystyrene. The
particles are prepared in a unique way, so that the sul-
fonation appears at the surface of the particles. Another
commercially available material is made by Bayer-Silicone.
This is not strictly a polyelectrolyte but is more correctly
referred to as a polymeric electrolyte. The particles are
block copolymers of a polyurethane and polyethylene ox-
ide. Solid polyethylene oxide has an interesting capability
of dissolving or ionizing small amounts of salts. Presum-
ably, incorporating it into the polyurethane gives this ma-
terial the capacity of producing ions which, as charge car-
riers, are considered important in ER activity. Because the
material is a good ER fluid, it supports the charge mobility
hypothesis.

Solutions. Two of the most common are solutions of
poly-γ -benzyl-L-glutamate (PBLG) in various solvents (31)
and poly(hexyl isocyanate) (PHIC) in various solvents (32).
Difficulties encountered with the PBLG systems include
achieving high concentrations before gelling occurs and the
better solvents are polar thus resulting in high currents.
Nonetheless, these solutions showed very significant in-
creases in viscosity upon applying a field. Further, the ef-
fectiveness increased significantly with temperature, the
limit is the boiling point of the solvent used.

PHIC systems, on the other hand, are soluble at much
greater concentrations and in nonpolar solvents. The ER
activities are also significantly higher.

The discovery of ER active solutions represents an-
other very significant advance in the field of ER. One rea-
son is that it would resolve the problem of settling which
has remained a major concern in some device designs.
These solutions, however, will have unique disadvantages
such as the greater toxicity and aggressiveness of the sol-
vents, limited upper operating temperatures due to sol-
vents and thermal degradation of the polymers, and gen-
erally higher costs. What is most important, however, is
that this discovery emphasizes the enormous versatility
in the compositions of ER active materials, as well as the
complexity in attempting to ascribe the behavior to a single
mechanism.

One ER fluid that may be put into this category is not a
suspension of solid particles but a mixture of a high and low
viscosity liquid. Both phases are siloxane backbone poly-
mers, but the high viscosity material contains liquid crys-
tallizable side chains that are responsible for its ER acti-
vity. Similar to the PHICs in solution, the LC side chains
are induced to form nematic structures by the electric field
that is reportedly responsible for its ER activity (33–35).

MECHANICAL (RHEOLOGICAL) PROPERTIES
OF ER MATERIALS

The rheological behavior of ER materials under the in-
fluence of an electric field is commonly characterized
by observing their properties during steady-state flow
(8,10,21,36). Under these conditions, the flow properties
of ERM can be adequately described as Bingham bodies.

ER materials are usually fluids when subjected to uni-
directional shearing and under zero field conditions. How-
ever, when shearing conditions are maintained constant,
the shear stress increases with increasing applied elec-
tric field strength. It is commonly reported that the shear
stress dependence is proportional to the field squared
(4,8,10,21), but many other types of behavior are ob-
served (25,37). According to idealized Bingham behav-
ior (Fig. 4), ER materials are fluids under zero field but
are solids under a nonzero field up to a certain criti-
cal shear stress (Sc) and liquids at shear stresses above
Sc. Although adequate in steady-flow situations where
transient or “start up” effects are neglected or unimpor-
tant, this model is not applicable when the transient
behavior is important or under dynamic loading (i.e.,
rapid or impact stresses or in damping applications). In
these situations, the Bingham model completely over-
looks the properties of the materials at stresses less
than Sc (38). A more complete description of the beha-
vior of ER materials is illustrated by a plot of stress versus
strain, as in Fig. 5.

Under these deformation conditions, ER materials can
be described as viscoelastic solids below a certain criti-
cal yield stress or yield strain and as viscous liquids at
stresses at or above Sc and strains greater than the yield
strain. If characterized in this manner, ER materials can
be described in terms of their overall rheology as viscoelas-
tic perfectly plastic materials in which Sc and the yield
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Figure 4. Bingham body illustration of rheological behavior of
an ER material. (Oversimplified because nothing is in preyield).
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Figure 5. Illustration of more correct rheological behavior of an
ER fluid.

strain are strong functions of the electric field strength.
The yield stress Sc is highly variable and depends strongly
on numerous factors, including the ER material composi-
tion. Furthermore, the energy dissipation mechanisms in
the preyield region are different from those mechanisms
present in steady flow.

In the simplest case, the rheological behavior of ER
materials in the preyield region can be characterized by
a modulus and a yield stress (Sc), in contrast to the
postyield region (i.e., liquid state) in which the material
is characterized by an apparent viscosity (ηa). Further-
more, the behavior of the ER material is linear viscoelastic
when deformation is restricted to the preyield state and
the ER material is characterized by time constants and
damping factors that are complex functions of the field
strength.

ERM in Steady-State Flow (Postyield Behavior)

In steady-state flow at a shear rate of “γ̇ ,” ER materials
are characterized by an apparent viscosity “ηa” which is
defined as

ηa = [Sc(E) + So(γ̇ )]/γ̇ a (1)

where Sc is a function of the electric field strength (E) and
So is a function only of the shear rate and temperature and
is material specific.

Two common criteria for evaluating ER materials in
flow include (1) the magnitude to which the viscosity can
be increased and (2) by what factor it can be increased. The
second criterion is more important because it indicates how
effective an electric field strength is on the rheology of the
material. Regarding the latter point, we can define a fluid
effectiveness factor K as

K = ηa(E)/ηo = [(So + Sc)/γ̇ ]/(So/γ̇ ) = 1 + Sc/So (2)

where Sc is essentially a constant at a certain field strength
but So increases continuously with increasing shear rate.
Therefore, this suggests that K decreases toward one as the
shear rate increases. This is an important first-order rela-
tionship for understanding the characteristics of ER ma-
terials under flow because it implies that to make a more

effective fluid requires making Sc as large as possible while
keeping So as small as possible. The second parameter, So,
is a function of the ER material composition and flow con-
ditions. Thus, ER materials of low or high viscosity can be
made by varying the solid concentration or the viscosity
of the dispersing liquid. However, though the maximum
shear stresses can be increased by making the zero-field
materials thicker, the K factor can become small, so that
the field-induced change in Sc becomes insignificant. Fur-
thermore, it has been reported that So is a much stronger
function of concentration than Sc (39), and it appears that
Sc is a linear function of concentration (18).

ERM in Oscillatory Shearing (Three Rheological Regions)

The response of ER materials to dynamic loadings can be
discussed in terms of three distinct rheological regions:
preyield, yield, and postyield regions. In the previous sec-
tion, discussion was limited to conditions of steady-state
flow in which the transient effects of the preyield region
were not considered. The preyield region can be effectively
studied when oscillatory stresses are applied to the ER ma-
terial such as may occur in vibration damping, as first re-
ported in detail by Gamota and Filisko (40,41). Under these
straining conditions, the amplitude of the shear stress
response is a strong function of the applied field strength.
However, a limiting shear stress value exists beyond which
the shear stress response no longer follows the shape of the
shear strain function, but becomes “cutoff” or truncated
(40,42). The value of the shear stress at the onset of trun-
cation is a function of the field strength and is also related
to Sc. Rheologically, the appearance of the cutoff is an in-
dication that the material is beginning to flow. During an
oscillatory shear strain, the ER material may deform as a
linear viscoelastic solid over part of the deformation cycle
and as a liquid over the other part.

A representative series of stress responses for the ER
material when subjected to a sinusoidal shear strain is
presented in Fig. 6. Curve a is the applied sinusoidal
shear strain of frequency 15 Hz and amplitude 0.25.
Curve b is the shear stress response when the material
is subjected to a zero-strength electric field. The shear
stress response appears sinusoidal, and the phase an-
gle between the applied shear strain and shear stress

(a)

(b)

(c)

(d)

Strain

0 kV

1 kV

2 kV data
at 1/4 scale

Figure 6. Shear stress response to a constant strain amplitude
at various electric fields. Curve a is the strain, b the shear stress
where E = 0, c the shear stress where E = 1 kV/mm, d the shear
stress where E = 2.5 kV/mm. (D is one-quarter scale.)
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response is 90◦, suggesting that the material is deform-
ing as a viscous body. Subjecting the ER material to an
electric field whose strength is 1.0 kV/mm yields Curve c;
the shear stress response amplitude increases, and the
phase angle decreases. Thus, when the ER material is
subjected to a nonzero electric field, the material be-
haves as a viscoelastic material. If the strength of the
electric field is increased to 2.5 kV/mm, the shear stress
response deviates from sinusoidal behavior (Curve d).
A nonsinusoidal response suggests that the material is be-
having as a nonlinear viscoelastic material. In addition, as
the material is subjected to a 2.5-kV/mm field, the funda-
mental harmonic of the shear stress response increases,
and the phase angle between the fundamental harmonic
of the shear stress response and the applied shear strain
decreases. Thus, as the strength of the applied electric field
is increased from 0.0 to 2.5 kV/mm, the ER material trans-
forms from a viscous to a linear viscoelastic to a nonlinear
viscoelastic body. Moreover, the energy storing and energy
dissipating properties of the ER material are strong func-
tions of the applied electric field strength.

The linear viscoelastic parameters, shear storage modu-
lus (G’) and shear loss modulus (G”), are strong functions
of the applied electric field, strain amplitude, strain fre-
quency, and material composition (9,18,41). In addition,
it was shown (18,41) that the shear storage modulus is a
stronger increasing function with increasing electric field
strength compared to the shear loss modulus. Further-
more, it is of particular interest to note that ER materials
become greater energy storing bodies as they simultane-
ously become greater energy dissipating bodies.

A second technique for observing the effect of the
electric field under cyclic loadings is to observe shear
stress—shear strain loops (hysteresis loops) for these
materials at a constant strain frequency and amplitude,
while varying the strength of the electric field. A sequence
of hysteresis loops generated when the ER material is de-
forming as a linear viscoelastic body is shown in Fig. 7.

As the strength of the electric field increases, both the
area within the hysteresis loops and the angle that the
major axis of the hysteresis loop makes with the abscissa
increase. The hysteresis loops are elliptical which is indica-
tive of a linear viscoelastic response. The viscous compo-
nent (energy dissipated) is determined by the area within
the loop, and the elastic component (stored energy) is de-
termined by the major axis inclination.

The existence of a deformation transition limits the
applicability of linear viscoelastic mathematics for quan-
tifying the energy storing and energy dissipating prop-
erties of an ER material. The amount of energy dissi-
pated by the ER material during one deformation cycle,
irrespective of a linear or nonlinear viscoelastic response,
can be obtained by generating a hysteresis loop. The en-
ergy dissipated by an ER material is found by calculat-
ing the area within the loop. The recorded hysteresis loop
for an ER material subjected to a strain of moderate fre-
quency, moderate amplitude, and zero-strength electric
field is elliptical, and the major axis of the hysteresis loop
is parallel to the abscissa; this response is indicative of
a viscous material (Fig. 8a). When the ER material is
subjected to a field strength of 1.0 kV/mm, the area within

(a)

(b)

(c)

Figure 7. Hysteresis loops for an ER material when subjected
to a strain of amplitude of 0.001 radian at 300 Hz. Loop ‘a’ is
under a zero strength field, loop b: E = 1.0 kV/mm, and loop c:
E = 2.0 kV/mm. ‘a’ is a hysteresis loop for viscous behavior; b and
c represent hysteresis loops indicating viscoelastic behavior where
the viscous component of b < c and the elastic component of b < c.

the hysteresis loop increases, and the angle between the
major axis of the hysteresis loop and the abscissa in-
creases (Fig. 8b). The increased area within the hystere-
sis loop suggests that the ER material dissipates more
energy and the increased angle is related to the energy
storing properties of the ER material. Continuing to in-
crease the strength of the electric field yields hysteresis
loops that encompass greater areas, suggesting that the
material dissipates more energy (Figs. 8c and 8d). How-
ever, the loops are no longer elliptical, and thus the ER

(a)

(b)

(c)

(d)

Figure 8. Actual hysteresis loops recorded for an ER mate-
rial under various electric fields. a: E = 0, b: E = 1 kV/mm,
c: E = 2 kV/mm, d: E = 3 kV/mm.
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material is behaving as a nonlinear viscoelastic material.
Moreover, the energy storing properties of the ER material
cannot be calculated when nonelliptical hysteresis loops
are recorded. Thus, if the amplitude of the imposed impulse
is large enough, nonelliptical hysteresis loops are recorded
which indicates a nonlinear viscoelastic response. This oc-
currence suggests that the liquid or flow regime has been
encountered.

MECHANICAL MODELS

Presently, the two most serious impediments to the intel-
ligent and inovative design of various types of devices that
employ ER materials are the lack of a good mechanical rhe-
ological model and corresponding mathematical equations
that adequately simulate, at least qualitatively, the beha-
vior of ER materials and the lack of quality engineering
design data. The latter point is relative because, as men-
tioned previously, the composition of materials is virtu-
ally infinite and, they will ultimately be customized to
optimize desirable and minimize undesirable properties
for specific purposes. However, there is sufficient data
in the literature to allow estimating reasonable levels
of properties and inserting them into appropriate equa-
tions. However, an adequate rheological model is presently
nonexistent.

In one case, a model by Bullough and Foxon (43) is
proposed to simulate only damping and is then only linear
viscoelastic so it can be treated mathematically. It is unrea-
listic in regard to three obvious deletions: first, it incorpo-
rates no flow element; second, it incorporates no coulombic
damping term; and third, it is completely recoverable. It
was not, however, intended to simulate the behavior of ER
materials. The only other model by Shul’man (44) suffers
from the same problems as that of Bullough and Foxon, but
again it was intended only to simulate electric field control
of damping.

A current model proposed by Gamota and Filisko (40)
shown in Fig. 9 correlates qualitatively with the overall
observed behavior of ER materials (i.e., preyield, yield,
postyield regions) and has been tested quantitatively for
experimentally observed preyield behavior (41).

Element “1” is a dashpot which is essentially field inde-
pendent but governs the slope of the shear stress versus

µ(E)

η(E)

η′(E)

k′(E)

k(E)

1 2 53 & 4

Figure 9. Mechanical model simulating behavior of an ER
material.

shear rate data, that is, the slope of the lines in Fig. 4.
Element “2” is a coulombic friction element which is
strongly field dependent and controls the magnitude of the
ER response under steady shear, that is, the yield stresses
or Sc. Elements “3 and 4” combined in parallel form a Voigt
element. Both elements are strongly field dependent and
are responsible for the transient response and damping
behavior under impact or vibration, that is, both the angle
of inclination and the areas within the ellipses in Fig. 7.
Under low amplitude, it may be only this portion of the
model which is deforming. Element “5” is a spring which is
strongly field dependent and governs the dynamic response
in conjunction with the Voigt element.

Notice that under constant strain rate, elements “3,4,
and 5” rapidly reach an equilibrium extension and con-
tribute nothing in steady-state flow. Element “1” simply
determines the slope of the stress – strain rate data which
is essentially field independent, and element “2” which is
field dependent determines the yield stress. However un-
der dynamic loading, at low amplitudes, the block (friction
element) may not move, and then only elements “3,4, and
5” determine the material characteristics. In more complex
loading situations, all elements may contribute to various
degrees to the rheological behavior of the electrorheological
materials.

THEORIES OF ER

All current mathematical theories of ER evolve from the
assumption that dielectric particles form bridges between
electrodes that have a high potential between them. Parti-
cles in an electric field are induced by the field to become po-
larized, that is, become electrically positive on one side and
negative on the opposite in perfect analogy to certain parti-
cles/objects that can be magnetized, either permanently or
temporarily, when exposed to a magnetic field and as such
acquire induced north and south magnetic poles. We are
all aware that magnets stick together, north pole to south
pole, etc., and many can easily be stuck together in pro-
gression to form a chain of magnets. In analogy, then, the
induced electrical dipolar particles can stick together, pos-
itive to negative, etc., to form strings of particles, chain, or
columns. Thus, the theories attempt to model mathemati-
cally the forces between these electrically induced dipolar
particles (11,45).

An extension of this is that at high particle concentra-
tions that are characteristic of ER fluids, typically in the
range of 30% solids, particles in an electric field do not form
just simple single file chains of particles but aggregates of
many particles or columns that can be many hundreds of
microns in cross section and therefore can have hundreds
of particles across the width of a column (46). This is rou-
tinely observed and must be true due to free energy consi-
derations. Simulations that involve monodisperse spheres
conclude that the particles in these columns eventually or-
ganize into a body-centered tetragonal symmetry which,
it is stated, may be the ground state for particle packing
(46). This, however, is more of an academic exercise because
particles in real ER fluids are neither spheres nor monodis-
perse and therefore cannot pack in any regular way.
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The third part of the calculations involve determining
the force or more specifically the increase in shear stresses
due to the electric-field-enhanced interactions between the
particles in these columns. It is at this point that some
assumptions must be made that are not necessarily rigor-
ous or straightforward. All mathematical theories assume
that the increases in shear stresses are due to the columns
that break or fail in shear. This has apparently been ob-
served many times but only for very low concentrations of
particles where the chains or bridges are essentially com-
posed of single file or a few widths of particles. Until re-
cently, it had not been observed for the very thick columns
involved in dispersions of normal concentration. The sec-
ond assumption implicit in the first is that the columns
of particles adhere to the electrodes without failure. Nei-
ther of these assumptions has been observed for real ER
fluids under flow, but all mathematical theories necessar-
ily assume them. In fact, a significant number of studies
conclude that slippage of the particulate structures at the
electrodes occurs, not for single chains of particles, but for
columns or more highly organized structures that develop
(47–49).

Polarization Mechanisms: The Basis of the ER Phenomenon

There are two extremes in the response of a material to a
static or dc electric field. One is to establish a steady flow of
charge or current between the electrodes, and the other is
to cause local separation or segregation of charges leading
to asymmetry of charge distribution or polarization which
may be most generally meant to describe the response of
any material to an electric field where bulk charge move-
ment or a current does not take place. All real materials in
an electrical sense lie somewhere between both extremes,
and both currents and polarization may have to be consi-
dered where applicable. The situation becomes enormously
more complicated because of the basic composition of ER
materials, that is, a high concentration of particles in a non-
conducting oil or liquid. Whereas the liquid phase must be
nonconducting or else very large currents will result, the
solid phases can be insulators, semiconductors, insulated
metals, or insulating materials treated with various acti-
vators that typically increase the bulk conductivity of the
fluid. Conduction occurs by the net flow of charge which
may be accomplished by electrons or ions. Mechanisms of
polarization in solids include electronic, ionic, and orienta-
tional. A fourth type, interfacial polarization, is a compo-
site of conduction and dielectric mechanisms and of specific
value in ER fluids.

Electronic polarization is due to displacement of elec-
tron clouds around atoms (16), whereas ionic polarization
in solids is due to displacement of positive and negative
atoms in ionic crystals. Electronic polarization occurs for
all materials but is considered small and not of importance
in ER. Ionic polarization can be very large in certain mate-
rials, specifically TiO2 and BaTiO3, two materials that have
been considered extensively in the development of ER be-
cause of their high permittivity. The latter are involved
only in materials that contain some ionic bonding, but
such materials, exceptions as mentioned, are not common
in ER.

A third mechanism involves only solids whose
molecular structures have asymmetric charge centers,
that is, they contain permanent dipoles. As opposed to
electronic and ionic polarization that involve distortion of
electron clouds, orientation polarization involves electric-
field-induced alignment of these dipoles that are normally
random. All three of these mechanisms can occur in homo-
genous materials and involve distortion at a molecular or
atomic level which recovers after the field is removed, ex-
cept for electrets.

A fourth type which occurs only in heterogeneous ma-
terials or dispersions of particles (17,19,22) involves the
presence of a significant number of charge carriers and
relatively long range movement of these charge carriers,
electrons and/or ions across dimensions of a particle’s size.
These dispersions involve particles in a nonconducting liq-
uid that have significantly greater permittivities and/or
conductivities than the liquid phase. The basis of the phe-
nomenon is that at the interface established between these
materials, to satisfy requirements for continuity of dis-
placement and current density across the interface, the
charge carriers within the more conductive (particulate)
phase must “pile up” at the appropriate interface, thus cre-
ating a macroscopic (particle) dipole. At the interface, the
carriers experience an activation barrier that hinders their
easy movement into the next phase. If infinite, this barrier
would prevent any of these charge carriers from crossing
it, however, there is always a finite probability that a car-
rier can penetrate (tunnel) through the barrier, and the
result is transport of charge between the particles that re-
sults in a flow of charge between the electrodes and thus a
current. The mechanism of charge transport between par-
ticles via a nonconducting liquid is very complex and not
very well understood. However, it is a characteristic of in-
terfacial polarization that a net current can hypothetically
occur and does. All fluids, that is, the matrix phase, also
have measurable currents as a result of impurity ions or
very commonly in ER due to trace amounts of dissolved wa-
ter. ER fluids that contain semiconducting particles have
much greater currents than those that contain ionic carri-
ers due to the very small size of the electrons that allow
them to jump more easily between the particles or pen-
etrate the barrier between the particles than the much
larger ions.

It is generally felt the interfacial polarization is the
polarization mechanism of most importance in ER and
as a consequence, particle interactions can result from
electrostatic interactions between particles due to the
permittivity differences (dielectric properties) and due to
polarization of particles as a result of the migration of un-
bound charge carriers to the interface.

An important distinguishing characteristic of these dif-
ferent polarization mechanisms involves their characte-
ristic times or how fast the “dipole” can respond to an
instantaneous field impulse. As illustrated in Fig. 10, elec-
tronic and ionic mechanisms respond in timescales of 10−16

and 10−12/s, respectively, whereas orientation mechanisms
can respond in timescales that range from very slow to
about 10−6s. For instance, electrets are very slow in recov-
ering to a random state. This wide range of many orders
of magnitude depends on temperature, polar group, and
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physical state of the solid because it involves physical ro-
tation of the polar group under the constraints imposed
upon it by its environment, such as crystal structure. In-
terfacial mechanisms are also relatively slow, and times
range from many seconds to around 10−4 seconds. Whereas
orientational polarization is related to the characteristic
speed of dipolar rotation, interfacial polarization involves
the drift mobility of charge carries through/on the solid
phase. Thus, the mobility of electrons on metals is much
greater than those on semiconductors which is typically
greater than the mobility of ions on ionic conductors, and
the characteristic times go in the reverse direction. The dif-
ference of mobilities is reflected in the resistivities of these
materials.

Now, as opposed to electronic and ionic polariza-
tion which are resonant mechanisms, orientational and
interfacial polarizations are relaxational; an identifying
characteristic is a strong temperature dependence of the
dielectric dispersion (see Fig. 3).

To repeat, electronic, ionic, and orientational polari-
zations involve electric-field-induced systematic distur-
bances on atomic or molecular dimensional scales and can
occur in all materials, including single-phase materials (al-
though only certain materials have ionic or orientational
mechanisms). These determine the classic dielectric pa-
rameters of these materials or permittivity (complex
permittivity to be correct). The interfacial mechanism,
however, occurs only in heterogeneous materials or disper-
sions such as ER fluids and responds to an electric field in
a way characterized by the permittivities and conductivi-
ties of both phases. Thus, it is not appropriate to describe
an ER fluid (or any suspension) as strictly a dielectric or
a conductor. The relative importance of the mechanisms
that characterize the way they respond to an electric field
reduces to the existence and magnitude of each mecha-
nism and its characteristic time. In a high-frequency im-
posed field, conductive and possibly orientational (dielec-
tric) mechanisms are prevented from operating, and only
ionic and electronic dielectric mechanisms (such as in TiO2

and BaTiO3) will be operative. However, at lower frequen-
cies or in a constant dc field, all appropriate mechanisms

operate and thus produce presumably the strongest force
of interaction between the particles. A “space charge pola-
rizability” can be defined in analogy to electronic, ionic, and
orientational polarizeabilities (16) so that this mechanism
can be discussed along with the other three true dielectric
mechanisms. The current state of thinking, then, is that
conduction and dielectric mechanisms are important in the
ER phenomenon and both are involved in the Maxwell–
Wagner–Sillars (MWS) interfacial effect. Only dielectric
mechanisms are operable at higher frequencies, whereas
both conduction and dielectric mechanisms are operable
at low frequencies and dc, thus giving an overall greater
net polarizability as the sum of all possible mechanisms
(48).

There are numerous other consequences of conduction
and possible mechanisms, including conduction through
the particle, conduction around the surface of the particle,
conduction through the matrix fluid, situations involving
the electrical double layer, polarization layers developing
on the outside of the particles due to mobile charge carriers
in the oil, greater conduction and different mechanisms at
the point of contact of the particles due to the highly in-
tensified fields, field-enhanced dissociation of the matrix
phase, and mechanisms of charge transfer through non-
conducting liquids. The resulting nonlinear conduction in
which the current increases with field at a greater than
linear rate has not been extensively studied (51–53) and
is still poorly understood. Nonetheless, it is extremely im-
portant in electrorheology because it is the major barrier to
the use of ER fluids in many applications at elevated tem-
peratures, such as automotive shock absorbers, and is im-
portant in understanding the basic mechanisms involved
in ER via the conduction theory. More in-depth discussions
of conduction mechanisms in nonaqueous media are avail-
able from Morrison (54) and Anderson (55).

The situation however is even more complex because of
numerous dramatic exceptions to these models. Nonethe-
less, these mechanisms must somehow be involved in a
major way in the response of these materials to a field.
Mathematically, the situation is impossible; very severe
assumptions are required for any type of solution due
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among other things to the high concentrations of par-
ticles (and mutual interactions), charge distributions on
the particles, irregular particle shapes and sizes, and
impurities.

Description of Alternative Model

It has been shown recently (47) that, upon application of
an electric field, ER fluids under shear rapidly organize or
regiment themselves into numerous tightly packed lamel-
lar formations that are more or less parallel and periodic
in relationship to each other. Tightly packed means that
the particles are crowded together as closely as possible, if
not even compressed together under the influence of the
E field, consistent with the irregular size and shape of
the particles. While under zero shear conditions, the par-
ticles agglomerate into columns under the influence of the
E field, and under shear, the particles pack into continuous
lamellar structures (i.e., walls) more or less equally spaced
and of similar thickness. The relative arrangements and
characteristics of these structures depend in a way not yet
well determined on the magnitude of the electric field, the
shear rate, the particle concentration, the time of shear,
and the shear profile.

A major consequence of the tight packing of the par-
ticles into these structures is that it results in coop-
erative strengthening of the structure to failure under
shear in the long dimension of the structure because the
area of the shear plane increases with lamellar length
and thickness and the lack of an easy path for slip
planes to develop within the structures due to the ir-
regular packing and irregular size and shapes of the
particles.

Thus, it is hypothesized that the lamellar structures
remain intact under flow and the most probable path of
slippage under flow is at the interface between the particle
structures and the electrodes. The structures themselves
do not break or shear. Because polarization forces are res-
ponsible for holding the structures together, if the struc-
tures do not fail, then the forces are irrelevant to postyield
behavior, as long as they are strong enough to main-
tain the structure. Postyield behavior is determined pri-
marily by the mechanics of slippage between the ends of
the structures and the adjacent electrode. Further, ad-
jacent lamellar structures may adhere to opposite elec-
trodes, and an additional mechanism of energy dissipa-
tion is provided when the matrix fluid is sheared between
the lamellar structures. In this case, the slip planes would
not be parallel to the electrodes but perpendicular to them
and would more reflect the rheological properties of the
matrix fluid sheared between them. Because shear be-
tween adjacent structures would depend on the gap be-
tween these structures as well as on the total number
(or particle concentration), if the gaps were large due ei-
ther to low particle concentration or to structure consoli-
dation, the effect of the lateral shear between the lamel-
lae would be reduced. In any case, it is suspected that
shear between the ends of the lamellae and the elec-
trodes is the more dominant source of energy dissipa-
tion in ER fluids under field and the source of the yield
stress.

APPLICATIONS

Published applications involving the ER effect are numer-
ous and diverse. Many are ingenious, and many are un-
realistic in the sense that inventors assign unrealistic or
uncharacteristic properties to the fluids. However, the
more realistic of the applications are those that recog-
nize the unique characteristics of the fluids and the
phenomenon and seek to exploit those characteristics to
improve the performance of routine functions, more ef-
ficiently, more reliably, in a smaller space, improved
operation, better control, less precise tolerances, or to
perform functions that cannot be performed any other
way. The more unique of these characteristics, as men-
tioned, are that ER materials change their rheological
properties rapidly and reversibly in response to a very
low power electric field (less than milliwatts) and can be
directly connected to computer control. This technology
allows a reduction in the complexity of devices that en-
hances reliability and subsequently reduces size, weight,
and cost.

The more important areas and those which have re-
ceived the most attention and effort may be categorized
as (1) those that involve an electrically variable coupling in
“trapped fluid” devices such as clutches, fluid brakes, shock
absorbers, or vibration control or isolation devices in gene-
ral; and (2) those that involve a smart working medium
in fluid power circuits where the fluid is pumped at ele-
vated pressures through valves that control the pressure
and volumetric flow rate to various actuator devices. The
latter covers a wide range of uses from micromachines to
heavy machinery, aircraft flight controls, and robotic type
devices.

Damping Devices

Damping devices employing ER fluids can broadly be cat-
egorized as flow mode, shear mode, or mixed mode. Flow
mode devices employ a pseudo-Poiseuille or pressure flow
of ER materials, and the electrified flow boundaries are
stationary with respect to the flow. Shear mode devices
employ a pseudo-Couette flow of ER material, and one elec-
trified flow boundary moves with respect to the flow. Mixed
mode devices employ a combination of both shearing and
channel flow. Fig. 11 presents three dampers employing the
flow mode, mixed mode, and shear mode in ER dampers.
In these devices, control of the electric field across the ER
flow modulates the force that opposes the motion of the
plunger.

Every damping device is simply a method for convert-
ing mechanical energy into heat energy. In a flow mode
device, ER control is afforded only by the small amount
of material in the orifice or valve. The rest of the fluid is
not under ER control. This imposes severe requirements
of shear rate and heating on the fluid as it passes through
the valve. Although simple in nature and many devices in-
corporate this mode of control, it does not make optimum
use of the properties of ER fluids. A shear mode damp-
ing device, however, exposes a very large amount of the
fluid to shear and thereby makes optimum use of ER con-
trol. Such devices are considerably more complex than flow
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Figure 11. Illustration of three operating modes of an ER
damper.

mode devices and involve a series of concentric cylinders
that may displace longitudinally or rotate or stacks of discs
that have alternate polarity and are fixed so that the fluid
is sheared between alternate discs. The latter devices also
require a method to transform linear to rotary motion. Al-
though impractical, these devices use the ER phenomenon
optimally by exposing the bulk of the fluid to shear flow
and electric field control. Mixed mode devices are designed
to incorporate both shear and flow modes of control.

Actual devices may be categorized according to the
severity of the requirements that they impose on the ER
fluid. Vibration isolation devices are meant to minimize
or eliminate the transfer of sporadic or systematic vibra-
tions to objects that are adversely affected by them. Ex-
amples include isolating vibration inherent in an internal
combustion engine from the vehicle for passenger comfort

and safety, isolating vibration inherent in a helicopter from
sensitive electronic equipment as well as weapons, isolat-
ing vibrations from an earthquake to prevent them from
destroying a large structure such as a building or bridge,
or protecting sensitive equipment on a ship, for instance,
from vibration damage due to the impact of a bomb or tor-
pedo. The most well known of such devices are used for
automotive engine mounts. Such devices essentially use
an ER fluid to control the flow rate of the active or ER fluid
between two chambers, separated by an ER valve which is
just a device across which a field can be established. Be-
cause of additional considerations, including simplicity in
design, packaging, and because such devices are not gene-
rally exposed to very severe service, the most common are
flow mode devices.

Hydraulic damping devices also transform mechanical
energy into heat energy, but as opposed to isolation devices,
are involved with much greater displacements or oscilla-
tions, have more severe requirements, and correspondingly
expose the ER fluid to more severe conditions of shear rates
and temperatures and place more severe requirements
on the fluids. The most research specific application in-
volves automobile suspension dampers or shock absorbers
that have considerably greater flow rates and shear rates
and expose the fluids to considerably higher temperatures.
Such devices would be designed primarily as shear mode
ER dampers; however, within the constraints of packaging
and cost, the actual devices are either primarily flow mode
and mixed mode devices. Again there are numerous in-
genious devices in the patent literature, and considerable
research is conducted on these devices primarily in Japan;
however, at present no such devices have been commer-
cialized. Although it is generally felt that the “strengths”
of ER fluids are more than adequate for this application,
a major reason, although not the only one, is the lack of
an acceptable ER fluid. Of the currently available ER flu-
ids, all show unacceptable levels of current at the operating
temperatures of automobile shock absorbers. Cooling of the
devices is unacceptable and impractical, and therefore, flu-
ids that have lower current at high temperatures must be
developed.

Torque Transmission Devices

One of the more important areas of application of ER flu-
ids include transferring and controlling torque transfer
from a power source or engine to any number of devices
(Fig. 12). This is currently performed by torque convert-
ers and friction clutches in automobiles and various other
types of magnetic or centrifugal clutches for less severe
applications such as automobile air conditioners. Such de-
vices present the potential of very simple devices that have
direct computer control. These devices present unique
problems in that in the uncoupled state or under zero field,
fluids must have very low viscosity to minimize drag. How-
ever, upon increasing the electric field, the torque trans-
ferred is continuously increased thus controlling the rate
of acceleration until final speed is attained where lockup
or solidification of the fluid occurs. At this point, the device
is locked up and results in no viscous losses in the device
for the most efficient operation. The maximum amount of
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Figure 12. Illustration of an ER clutch that has two plates or
rotors.

torque that can be transferred is determined by the area of
the shearing surface within the device as well as the appar-
ent yield strength of the fluid. Thus, complex designs that
range from series of concentric cylinders to stacks of par-
allel discs have been patented and are potentially capable
of transferring sufficient torque for an automobile. How-
ever, at present, the sizes of the devices needed to reach the
necessary torque levels do not differ substantially from cur-
rent devices because of the current levels of yield strengths
of available ER fluids. In effect the advantages of using
ER clutches to replace conventional ones is not sufficiently
cost-effective, primarily because of the fluids, to initiate the
use of such devices.

Control of Hydraulic Circuits

One of the more intriguing uses of ER technology and that
which potentially can have the most impact in terms of
new technology is control in hydraulic systems or circuits.
In analogy to electronic devices where a voltage is the driv-
ing force for electrons through wires and transistors or
electrons tubes are gates or valves for controlling the flow
of electrons, in hydraulic devices, pressure is the driving
force for fluid flow through tubes, and magnetic solenoids
are gates to valves to control the flow. Despite the fact
that transistors are limited in the currents and voltages
that they can handle, their size and speed and low power
requirements have resulted in the electronic revolution
in solid-state devices, including integrated circuits and of
course computers. Hydraulic circuits containing ER fluids,
as opposed to large bulky solenoids that have high power
requirements, can be controlled with ER valves that con-
sist of little more than electrodes on either side of a hose
that carries a fluid. Compared to solenoids, ER valves could
modulate flows continuously from full open to full shut,
would be much smaller, much faster, require much less
power, and could be controlled directly by a computer. The
primary control parameters in hydraulic circuits are pres-
sure and volumetric flow rate. In this regard, ER controlled
hydraulic circuits are poor compared to solenoid controlled
circuits, and a primary limiting factor is the strengths,
yield stresses, of the ER fluids. If an ER valve in a hydraulic
channel circuit could be imagined as in Fig. 13, at a given
flow rate, an increased pressure drop could be controlled by
increasing the lengths of the plates. However, there must

High voltage

Ground

Flow in Flow out

High

"P"

pressure

Low

"P"

pressure

Figure 13. Illustration of an ER valve in which the electrodes on
either side of a tube through which an ER active fluid is flowing
can be used to regulate the pressure drop across the tube.

be a corresponding drop in volumetric flow rate, when other
dimensions are maintained. The volumetric flow rate could
be increased by increasing the cross-sectional area of the
channel; however, at some point, a practical limit on the
length and width of the channel is reached. Long channel
lengths are attained in compact spaces by using some in-
genuity in the design of devices such as spiraling channels
or stacks of plates in which the fluid flows back and forth
through progressive layers of plates.
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INTRODUCTION

There are two major centers of R&D on intelligent/smart
materials in Japan. One is an academic assembly called
the Forum for Intelligent Materials and the other is the
industrial consortium known as Ken-materials Research
Consortium. This article describes only the activities in the
Forum. The activities of the consortium are described in an
other article. The groundwork for R&D on intelligent ma-
terials was completed in 1999, with the Frontier Ceramics
Project sponsored by the Science and Technology Agency
of the Japanese government.

FORUM FOR INTELLIGENT MATERIALS

The Forum for Intelligent Materials was begun in 1990 to
open the field of materials science to interdisciplinary aca-
demic research. The concept of intelligent materials was
proposed to the Agency in November 1989, which led to
the Forum being established. These requirement for in-
telligent materials was that they have functions such as
sensor, processors, and actuators for feedback and/or feed
forward control systems within the material itself. Several
international workshops were held through the efforts of
the Forum in Japan. The first was in Tsukuba in 1989, the
second in 1992 in Oiso, and the third in Makuhan in 1998.
Recently, a large seminar was held on January 14, 2000, in
Tokyo. The topics during the proceeding covered the state-
of-the-art of intelligent materials and perspectives on their
future. Included were discussions of intelligent biomateri-
als, intelligent fibers, biomedical applications of intelligent
surfaces, taste sensors by intelligent materials, and intel-
ligent ceramics materials (1).

To open academic activities to the interdisciplinary
interaction, with the Forum was organized to consist of
members from various fields such as organic polymers,
ceramics, biochemistry, metallurgy, electronics medical
sciences, and pharmaceuticals. The R&D of intelligent
materials was directed toward the improvement and ad-
vancement of human safety and welfare, the environment,
and energy savings and resources.

Introduced were some typical intelligent materials as
follows (2):

1. The FeRh alloy developed by Otani, Yoshimura,
and Hatakeyama as a temperature-sensitive mag-
netic material for optothermo magnetic motors. The
material has interesting properties such as the mag-
netization increases with temperature up to the
transition temperature, as shown in Fig. 1. The
temperature increase is very sharp, and the tran-
sition temperature can be modified from −100 to
+280◦C by the addition of small amounts of alien
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Figure 1. Temperature dependence of magnetization of FeRh.

elements. The mechanical stress or magnetic field
can change the transition temperature. These char-
acteristics are interesting examples of temperature
sensors and actuators reflected by magnetic valves,
magnetic fluid control switces and magnetic motors
driven by temperature change in the form of pulsed
light.

2. A chemomechanical system with polymers as
polypyrrole(PPy) film developed by Okuzaki and
Kunugi. The film shrinks or elongates with chemical
environmental change. Its use may be to stimulate
muscles in a living body.

3. An autonomous vibrating polymer gel with nonlin-
ear reaction. In a living body there are some vibra-
tional motions that are rhythmic. To these intelli-
gent materials achieve mimesis of a living organ.
The examples presented by Yoshida, Yamaguchi,
and Ichijo are the Belousov-Zhabotinsky reaction
of PIPAAm, poly-N-isopropylcacrylamid, around
its transition temperature between the reversible
hydation-dehydration process.

4. The compatibility between strengthening and the
capability of damage self-monitoring in CFGFRP,
carbon-fiber and glass-fiber reinforced plastic bars
developed by Yanagida et al.

FRONTIER CERAMICS PROJECT

Before 1999 there was a national Frontier Ceramics Project
(FroC), instituted in 1994, that sought to analyze and
design two-dimensional structures (3) and to observe in-
teractions arising from the structures related to intel-
ligent functions. The interfaces were found to promote
novel nonlinear interactions between the two materials
involving crystal axes orientations.The nonlinear interac-
tions, were then categorized as shown in Fig. 2. The two-
dimensional structures or their interfaces were compared
according to whether the materials were the same or dif-
ferent, the structure was closed or open, and the trans-
port phenomenon was taking place across or along the
structure. This system gave rise to 2 × 2 × 2 = 8 different
interfaces.
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AA

(a) Homo-interface with
closed structure and
phenomena across
interface. AA

(b)
Homo-interface with
closed structure and
phenomena along
interface.

BA

(c) Hetero-interface with
closed structure and
phenomena across
interface. BA

(d)
Hetero-interface with
closed structure and
phenomena along
interface.

AA

(e) Homo-interface with
opened structure and
phenomena across
interface.

BA

(f) Hetero-interface with
opened structure and
phenomena across
interface.

B
BA

A

Top view(g)

Hetero-interface with opened structure and phenomena along
interface.

Figure 2. Classification of two-
layer structures.

To discuss this study, we will denote the interfaces be-
tween the same materials as S, and the interfaces between
different ones D. Closed interfaces are suffixed as “cl,”
and open ones as “op.” Transport phenomena taking place
across the interfaces are indicated as or ‖ (parallel) accord-
ingly. The eight interfaces are as follows:

1. Closed interfaces between the same materials
where transport phenomena occur: Scl+.

2. Closed interfaces between the same materials
where transport phenomena occur: Scl‖.

3. Open interfaces between the same materials where
transport phenomena occur: Sop+.

4. Open interfaces between the same materials where
transport phenomena occur: Sop‖.

5. Closed interfaces between different materials
where transport phenomena occur: Dcl+.

6. Closed interfaces between different materials
where transport phenomena occur: Dcl‖.

7. Open interfaces between different materials where
transport phenomena occur: Dop+.

8. Open interfaces between different materials where
transport phenomena occur: Dop‖.

Of the eight types of interfaces type 5 was the most in-
tensively investigated. An example of the interface is the

p–n junction. Among the typical cases, the transport phe-
nomenon across the grain boundaries was categorized as
type 1, diffusion along the grain boundaries as type 2, and
the mechanism of chemical sensors by way of porous semi-
conductors as type 3. The p–n hetero-contact chemical sen-
sors, which our group proposed and further investigated,
was type 7, (4). The mechanism of humidity sensing and
its effect upon acid-base mixtures was analyzed as type
of 8. This system of categorization proved specially use-
ful in our analyses of the working mechanisms of chemical
sensors.

The interactions between different materials were
considered as nonlinear when the structure was an
open one, the ambient air give rise to some interesting
phenomena.

The hetero-contact between an n-type semiconductor
and a p-type semiconductor, namely between ZnO and
CuO doped with Na+, proved to be an intelligent chemi-
cal sensor. This is because the structure consisted of dif-
ferent materials, was open, and the subjected to electric
current flows across the interface with the current chang-
ing with the ambient air. Usually chemical sensors of
porous semiconducting materials, such as SnO2 or ZnO,
cannot distinguish the among flammable gaseous species.
For instance, it was very difficult to distinguish CO from
H2 until this experimental structure was developed. The
sensitivity and selectivity of carbon monoxide (CO) can be
modified by a bias between the hetero-contact as seen in
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Figure 3. Relationship between the gas sensitivity and the for-
ward applied voltage in CuO/ZnO hetero-contact.

Fig. 3. One of the intelligent functions has included was a
tuning-capability as described in an introductory paper in
1988 by Yanagida on intelligent materials (5). The first suc-
cess in finding a chemical sensor based on hetero-contact
was back in 1979 when a humidity sensor was made of
N1O and ZnO (6). In the later FroC project, there was pro-
posed (7) a similarly selective carbon monoxide gas sen-
sor as shown in Fig. 4. The working mechanism was ana-
lyzed (8) as a bias-enhanced oxidation of absorbed CO or
H2 gas. This meant that catalytic activity can be controlled
by changing the bias between the hetero-contact.

From the results of the FroC project it was clear, that
out that the categorization had to be developed further.
Since then well-known intelligent functions such as the
ZnO varistor and PTCR, positive temperature coefficient of
resistivity of BaTiO3 have been analyzed considering the
axial relations. The electric carrier transport of the zinc
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Figure 4. Selective molecular recognition of carbon monoxide
from hydrogen.

oxide varistor was found to take place across the grain
boundaries. However, it is now known that transport be-
haviors vary with crystal orientation and their relation-
ships between the grains. When grains are the same, the
interface will be alike between different materials. The
relationship can be varied with poling in ferro-electric
materials such as barium titanate.

Interfaces between the same materials but having a dif-
ferent crystal axis orientation must be considered as in-
terfaces between different materials. In sum, intelligent
functions were found to depend on the design of crystal
axis orientation.
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MOLECULAR RECOGNITION AND
SUPRAMOLECULAR MATERIALS

The study of intermolecular interactions is immensely im-
portant in chemistry, physics, and biology. Innumerable ex-
amples in nature show that biochemical reactions involve a
high degree of molecular recognition. The investigation of
these processes and recognition elements is central in de-
signing small molecules that can perform functions similar
to enzymes. Many synthetic molecules have been designed
to change the course of a biochemical reaction by inhibit-
ing or accelerating a key step. In physics, supramolecular
chemistry can have a significant impact in the design of
molecular scale engineering devices that have potential
applications in electronics and the construction of novel
materials. In the area of chemistry, molecular recognition
has become a major focus of study. A compelling example
of the power of molecular recognition in chemistry is the
development of crown ethers. In these cyclic ethers, the
multiple lone pair electrons of the oxygens are directed in-
ward to bind to a given alkali metal. The selectivity among
the different cations depends on the ring size of the cyclic
ethers and the number and type of donor atoms (Fig. 1).
Crown ethers have become common additives to acceler-
ate chemical reactions in which sequestration of the cation
is important to generate more reactive (“naked”) ions.

Molecular recognition research involves the study of in-
termolecular interactions and their use in designing and
synthesizing new molecules and supermolecules. Incorpo-
rating functional groups into different molecular scaffolds

K+

Figure 1. The oxygen atoms in crown ethers bind to metal ions,
K+ in this example.

that allow the recognition of other molecules has been
demonstrated in many areas of organic chemistry. Some
of the most studied noncovalent forces include van der
Waals interactions between hydrophobic regions (π−π ,
alkyl–π , and alkyl–alkyl interactions), electrostatic inter-
actions between cationic and anionic regions, and hydrogen
bonding between donor and acceptor functional groups.
These forces are weak compared to covalent bonds and are
strongly influenced by the solvent and the complementar-
ity of the interactions. However, in materials design, these
noncovalent interactions are particularly interesting due
to their reversibility and their ability to be switched on and
off by changes in their environment.

Recent advances in synthetic chemistry have al-
lowed widespread progress in designing and fine-tuning
compounds for molecular recognition. Developments in
spectroscopic and analytical techniques have also been im-
portant in improving our understanding of molecular ag-
gregation and recognition. For example, molecular recogni-
tion has been a driving force in the development of crystal
engineering. Many research groups have been successful in
designing and crystallizing families of compounds and mix-
tures that exhibit a desired crystal packing property. The
development of charged-coupled device detectors in X-ray
diffractometers has made it possible to analyze samples
that otherwise would have been impossible.

A variety of supramolecular materials have been devel-
oped by many research groups that work in this area. For
example J.S. Moore has recently developed phenylacety-
lene oligomers that can form folded structures in solution
(see Fig. 2). When cyano groups are incorporated in the
center of the helix, the addition of a metal can induce fold-
ing (1). When chiral tethers and side chains are used, the
oligomers preferentially fold into right- or left-handed he-
lical conformations (2).

As an example of solid-state molecular recognition,
Aoyama cocrystalized several adducts of bis (resorcinol)
and bis (pyrimidine) derivatives of anthracene or an-
thraquinone (3). The adducts 1·2 and 1·3 are generated
through O–H· · ·N hydrogen-bonded sheets (Fig. 3). The 1·3
adduct forms sheets that have cavities that contain disor-
dered molecules of solvent (e.g., anisole).

Meijer generated supramolecular π−π stacked assem-
blies derived from compound 4 (4), whose structure is

O O
O

O
O

Si(CH3)3

H

n

n = 4, 6, 8, 10, 12, 14, 16, 18

Figure 2. Phenylacetylene oligomers that can fold into ordered
structures in solution.
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Figure 3. Crystal structures of (a) 1·2 complex and (b) 1·3 complex (solvent molecules have been
omitted for clarity).

concentration-dependent. These assemblies range from
a rigid-rod character at very dilute concentrations to a
lyotropic liquid–crystalline gel at higher concentrations
(5). Most interestingly, Meijer developed supramolecular
polymers of type 5, that are held together by quadruple
hydrogen bonding between the ureidopyrimidone units.
This material displays most, if not all, properties of macro-
scopic polymers based only on non-covalent connections
(Fig. 4) (6).

Materials based principally on hydrogen bonding and
other intermolecular interactions have been generated us-
ing low molecular weight organogelators (7). Recently, mi-
crocellular organic materials have been prepared by dry-
ing of organogels in supercritical CO2 (8). The field of
organogelation has evolved from molecules that have dif-
ferent structural and recognition properties to the ratio-
nal design and fine-tuning of materials. In the following
section, we describe advances in organogelation and the
use of intermolecular interactions in developing these new
supramolecular structures.

INTERMOLECULAR INTERACTIONS

Hydrogen Bonding

Hydrogen bonds are usually formed when a donor (D) that
has an available acidic hydrogen is brought into close con-
tact with an acceptor (A) that possesses a lone pair of elec-
trons (Fig. 5).

Hydrogen bonding has been the subject of statistical
investigations (9,10), X-ray diffraction analysis (11–13),
and theoretical studies. The hydrogen bond can vary in
strength from 1 kcal/mol for C–H · · · O hydrogen bonding
(14,15) to 40 kcal/mol for the HF−

2 ion in the gas phase

(16,17). Hydrogen bonding has played a critical role in
the development of areas such as self-assembly (18) and
crystal engineering (19,20). Solid-state and solution stud-
ies of the hydrogen bond have provided evidence that this
interaction is a highly ordered phenomenon, not a random
event. In the solid state, Zaworotko demonstrated that the
inorganic complex 6 that has four hydrogen bond donors
oriented in a tetrahedral geometry can form hydrogen
bonds to nitrogen and to π -systems (21). The crystal struc-
tures from this study show supramolecular diamond-like
arrangements, where the size of the network cavities de-
pend on the size of the hydrogen bond acceptor (see Fig. 6).

Hydrogen-bond strength is influenced by secondary
electrostatic interactions. A particularly strong hydrogen-
bonded complex is formed when a molecule which is
comprised of all hydrogen-bond donors binds to an all
hydrogen-bond acceptor (Fig. 7) (22). The calculated indi-
vidual secondary electrostatic interactions in these com-
plexes are ±2.5 kcal/mol in chloroform (23). Schneider es-
timated the contribution of a related series of secondary
interactions at ±0.7 kcal/mol from a large number of ex-
amples in the literature (24).

The presence of a competitive hydrogen-bonding sol-
vent can also influence the strength of hydrogen bonding.
Lorenzi found that the dimerization constant of a small
cyclic peptide is 80 M−1 in tetrachloromethane, whereas
the same molecule does not dimerize in chloroform (25).
Wilcox also studied the effects of the concentration of
water on the binding free energy of hydrogen-bonding
molecules in chloroform (26). In competitive solvents, such
as water/methanol mixtures, guanidinium receptors and
carboxylate substrates are highly solvated. Schmidtchen
has observed that as the polarity of the solvent (higher
percentage of water in methanol) increases, the enthalphic
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Molecule 4 forms liquid-crystal gels and 5 forms
polymers.
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Figure 5. Hydrogen bond formed between an acidic hydrogen
(D–H) and an acceptor (A).

component of the binding free energy and the binding
affinity decreases (27).

π–π Interactions

Planar aromatic molecules, it is known, interact with one
another in three possible geometrical arrangements: stack-
ing (e.g., face-to-face overlap of duroquinone, Fig. 8); offset
stacking (e.g., laterally shifted overlap in [18]annulene);
and herringbone (e.g., T-shaped edge-to-face interactions
in benzene, Fig. 8) (20). The greatest van der Waals inter-
active energy is found in the face-to-face overlap arrange-
ment in which there is the highest number of C· · ·C inter-
molecular contacts. If van der Waals forces were solely to

determine the packing of flat aromatic molecules, the off-
set stack and herringbone arrangements would not be com-
monly observed. In effect, there is a barrier to face-to-face
stacking due to π · · · π repulsions. As a result, the offset
stack arrangement is the most commonly observed (28).
Similarly, the herringbone interaction in many aromatic
hydrocarbons offers evidence for the C(δ−)H(δ+) nature
of this interaction (29). The slightly electrostatic character
of the herringbone interaction may predispose molecules
during crystallization toward inclined geometries and re-
flects its character as a weak C–H · · · π hydrogen bond (30).

van der Waals Interactions

Van der Waals interactions are dispersive forces caused by
fluctuating multipoles in adjacent molecules that lead to
attraction between them. In the solid state, the packing
of aliphatic side chains is governed by van der Waals in-
teractions. When the side chains are longer than five car-
bon atoms, H · · · H interactions predominate. Similar ef-
fects have been observed in molecular recognition solution
studies. Kataigorodskii’s close-packing principle assumes
that the potential energy of the system is minimized by
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benzene to form diamondoid networks (a).

molecules making a maximum number of intermolecular
interactions (31). Therefore, because van der Waals inter-
actions are nondirectional, the energy differences between
alternative molecular arrangements are small. However,
computational studies of rigid molecules that assemble
into one-dimensional aggregates give insight into the im-
portance of van der Waals and coulombic terms (32,33). The
importance of van der Waals interactions in organogelation
should not be underestimated because most organogela-
tors have long alkyl chain groups.

ORGANOGELATION

Many attempts have been made to define the phenomenon
of gelation. In 1993, Kramer and colleagues proposed that
use of the term “gel” be limited to systems that fulfill the
following phenomenological characteristics: (1) They con-
sist of two or more components, one of which is a liquid,
and (2) they are soft, solid, or solid-like materials (34).
The authors further described their definition of “solid-
like” and also reviewed other existing definitions of gels.
However, there is no precise definition for gelation, and
in recent literature it is a phenomenon that is described
rather than defined. Organogels are usually formed when
an organogelator is heated and dissolved in an appropriate
solvent. The mixture is allowed to cool to its gel transition
temperature resulting in the formation of a matrix that
traps the solvent due to surface tension. In general, the

Figure 7. Repulsive and atractive
secondary interactions in triple hy-
drogen-bonded donor–acceptor com-
plexes.
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Figure 8. The most common π–π interactions are stacked, offset
stacked, and edge-to-face.

amount of organogelator needed to gel a certain solvent is
small with respect to solvent, and concentrations can be as
low as 2% by weight.

Organogelators are usually divided into two distinct
classes based on the nature of the chemical forces
that stabilize them. Chemical organogelators are formed
through covalent networks; examples include cross-linked
polymer gels and silica gels. One common feature of these
gels is that their formation is irreversible. In contrast,
physical gels are stabilized by noncovalent forces that
range from hydrogen bonding to π–π stacking interactions.
These types of gels are thermoreversible from the gel phase
to solution. The molecules that encompass this class of
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compounds range from peptides to carbohydrates to very
simple organic molecules. We focus most of our discussion
on these types of organogelators.

Several papers discuss the structures of organogelators
and their properties. Terech and Weiss presented extensive
research on anthryl and anthraquinone appended chloles-
terol derivatives (35). Extensive work on amide and urea
organogelators is presented in van Esch and Feringa’s 1999
book chapter (36). Hamilton and co-workers reported ex-
amples of organogelator design derived in many cases from
molecular recognition and self-assembly (37).

Although the mechanism of gelation is not fully un-
derstood, there have been many attempts to understand
the structure of gels. In a recent paper, Terech discussed
and compared three methods for measuring phase transi-
tion temperatures in physical organogels (38). The three
methods analyzed were the “falling ball” technique, nu-
clear magnetic resonance (NMR) spectroscopy, and rheo-
logy. The authors concluded that the rheology method is
the most reliable.

Examples of Organogelators

Low molecular weight organogelators encompass a variety
of compounds that can self-assemble into a fibrous ma-
trix that can trap solvent molecules within its cavities.
The noncovalent interactions that hold these structures
together are various in nature. As a result, organogela-
tors are usually classified by their chemical consititution.
We will use this same type of classification previously em-
ployed by Terech, Weiss, van Esch, and Feringa.

Fatty Acid and Surfactant Gelators. Some of the first
organogelators were based on substituted fatty acids. 12-
Hydroxyoctadecanoic acid 7 and its monovalent salts form
organogels in a variety of solvents (Fig. 9) (39,40). Obser-
vation of circular dichroism was used as evidence for the
formation of supramolecular helical strands, although the

N+ I−

N+N+

C16H33C16H33

HO

CO2
−−O2C

OH HO

CO2
−−O2C

OH

COOH

OH

L-tartarate D-tartarate

2 X−

2X− = L-tartarate, 9
       = D-tartarate, 10

7

8

Figure 9. Examples of gemini surfactants and fatty
acid organogelators.

maximum of the signal depended on the solvent. For D-7,
most of the helices were left-handed, whereas for L-7
they were right-handed. Tetraalkylammonium deriva-
tives such as compound 8 behave as surfactants and
organogelators (41). Gemini (dimeric) surfactants formed
by cetyltrimethylammonium ions (CTA) with various coun-
terions gel organic solvents (see Fig. 9) (42). The most
probable structure for the gels of 9 and 10 is an entan-
gled network of long fibers that have polar groups at the
core of the aggregate and long alkyl chains in contact
with the solvent. These compounds gel chlorinated sol-
vents most effectively at concentrations as low as 10 mM.
However, they gel other solvents such as toluene, xylenes,
chlorobenzene, and pyridine at concentrations from 20–
30 mM.

Anthracene and Anthraquinone Derivatives. Anthracene
and anthraquinone derivatives gel various alkanes, al-
cohols, aliphatic amines, and nitriles. These aromatic
structures to form gels through π–π interactions. However,
when the anthryl ring of 11 is partially hydrogenated, com-
pounds 12 and 13 still form organogels (Fig. 10) (43). The
interesting photochromatic properties of anthraquinones,
such as 14, has led to the study of substitution patterns
on the ring. Dialkoxy-2,3-anthraquinone derivatives are
the most effective agents (44). Both anthracene and an-
thraquinone substituents have been coupled to cholesterol
groups for organogelation purposes. These are discussed
later.

Amides and Ureas. The hydrogen bonding properties of
amides and ureas have been the subject of solid-state and
solution studies. Many low molecular weight organogela-
tors have been designed by using this recognition element.
The amide functional group can form eight-membered,
hydrogen-bonded dimers and one-dimensional infinite ar-
rays (Fig. 11). Primary and secondary amides (45) and
pyrimidones (46) form cyclic dimers.
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Figure 10. Examples of organogelators based
on anthracene and anthraquinone derivatives.
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Hanabusa reported that trans-cyclohexane-1,2-diamide
15 gels organic solvents, silicon oil, and liquid paraffin at
concentrations as low as 2 g/L (47). Enantiomerically pure
15 produces stable gels, and circular dichroism indicates
a chiral helical arrangement of the diamides. Electron mi-
crographs of a gel produced from 15 in acetonitrile showed
the presence of the helical superstructures. However, the
racemic mixture of 15 and 16 produces only unstable
gels. The authors believe that the helical superstructures
could arise from stacked, hydrogen–bonded, infinite aggre-
gates. Therefore, the orientation of the amide groups in a
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Figure 11. Amides can form linear array (a) or dimers (b) through
hydrogen bonding.

antiparallel trans configuration (both equatorial) is crit-
ical for the complementary interaction. Interestingly, 17
which has cis-amide groups (one equatorial and one axial)
cannot form this interaction favorably and is not observed
to gel any solvents (Fig. 12). This type of stacked amide
hydrogen bonding has been observed in the crystal struc-
ture of a cyclohexane-1,3,5-triamide reported by Hamilton
(48).

Shirota reported similar amide-containing molecules in
which the hydrogen-bonding groups are arranged around
a rigid core. Compound 18 gels various solvents. To prove
that hydrogen bonding is essential in the gelling ability of
these molecules, the N-methyl analog 19 was synthesized,
and no gelation was observed (49). Increasing the distance
between the hydrogen-bonding groups does not have ad-
verse effects on the gelling capacities of these compounds
(Fig. 13), as was observed for 20 (50).

Hanabusa also reported long alkyl chain trisubsti-
tuted organogelators based on a flexible core (51). cis-
1,3,5-Cyclohexanetricarboxamide derivatives 21–24 show
a trend in improved gelation when the alkyl chains are
longer (Fig. 14). These results suggest that intermolecu-
lar hydrophobic interactions among the alkyl chains are
critical in stabilizing the gel network. These molecules in-
crease the viscosity of solvents at very low concentrations.
Compound 22 causes an increase in the viscosity of CCl4 to
250.0 cP at 25◦C from 0.908 cP in the absence of the gelling
agent.

NHCOC11H23

NHCOC11H23

NHCOC11H23

NHCOC11H23

15 trans (1R, 2R)
16 trans (1S, 2S)

17 cis derivative

Figure 12. Organogelators based on 1,2-diaminocyclohexane
derivatives.
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Figure 13. Low molecular weight organogelators
based on amide hydrogen bonds.

Recent applications of organogelators have included
trapping liquid crystals within the gel matrix. Kato used
15 to gel liquid crystals such as 25 and 26 (Fig. 15) in con-
centrations as low as 1 mol% (52). These gels were stable
at room temperature for several months. Measurements of
the response to an electric field were made on gels of 15
and 25, and interestingly, the threshold voltage of the gel
(5.0 V) is larger than that of the liquid crystal alone (1.1 V).
The authors propose that the solvent (liquid crystal) is
oriented within the gel and that the structure resembles
the cartoon shown in Fig. 15. As a result of this property,
these materials may have applications in electro-optical
devices.

Organogels formed by hydrogen bonding of small
molecules have also been stabilized by polymerization.
For example, Masuda used amide hydrogen bonds as in
1-aldosamide 27 to template the position of diacetylene
groups close to each other for polymerization (53a). IR
stretching frequencies were consistent with additional hy-
drogen bonding between the aminosaccharides. Robust
nanofibers are observed in 27 using electron microscopy.
However, 1-galactosamide containing 28 forms amorphous
solids presumably due to steric hindrance by the axial
OAc group that leads to the formation of an infinite amide

CONHR

CONHRRHNOC

21; R = CH2(CH2)4CH3

22; R = CH2(CH2)10CH3

23; R = CH2(CH2)16CH3

24; R = CH2CH2CH(CH3)(CH2)3CH(CH3)2
Figure 14. Long alkyl chain organogelators derivatives with
hydrogen bonding groups around a cyclic core.

hydrogen-bonded network. Polymerization of 27 was con-
firmed by UV absorption and gel permeation chromatogra-
phy. In a similar example, Shinkai polymerized 29 in situ
(53b). The absorption spectra of the gels before and after
photoirradiation show a distinct change that is consistent
with polymerization (Fig. 16).

Recently, Tamaoki published on the gelation and poly-
merization of 30 (see Fig. 17) (54). Compound 30 contains
two cholestryl ester units at the ends of a diyne spacer.
30 shows liquid crystal behavior when heated between
101 and 133◦C and gels nonpolar solvents at low concen-
trations. Gels formed in cyclohexane were irradiated by
UV light (500-W high-pressure Hg lamp), and their color
changed from colorless to dark blue. The absorption spec-
tra provided evidence for the presence of the exciton band
of polydiacetylene. The Tgel for a gel at 5.3 mM was 45◦C
before polymerization. However, after UV irradiation, the
gel maintained its shape even above the boiling point of
cyclohexane (80.7◦C).

Ureas have been studied in detail due to their hydrogen-
bonding complementarity to carboxylates and other an-
ions. Moran synthesized 31 (Fig. 18), which has ad-
ditional hydrogen-bonding groups to promote stronger
association (55). The bis-urea 32 developed by Rebek
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Figure 15. Compound 15 can gel liquid
crystals 25 and 26. It is believed that the
structure of the gels is as depicted in the
illustration.
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Figure 16. Aldosamide 27 is stabilized by one-dimensional hydrogen bonds, whereas 28 has axial
acetyl groups that hinder the formation of such structures. Diamide 29 also forms one-dimensional
strands and polymerizes in situ.
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Figure 17. Polymerization of the gel formed by 30 in cyclohexane causes it to turn deep blue after
1 minute of photoirradiation.
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Figure 18. Urea molecules used for bind-
ing carboxylates. Molecule 31 has additional
hydrogen-bonding sites, and 32 has chiral R
groups for enantioselective recognition.

complexes carboxylates enantioselectively when R is
chiral (56).

Etter and co-workers observed that bidentate hydrogen
bonding predominates in bis-ureas in the solid state. Graph
sets and hydrogen-bonding rules were derived from this
data and used to predict hydrogen-bonding patterns in re-
lated structures (57). Lauher has published crystal struc-
tures of a family of ureylenedicarboxylic acids that form
hydrogen-bonded sheets through the carboxylic acid dimer,
as well as urea hydrogen-bonded one-dimensional strands
(58,59). Examples are shown in Fig. 19.

Hanabusa synthesized and studied gelators based on
the urea hydrogen-bonding group. Molecules that have
rigid spacers between the urea functional groups 33 and 34
gel only toluene and tetrachloromethane, respectively (60).
However, cyclic bis-ureas 35–37 show remarkable gelling
properties in different organic solvents. Similar to the
results with 1,2-bisamidocyclohexanes, these molecules
show gelation that depends on the length of the alkyl
chains. The antiparallel orientation of the bis-urea groups
is also important because the cis analog does not gel any
solvent. See Fig. 20.

Bis-urea molecules have been reported by Kellogg and
Feringa (see Fig. 21) (61). The morphology of the dried
gels observed is thin rectangular sheets. These compounds
gel only a selective number of solvents at concentrations
around 10 mg/mL. These gels are stable up to temperatures
of 100◦C and for months at room temperature.

Hamilton reported a family of bis-urea molecules,
shown in Fig. 22, that gels mixtures of solvents at 5◦C (62).

The crystal structure of 38 confirmed the formation of ex-
tensive hydrogen-bonded arrays by both urea groups. As
seen in Fig. 22, all of the urea groups point in the same di-
rection, which makes the aggregates chiral. In this particu-
lar case, chirality is translated to the entire crystal because
all strands point in the same direction. The urea hydrogen
bonding distances N–H · · · O are 2.18 and 2.23 Å, which are
within the expected range.

Cyclic bis-ureas derived from trans-1,2-diaminocyclo-
hexane and 1,2-diaminobenzene derivatives have been ex-
tensively studied by Kellogg and Feringa (63). They pre-
pared polymerizable derivatives 39 and 40 (Fig. 23). It is
interesting to note that 39 forms gels only in tetralin, but
40 gels a variety of solvents. After photoirradiation and
polymerization of the methacrylate groups, there is a slight
turbidity and stability increase in the gels. A highly porous
material was obtained after removing the solvent by freeze-
drying. Functional organogels can also be generated by in-
troducing reactive groups in the spacer between the ureas.
Thiophene 41 and bis-thiophene 42 show efficient charge
transport within the organogels that they form (64). These
gels have potential application as organic semiconductors
and have been further investigated. Molecular modeling of
1,2-bisaminocyclohexane and 1,2-bisamidobenzene deriva-
tives indicates that trans-antiparallel orientation of the
bis-urea groups is the most favorable for forming an exten-
sive hydrogen-bonding network. However, in crystal struc-
ture 43, both urea groups are oriented in the same direc-
tion (65). The authors used a variety of techniques, such
as infrared spectroscopy, differential scanning calorimetry
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Figure 19. Formation of urea bidentate hydrogen-bonded chains prevail in the presence of other
hydrogen-bonding groups such as carboxylic acids.

and electron microscopy, to elucidate the supramolecular
structure of the gelators.

Barbiturate-Melamine and 2,6-Diaminopyridine-
Barbiturate Organogelators. Hydrogen-bond complemen-
tarity between two different functional groups has been
studied in many systems for recognition in host–guest
chemistry and for the formation of infinite aggregates
in solution and in the solid state. Two of these patterns
that have been incorporated into organogelators are the
barbiturate–melamine pair and 2,6-diaminopyridine-
barbiturate.

Whitesides and Lehn exploited the hydrogen-bonding
complementarity of melamine-barbituric/cyanuric acid
(13,66). The focus of their research was to study the
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Figure 20. Organogelators based on bis-urea derivatives.

preferential formation of cyclic or linear aggregates. Their
approach was to use steric hindrance to enhance formation
of cyclic aggregates over linear ones. When the melamine
derivative has methyl substitiuents on the phenyl rings
(44) or an n-butyl substituent at the 3-position on the
melamine derivative (45), the aggregates cocrystalize with
diethylbarbiturate 46 in a linear arrangement. However,
when the substituents were bulky, as in t-butyl-substituted
phenyl groups (47), the cocrystallized aggregates were
cyclic (see Fig. 24).

These types of molecular recognition motifs have been
coupled to long alkyl chains to generate two-component
organogelators. Hanabusa used a 1:1 mixture of 48
and 49 to gel N,N-dimethylformamide, chloroform, tetra-
chloromethane and cyclohexane at concentrations as low
as 0.04 mol/mL (Fig. 25) (67).
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Figure 21. Simple alkyl bis-urea organogelators.
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the expected bidentate hydrogen bonds.
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Figure 25. Two-component complementary organoge-
lators based on melamine–barbiturate hydrogen
bonding.

Hamilton has made extensive use of 2,6-diamino-
pyridines in designing receptors for barbiturates. This
hydrogen-bonding group has been incorporated into macro-
cycles 50 and 51 (Fig. 26), which also have the appropriate
size cavity to form a 1:1 host–guest complex with 46
(68). When coupled to a thiol nucleophile, these receptors
show large increases in the rates of thiolysis reactions of
barbiturate-active ester derivatives (69).

Shinkai synthesized host–guest organogelators based
on cholesterol-substituted 2,6-diaminopyridines. Gels
formed by 52 and 53, when combined with 46, are sta-
bilized by different mechanisms (Fig. 27) (70). The com-
plex of 46 with 52, which has flexible spacers between
hydrogen bonding groups forms gels by intermolecular
stacking of the host–guest complex. Whereas, in 46:53
the alignment of the complex is not optimal, leaving free
N–H and C=O groups for intermolecular hydrogen bond-
ing, and leading to cross-linking of the aggregates to form
gels. The linking of known organogel forming molecules
to cholesterol substituents has been exploited in designing
many organogelators. In the following section, we present
organogelators based on structures that have already been
discussed in previous sections.
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Figure 26. Examples of 1:1 host–
guest recognition receptors for bar-
biturates.

Cholesterol Derivatives. In 1989, Weiss and co-workers
published a report of a family of organogelators termed
ALS (71) that contain an aromatic (A) and a steroidal
(S) group linked by atoms (L). These compounds contain
a 2-substituted anthracenyl group coupled to the C3 of
the steroid group (see Fig. 28). Because there is no strong
hydrogen-bonding group in these molecules, it is believed
that the gels are stabilized by dipolar and van der Waals
interactions. Nonetheless, these forces are strong enough
for gels from 2% concentrations to retain their proper-
ties for several months. Results from fluorescence, circu-
lar dichroism, X-ray diffraction, and 1H NMR studies indi-
cate that 54 forms gels by a stacked helical arrangement
of the molecules, where the anthracenyl group partially
overlaps the aromatic region of neighboring molecules. The
organogels formed by 54 were also studied in decane and
butanol by neutron and X-ray scattering techniques (72).
The results show that the aggregates are composed of long,
rigid fibers. The diameter of the fibers is sensitive to the
solvent: 160 Å in decane and 192 Å in butanol. The results
from this and previous studies showed that interactions
between the aromatic groups play an important role in de-
termining gel structure, stability, and aggregate type.
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Figure 28. Example of an anthranyl-cholesterol
organogelator.
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54

A fluorescence spectroscopic study of gels formed from
cholesterol–stilbene and cholesterol–squaraine gelators
showed similar fibrous structures (73). Studies using a
variety of probes showed that the solvent is in a liquid-
like phase in the gel matrix microenvironment. Futher-
more, Swanson and Whitten captured a series of time
transient images to monitor the sol-to-gel phase transi-
tion of 55 in 1-octanol (Fig. 29) on highly oriented py-
rolytic graphite (74). Using AFM and the assumption
that solvent molecules fill the separations between the
fibers, they estimated that 30% of solvent molecules are
inside the fibers and 70% are in the space between the
fibers. The authors suggest that this finding provides a
foundation for the selectivity that many organogelators

show among the solvents that they most effectively
gel.

Shinkai studied thermal and photochemical control of
cholesterol-based gelators that contain azobenzene groups
coupled to the C3 of a steroid through an ester linkage
(75). The results indicated that when the configuration at
C3 is the naturally occurring (R), the gelators are effective
in polar solvents, whereas when the stereocenter has (S )
configuration, apolar solvents are gelled. Scanning elec-
tron microscopy established that the gelators form three-
dimensional networks of helical fibrils. The gels prepared
from 56 in cyclohexane showed a right-handed helical sig-
nal by circular dichroism (CD) when the configuration of
the C3 center was R. The left-handed helix was observed
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Figure 29. Time transient AFM images of sol–gel phase transition for 55. These images were
acquired after the heated solution was cooled to room temperature for (a) 0, (b) 10, (c) 15, (d) 18,
(e) 21, and (f) 31 minutes. Images scale is 12 × 12 µm. (These images are reproduced with permission
of the Journal of the American Chemical Society.)
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Figure 30. Gelation of azo-cholesterol derivatives can be photolitically controlled.

for the other stereoisomer. Another interesting result from
this study is that the sol–gel phase transition of 57 was
induced by photoresponsive cis–trans isomerism of the
azobenzene group (see Fig. 30).

Shinkai exploited the gelation of chlolesterol derivatives
by generating a series of interesting organogelators. For
example, the isocyanuric acid 2,3,6-triaminopyrimidine
pair 58 was generated (Fig. 31) (76). Gelation in this
system is remarkably dependent on the cooling rate of
the mixture, as well as the nature of the solvents and
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Figure 31. Cholesterol derivatives of isocyanuric acid and 2,4,6-triaminopyrimidine pair 58.

the concentrations used. Interestingly, the mismatched
hydrogen-bonding combination leads to gelation, whereas
the formation of molecular tapes results in precipitation.

Other interesting functional gels using the cholesteryl
group have included a porphyrin substituent (77). The
derivative with (S ) C-3 configuration (59) effectively gelled
a number solvents, whereas the (R) isomer was ineffective
with all solvents used. The absorption spectra showed a
new λmax at 444 nm and its corresponding CD band only
in the gel phase, indicating that gelation leads to ordered
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Figure 32. Porphyrin-cholesterol derivative 59 gels organic solvents and has potential photochem-
ical properties. Mixtures of 60 and 61 are used as templates for preparing hollow fiber silica.

porphyrin assemblies. Shinkai also recently used organic
cholestryl gels as templates for preparing hollow fiber
silica (78).

It was found that molecules such as 60 gel liquid silanol
derivatives. The fibrous organic matrix can serve as a
template in forming the silica gels. The pyrolitic removal
of the organic matrix resulted in forming well-grown,
fibrous silica whose tube edges contain cylindrical cavities
50–200 nm in diameter. When mixtures of 60 and 61 were
used, a helical hollow fiber silica resulted (79). This finding
is particularly interesting because it represents the trans-
fer of chirality from a template into an inorganic matrix
(see Fig. 32).

Maitra and co-workers generated a donor–acceptor
organogelator by using bile acid derivatives, such as those
shown in Fig. 33 (80). Compound 62 gels organic solvents
(primarily alcohols) only in the presence of 63 (Fig. 33). The
stoichiometry required for gelation is 1:1, and the gels are
colored due to charge-transfer effects. The intensity of the
charge-transfer band changes substantially during gela-
tion suggesting that this interaction is important in the
gelation process.

Amino Acid Gelators. Gelatin is a polypeptide that has
a high content of glycine, proline, and 4-hydroxyproline.

It is usually obtained from denatured collagen. Therefore,
it is not surprising that short peptide derivatives gel or-
ganic solvents. It is believed that the amide group in these
systems plays a key hydrogen-bonding role.

N-Benzyloxycarbonyl-L-alanine-4-hexadecanoyl-2-nit-
rophenyl ester 64 can form thermoreversible gels at less
than 1% concentration by mass in methanol or cyclohex-
ane (81). Transmission and scanning electron microscopy
revealed that the gels are formed by rod-like fibers that
in turn are presumably assembled through N–H · · · O
hydrogen-bonding between adjacent carbamate groups.
Several analogs of 64 were studied by FT-IR and circular
dichroism to determine the role of these interactions (82).
The study suggests that π−π stacking, dipole–dipole
interactions, and hydrophobic forces together with hydro-
gen bonding work cooperatively to form aggregates. The
alkylamine of N-benzyloxycarbonyl-L-valyl-L-valine 65
can also gel a variety of solvents at very low concentra-
tions (83). FT-IR and thermodynamic parameters suggest
that the gels form by intermolecular hydrogen bonding
between the N–H and C=O groups of the carbamate (see
Fig. 34).

Hanabusa also reported diketopiperazines[cyclo(dipep-
tides)] as gelators for a variety of solvents, including edi-
ble oils, glyceryl esters, alcohols, and aromatic molecules
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Figure 35. Cyclo(dipeptides) can gel a variety of organic solvents.
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Figure 36. Examples of sugar-based organogelators.
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(see Fig. 35) (84). An interesting feature is that even short
alkyl chain derivatives are effective in gelling many sol-
vents. However, introducing long chains does result in an
increase in the gelation ability of the molecules.

Bhattacharya and co-workers reported a gelator family
based on L-phenylalanine derivatives (85). Both mono and
bis-carbamate derivatives of this amino acid were synthe-
sized. This study shows a wide range of compounds. The
investigation included many spacers between the carba-
mates. The gels were characterized by FT-IR, calorimetry,
and X-ray diffraction studies.

Similar to the cholestryl templates used to form hol-
low fiber silica, the amino acid derivative Z-L-Ile-NHC18H37

was used as a template in the polymerization of titanium
tetraisopropoxide (86). Interestingly, after calcining the or-
ganic matrix, the result was porous titania that had fibrous
structures.

Sugar-Based Gelators. The structure of the sugar compo-
nent seems to play an important role in the gelation proper-
ties of sugar-based organogelators (87). In compounds that
contain p-nitrophenyl groups, the chirality of the helical
fibers formed by the gelator was monitored by CD spec-
troscopy (88). The p-aminophenyl derivatives were synthe-
sized to have reinforce the formation of the gels through a
metal coordination effect (Fig. 36) (89).

CONCLUSION

In this article, we have presented the development of
organogelation from its initial stages of identifying inter-
molecular interactions through the development of func-
tional organogelators. The applications of these materials
range from the absorption of different solvents to a role
as a template in forming fibrous silica. Microcellular or-
ganic materials formed by noncovalent interactions have
also been prepared from gels by removing the solvent from
their structure. The study of gels has been challenging,
but the potential rewards in terms of understanding this
form of matter between solid and liquid are considerable.
The relative ease with which organogelation can be gen-
erated, the partial order that is present in their structure,
and the potential for novel functionalization and reactivity
all suggest that organogels will find many industrial and
academic applications in the coming years.
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INTRODUCTION

Hydrogels are three-dimensional, water-swollen struc-
tures composed mainly of hydrophilic homopolymers or
copolymers (1). They are rendered insoluble by chemical
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or physical cross-links. The physical cross-links can be en-
tanglements, crystallites, or weak associations such as van
der Waals forces or hydrogen bonds. Cross-links provide
the network structure and physical integrity. It is possi-
ble to design hydrogels whose swelling behavior depends
on the external environment. During the last thirty years,
there has been significant interest in the development and
analysis of environmentally or physiologically responsive
hydrogels (2).

Hydrogels are classified in a number of ways (1,3).
They can be neutral or ionic based on the nature of
the side groups. They can also be classified on the ba-
sis of network morphology as amorphous, semicrystalline,
hydrogen-bonded structures; supermolecular structures;
and hydrocolloidal aggregates. Additionally, in terms of
their network structures, hydrogels can be classified as
macroporous, microporous, or nonporous (1,3,4).

Since the development of poly(2-hydroxethyl methacry-
late) gels in the early 1960s, hydrogels have been con-
sidered for a wide range of applications, most notably
for biomedical and pharmaceutical devices, due mainly to
their high water content and rubbery nature which re-
sembles natural living tissue more than any other class
of synthetic biomaterials (1,5). Furthermore, the high wa-
ter content gives these materials excellent biocompatibil-
ity. Some applications of hydrogels include contact lenses,
biosensors, sutures, dental materials, and controlled drug
delivery (1,5–9). Two of the most important characteris-
tics in evaluating the ability of a polymeric gel to function
in a particular controlled release application are the net-
work permeability and the swelling behavior. The perme-
ability and swelling behavior of hydrogels depend strongly
on the chemical nature of the polymer(s) that composes the
gel and on the structure and morphology of the network.
As a result, there are different mechanisms that control
the release of drugs from hydrogel-based delivery devices.
Such systems are classified by their drug release mecha-
nism as diffusional-controlled release systems, swelling-
controlled release systems, chemically controlled release
systems, and environmentally responsive systems (3).

Hydrogels may exhibit swelling behavior that depends
on the external environment. Thus, in the last 30 years,
there has been major interest in developing and analyzing
these smart or responsive hydrogels (2). These hydrogels
may drastically change their swelling ratios due to changes
in their external pH, temperature, ionic strength, na-
ture of the swelling agent, and electromagnetic radiation.
Some advantages of environmentally or physiologically
responsive hydrogels are relevant in numerous drug de-
livery applications, such as chemomechanical systems and
drug targeting. In an exceptional new review in the field,
am Ende and Mikos (10) offer a thorough physicochemi-
cal and mathematical interpretation of the conditions for
diffusional release of various bioactive agents in hydro-
gels and other polymeric carriers; they emphasize the
conditions of stability of peptides and proteins during
delivery.

In this article, we present an overview of smart hy-
drogels and models that characterize the structure and

properties of these materials. Additionally, we review
important contributions in this area and emphasize new
synthetic methods that promise to lead to the development
of exciting new structures for solutions to drug delivery
problems.

STRUCTURE AND PROPERTIES OF HYDROGELS

To evaluate the feasibility of using a hydrogel in a parti-
cular application, it is important know the structure and
properties of the polymer network. The structure of an
idealized hydrogel is shown in Fig. 1. The most impor-
tant parameters that define the structure and properties
of swollen hydrogels are the polymer volume fraction in
the swollen state υ2,s, the effective molecular weight of the
polymer chain between cross-linking points Mc, and the
network mesh or pore size ξ (11).

The volume fraction of the polymer in the swollen gel
is a measure of the amount of fluid that a hydrogel can
incorporate in its structure:

υ2,s = volume of polymer
volume of swollen gel

= Vp

Vgel
= 1/Q. (1)

This parameter can be determined by equilibrium swelling
experiments (12). The molecular weight between cross-
links is the average molecular weight of the polymer chains
between chemical and physical junction points. This para-
meter provides a measure of the degree of cross-linking in
the gel. This value is related to the degree of cross-linking
in the gel X as

X = Mo

2Mc
(2)

Here, Mo is the molecular weight of the repeating units
that make up the polymer chains.

Mc, ξ


Figure 1. Schematic representation of the cross-linked structure
of a hydrogel. M c is the molecular weight of the polymer chains
between cross-links ( �), and ξ is the network mesh size.
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The network mesh size represents the distance between
consecutive cross-linking points and provides a measure of
the porosity of the network. These parameters, which are
not independent, can be determined theoretically or by a
variety of experimental techniques.

Equilibrium Swelling Theories

Neutral Hydrogels. Flory and Rehner (13) developed the
initial depiction of the swelling of cross-linked polymer gels
using a Gaussian distribution of the polymer chains. They
developed a model to describe the equilibrium degree of
swelling of cross-linked polymers. The model postulated
that the degree to which a polymer network swells is gov-
erned by the elastic retractive forces of the polymer chains
and the thermodynamic compatibility of the polymer and
the solvent molecules. In terms of the free energy of the sys-
tem, the total free energy change upon swelling is written
as

�G = �Gelastic + �Gmix. (3)

Here, �Gelastic is the contribution of the elastic retractive
forces and �Gelastic represents the thermodynamic compat-
ibility of the polymer and the swelling agent. Upon evalu-
ating each term at equilibrium, the swelling behavior for
hydrogels cross-linked in the absence of a solvent can be
described by the following equation:

1
Mc

= 2
Mn

− (υ/V1)
[
ln(1 − υ2,s) + υ2,s + χ1υ2,s

](
υ

1/3
2,s − υ2,s

2

) , (4)

where υ is the specific volume of the polymer, V1 is the mo-
lar volume of the swelling agent, χ1 is the polymer solvent
interaction parameter, and Mn is the molecular weight
of linear polymer chains prepared without a cross-linking
agent under the same conditions.

In many cases, it is desirable to prepare hydrogels in the
presence of a solvent. If the polymers were cross-linked in
the presence of a solvent, the elastic contributions must ac-
count for the volume fraction density of the chains during
cross-linking. Peppas and Merrill (14) modified the original
Flory–Rehner to account for the changes in the elastic con-
tributions to swelling. The equilibrium swelling equation
for polymer gels cross-linked in the presence of a solvent is

1
Mc

= 2
Mn

− (υ/V1) [ln(1 − υ2,s) + υ2,s + χ1υ2,s]
υ2,r[(υ2,s/υ2,r)1/3 − (υ2,s/2υ2,r)]

. (5)

Here, υ2,r is the volume fraction of the polymer in the
relaxed state. The relaxed state of the polymer is de-
fined as its state immediately after cross-linking but be-
fore swelling or deswelling. By performing swelling exper-
iments to determine υ2,s, the molecular weight between
cross-links can be calculated for a particular gel by using
this equation (12).

Ionic Hydrogels. Ionic hydrogels contain pendent groups
that are either cationic or anionic. The side groups of

+

+

+

+ ++
++

+
++

+

+

+

+

+

+

+
+

+

∆pH

Figure 2. Expansion (swelling) of a cationic hydrogel due to ion-
ization of pendent groups at specific pH values.

anionic gels are unionized below the pKa, and the swelling
of the gel is governed by the thermodynamic compatibility
of the polymer and the swelling agent. However, above the
pKa of the network, the pendent groups are ionized, and
the gels swell to a large degree due from the development
of a large osmotic swelling force due to the presence of the
ions. In cationic gels, the pendent groups are not ionized
above the pKb of the network. When the gel is placed in a
fluid whose pH is less than this value, the basic groups are
ionized, and the gels swell to a large degree (Fig. 2). The
swelling behavior of ionic gels is depicted in Fig. 3. Note
that this behavior can be completely reversible.

The theoretical description of the swelling of ionic hy-
drogels is much more complex than that of neutral hy-
drogels. Aside from the elastic and mixing contributions
to swelling, the swelling of an ionic hydrogel is affected
by the degree of ionization in the gel, the ionization equi-
librium between the gel and the swelling agent, and the
nature of the counterions in the fluid. As the ionic content
of a hydrogel is increased in response to an environmental
stimulus, increased repulsive forces develop, and the net-
work becomes more hydrophilic. The result is a more
highly swollen network. Because of Donnan equilibrium,
the chemical potential of the ions inside the gel must be
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Figure 3. Equilibrium degree of swelling of anionic and cationic
hydrogels as a function of the swelling solution pH.
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equal to the chemical potential of the ions in the solvent
outside the gel (15). An ionization equilibrium is estab-
lished as a double layer of fixed charges on the pendent
groups and the counterions in the gel. Finally, the nature
of counterions in the solvent affects the swelling of the gel.
As the valence of the counterions increases, they are more
strongly attracted to the gel and reduce the concentration
of ions needed in the gel to satisfy Donnan equilibrium
conditions.

The swelling behavior of polyelectrolyte gels was ini-
tially described as a result of a balance between the elastic
energy of the network and the osmotic pressure developed
as a result of the ions (15–22). In electrolytic solutions, the
osmotic pressure is associated with the development of a
Donnan equilibrium. This pressure term is also affected
by the fixed charges developed on the pendent chains. The
elastic term is described by the Flory expression derived
from assumptions of Gaussian chain distributions.

Models were developed for the swelling of ionic hy-
drogels by equating the three major contributions to the
swelling of the networks. These contributions are due to
mixing of the polymer and solvent, network elasticity, and
ionic contributions. The general equation is given as

�G = �Gmix + �Gel + �Gion. (6)

In terms of the chemical potential, the difference between
the chemical potential of the swelling agent in the gel and
outside the gel is

µ1 − µ1,0 = (�µ)elastic + (�µ)mix + (�µ)ion. (7)

The elastic contribution and mixing contributions of
weakly charged polyelectrolytes will not differ from those
of nonionic gels. However, for highly ionizable materials,
ionization effects are significant, and �µion is important.
At equilibrium, the elastic, mixing, and ionic contributions
must sum to zero.

The ionic contribution to the chemical potential depends
strongly on the ionic strength and the nature of the ions.
Both Brannon-Peppas and Peppas (21,22) and Ricka and
Tanaka (15) developed expressions to describe ionic con-
tributions to the swelling of polyelectrolytes. Assuming
that polymer networks under conditions of swelling be-
have similarly to dilute polymer solutions, activity coeffi-
cients can be approximated as one, and activities can be re-
placed by concentrations. Under these conditions, the ionic
contribution to the chemical potential is described by the
following:

(�µ)ion = RTV1�ctot. (8)

Here, �ctot is the difference in the total concentration of
mobile ions within the gel. The difference in the concen-
tration of mobile ions is due to the fact that the charged
polymer requires that the same number of counterions re-
main in the gel to achieve electroneutrality. The difference
in the total ion concentration could then be calculated from
the equilibrium condition for the salt.

Brannon-Peppas and Peppas (21,22) developed expres-
sions for the ionic contributions to the swelling of poly-
electrolytes for anionic and cationic materials. The ionic
contribution for an anionic network is

(�µ)ion = RTV1

4I

(
υ2

2,s

υ

) (
Ka

10−pH + Ka

)2

. (9)

The ionic contribution for a cationic network is

(�µ)ion = RTV1

4I

(
υ2

2,s

υ

) (
Kb

10pH −14 + Ka

)2

. (10)

In these expressions, I is the ionic strength and Ka and
Kb are the dissociation constants for the acid and base,
respectively. It is significant to note that this expression
has related the ionic contribution to the chemical potential
to characteristics about the polymer/swelling agent that
are readily determinable (e.g., pH, Ka, and Kb).

The equilibrium swelling of anionic polymer gels that
were crosslinked in the presence of a solvent can be de-
scribed by

V1
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(
υ2

2,s

υ

) (
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)2
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[(
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− υ2,s

2υ2,r

]
. (11)

The equilibrium swelling of cationic hydrogels prepared
in the presence of a solvent is described by the following
expression:

V1

4I

(
υ2

2,s

υ

) (
Kb

10pH −14 + Ka

)2

= [ln(1 − υ2,s) + υ2,s + χ1υ2,s]
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(
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) (
1 − 2Mc

Mn

)
υ2,r

[(
υ2,s

υ2,r

)1/3

− υ2,s

2υ2,r

]
. (12)

The molecular weights of ionic hydrogels between cross-
links can be calculated by performing swelling experiments
and applying Eqs. (11) (anionic gels) or (12) (cationic gels).

Rubber Elasticity Theory

Hydrogels are similar to natural rubbers; they can respond
to applied stresses nearly instantaneously (23,24). These
polymer networks can deform readily under low stresses.
Following small deformations (less than 20%), most gels
can also fully recover rapidly from the deformation. Under
these conditions, the behavior of the gels can be approxi-
mated as elastic. This property can be exploited to calcu-
late the cross-linking density or molecular weight between
cross-links for a particular gel.

The elastic behavior of cross-linked polymers has
been analyzed using classical thermodynamics, statistical
thermodynamics, and phenomenological models. Based
on classical thermodynamics and assuming an isotropic
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system, the stress–strain behavior of rubbers can be ex-
pressed as (23,24)

τ = ρRT

Mc

(
1 − 2Mc

Mn

) (
α − 1

α2

)
, (13)

where τ is the stress, ρ is the density of the polymer, and
α is the elongation ratio defined as the elongated length
divided by the initial length of the sample.

Similar analysis can be applied to swollen hydrogels
when the polymer volume fraction in the network is less
than unity. The number of cross-links per unit volume of
swollen gels is different from that of unswollen polymer
networks. The equation of state for real, swollen polymer
gels can be expressed as

τ = ρRT

Mc

(
1 − 2Mc

Mn

) (
α − 1

α2

)
υ

−1/3
2,s . (14)

This equation holds for networks cross-linked in the ab-
sence of any diluents. The equation of state of a swollen
network cross-linked in the presence of a solvent can be
written as (25)

τ = ρRT

Mc

(
1 − 2Mc

Mn

) (
α − 1

α2

) (
υ2,s

υ2,r

)1/3

. (15)

For elongation of a polymer network along a single axis,
the stress is inversely proportional to the molecular weight
between cross-links in the polymer network. Important
structural information about polymer networks can be ob-
tained from mechanical analysis under short deformations
(26–28).

Network Pore Size Calculation

One of the most important parameters in controlling the
rate release of a drug from a hydrogel is the network pore
size ξ . This is particularly important for smart gels be-
cause pore size changes dramatically as environmental
conditions shift. Pore size can be determined theoretically
or by using a number of experimental techniques. Direct
techniques for measuring this parameter are quasi-elastic
laser-light scattering (29) and electron microscopy. Some
indirect experimental techniques for determining the hy-
drogel pore size include mercury porosimetry (30,31), rub-
ber elasticity measurements (26), and equilibrium swelling
experiments (12,32). However, indirect experiments allow

Figure 4. Swollen temperature- and pH-sensitive
hydrogels may exhibit an abrupt change from
the expanded (left) to the collapsed (syneresed)
state (center) and then back to the expanded state
(right), as temperature and pH change.

∆T

∆pH

∆T

∆pH

calculating the porous volume (mercury porosimetry) and
the molecular weight between cross-links (rubber elastic-
ity analysis or swelling experiments).

Based on values for the crosslinking density or molec-
ular weight between crosslinks, the network pore size can
be determined by calculating the end-to-end distance of
the swollen polymer chains between cross-linking points
(12,23,32):

ξ = α
(
r−2

o

)1/2
. (16)

In this expression, α is the elongation of the polymer chains
in any direction and (r−2

o )1/2 is the unperturbed end-to-
end distance of the polymer chains between cross-linking
points. Assuming isotropic swelling of the gels and using
the Flory characteristic ratio Cn for calculating the end-to-
end distance, the pore size of a swollen polymeric network
can be calculated from the following equation (1):

ξ =
(

2Cn Mc
Mo

)1/2

lυ−1/3
2,s (17)

where l is the length of the bond along the backbone chain
(1.54 Å for vinyl polymers) and Mo is the molecular weight
of the monomeric repeating units.

CLASSIFICATIONS

Responsive hydrogels are unique. There are many dif-
ferent mechanisms for drug release, and many different
types of release systems based on these materials. For in-
stance, drug release in most cases occurs when the gel is
highly swollen or swelling and is typically controlled by
gel swelling, drug diffusion, or a coupling of swelling and
diffusion. However, in a few instances, drug release occurs
during gel syneresis by a squeezing mechanism. Drug re-
lease can also occur due to erosion of the polymer caused
by environmentally responsive swelling.

Another interesting characteristic of many responsive
gels is that the mechanism that causes the network struc-
tural changes can be entirely reversible. This behavior of
a pH- or temperature-sensitive gel is depicted in Fig. 4.
The ability of these materials to exhibit rapid changes in
their swelling behavior and pore structure in response to
changes in environmental conditions lends these materials
favorable characteristics as carriers for bioactive agents,
including peptides and proteins. This type of behavior may
allow these materials to serve as self-regulated, pulsatile
drug delivery systems. This type of behavior is shown
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Figure 5. Cyclic change of pH, T or ionic strength I leads to
abrupt changes in the drug release rates at certain time intervals
in some environmentally responsive polymers.

in Fig. 5 for pH- or temperature-responsive gels. Initially,
the gel is in an environment in which no swelling occurs.
As a result, very little drug release occurs.However, when
the environment changes and the gel swells, drug release is
rapid. When the gel collapses as the environment changes,
the release can be turned off again. This can be repeated
through numerous cycles. Such systems could be of ex-
treme importance in treating chronic diseases such as dia-
betes. Peppas (33) and Siegel (34) have presented detailed
analyses of this type of behavior.

pH-Sensitive Hydrogels

One of the most widely studied types of physiologically re-
sponsive hydrogels is pH-responsive hydrogels. These hy-
drogels are swollen from ionic networks that contain either
acidic or basic pendent groups. In aqueous media of appro-
priate pH and ionic strength, the pendent groups can ionize
and develop fixed charges on the gel, as shown in Fig. 2 for

an ionic gel. The swelling behavior of these materials has
been analyzed in a previous section.

There are many advantages of using ionic materials
in neutral networks. All ionic materials exhibit sensi-
tivity to pH and ionic strength. The swelling forces devel-
oped in these systems are increased compared to nonionic
materials. This increase in swelling force is due to the
localization of fixed charges on the pendent groups. As a
result, the mesh size of the polymeric networks can change
significantly from small pH changes. The drug diffusion
coefficients and release rates in these materials will vary
greatly as the environmental pH changes.

Temperature-Sensitive Hydrogels

Thermally sensitive polymers comprise another class of
environmentally sensitive materials that are being tar-
geted for drug delivery applications. This type of hydrogel
exhibits temperature-sensitive swelling due to a change
in the compatibility of the polymer/swelling agent across
the temperature range of interest. Temperature-sensitive
polymers typically exhibit lower critical solution tempera-
tures (LCST), below which the polymer is soluble. Above
this temperature, the polymers are typically hydrophobic
and do not swell significantly in water (35). However, below
the LCST, the cross-linked gel swells to significantly higher
degrees because of increased compatibility with water. The
rate of drug release of polymers that exhibit this sort of
swelling behavior would depend on the temperature. The
highest release rates would occur when the temperature of
the environment is below the LCST of the gel.

Complexing Hydrogels

Some hydrogels may exhibit environmental sensitivity
due to the formation of polymer complexes. Polymer com-
plexes are insoluble, macromolecular structures formed by
the noncovalent association of polymers that have affinity
for one another. The complexes form due to the associa-
tion of repeating units on different chains (interpolymer
complexes) or on separate regions of the same chain (in-
trapolymer complexes). Polymer complexes are classified
as stereocomplexes, polyelectrolyte complexes, and hydro-
gen bonded complexes by the nature of the association (36).
The stability of the associations depends on such factors as
the nature of the swelling agent, the temperature, the type
of dissolution medium, the pH and ionic strength, the net-
work composition and the structure, and the length of the
interacting polymer chains.

Complex formation in this type of gel results in physi-
cal cross-links in the gel. As the degree of effective cross-
linking is increased, the network mesh size and degree of
swelling are significantly reduced. As a result, the rate of
drug release in these gels decreases dramatically when in-
terpolymer complexes are formed.

Materials Sensitive to Chemical or Enzymatic Reaction

More recently, researchers have proposed controlled re-
lease devices that can respond to specific chemicals or
enzymes in the body (37,38). Under normal conditions,
the structure of the hydrogel would be sufficient to pre-
vent drug release. However, in the presence of specific
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substances, chemical or enzymatic reactions could occur
that may hydrolyze specific groups of the polymer chain
and result in an increased pore structure and rate of drug
release from the gel. If degradation of the gel occurs, the
systems cannot be fully reversible.

In some instances, enzymes can be incorporated in the
structure of the hydrogel. In the presence of specific chem-
icals, the enzyme could trigger a reaction which would
change the microenvironment of the hydrogel. Changes in
the local microenvironment (such as pH or temperature)
could lead to gel swelling or collapse. In these situations,
the release rates would be altered significantly. This type
of system could be completely reversible.

Figure 6. Schematic representation
of drug release from a magnetically
controlled system. Initially, when the
field is off (a), no drug release occurs.
When the field is turned on (b), the os-
cillations of the beads creates macro-
pores through which drug release
occurs (c). (d) Drug release halts when
the field is switched off.

(a)

(b)

(c)

(d)

No applied field.

Field turned on.

Drug release occurs.

No applied field, release halted.

Magnetically Responsive Systems
Magnetically responsive systems consist of polymers or
copolymers that contain magnetic microbeads (39). These
systems can be prepared from most polymers; however,
the most commonly used copolymer for these systems is
the hydrophobic polymer poly(ethylene-co-vinyl acetate).
Such systems are not typically classified as hydrogels be-
cause they do not swell to any appreciable degree. The drug
release mechanism of a typical magnetic system is shown
in Fig. 6. The three-dimensional structure of these sys-
tems is such that no drug release can occur when no mag-
netic field is applied. However, when a magnetic field is ap-
plied, the microbeads pulsate and allow micropores to form.
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Additionally, the pulsation of the beads “squeezes” the drug
out of the gel through these pores. When the field is re-
moved, drug release halts rapidly. Such systems have been
targeted for use as pulsatile drug delivery vehicles and, it
has been shown, exhibit extremely reproducible behavior.

APPLICATIONS

pH-Sensitive Hydrogels

Hydrogels can respond to pH changes have been studied
extensively over the years. These gels typically contain
ionizable side groups such as carboxylic acids or amine
groups (40,41). The most commonly studied ionic polymers
include poly(acrylamide) (PAAm), poly(acrylic acid) (PAA),
poly(methacrylic acid) (PMAA), poly(diethylaminoethyl
methacrylate) (PDEAEMA), and poly(dimethylaminoethyl
methacrylate) (PDMAEMA).

Cationic copolymers based on PDEAEMA and
PDMAEMA have been studied by the Peppas and
Siegel groups. The Siegel group focused on the swelling
and transport behavior of hydrophobic cationic gels. Siegel
and Firestone (42,43) studied the swelling behavior of
hydrophobic hydrogels of PDMAEMA and poly(methyl
methacrylate). Such systems were collapsed in solutions
whose pH was higher than 6.6. However, in solutions less
than pH 6.6, such systems swelled due to protonation of
the tertiary amine groups. The release of caffeine from
these gels was studied (44). No caffeine was released
in basic solutions; however, in neutral or slightly acidic
solutions, steady release of caffeine was observed for
10 days. More recently, Cornejo-Bravo and Siegel (45)
investigated the swelling behavior of hydrophobic copoly-
mers of PDEAEMA and PMMA. Additionally, Siegel (46)
presented an excellent model of the dynamic behavior of
ionic gels.

The Peppas groups studied the swelling behavior of
more hydrophilic, cationic copolymers of P(DEAEMA-
co-HEMA) and P(DMAEMA-co-HEMA) (47). These gels
swelled in solutions less than pH 7 and were in the col-
lapsed state in basic solutions. These materials swelled
to a greater degree than those prepared by Siegel. These
materials were used to modulate the release behavior of
protein and peptide drugs (48). Schwarte and Peppas (49)
studied the swelling behavior of copolymers of PDEAEMA
grafted with PEG. The permeability of dextrans of molecu-
lar weight 4400 and 9400 was studied. The membrane per-
meabilities in the swollen membranes (pH 4.6) were two
orders of magnitude greater than those of the collapsed
membranes.

Anionic copolymers have received significant attention
as well. The swelling and release characteristics of an-
ionic copolymers of PMAA and PHEMA (PHEMA-co-MAA)
have been investigated. The gels did not swell signifi-
cantly in acidic media; however, in neutral or basic media,
the gels swelled to a high degree due to ionization of the
pendent acid group (50,51). Brannon-Peppas and Peppas
also studied the oscillatory swelling behavior of these
gels (52). Copolymer gels were transferred between acidic
and basic solutions at specified time intervals. In acidic

solutions, the polymer swelled due to the ionization of the
pendent groups. Rapid gel syneresis occurred in basic solu-
tions. Brannon-Peppas and Peppas (53) modeled the time-
dependent swelling response to pH changes by using a
Boltzman superposition-based model. The pH-dependent
release behavior of theophylline and proxyphylline from
these anionic gels was also studied (54,55). Khare and
Peppas (56) studied the pH-modulated release behavior of
oxprenolol and theophylline from copolymers of PHEMA-
co-MAA and PHEMA-co-AA. Drug release in neutral or ba-
sic media occurred rapidly by a non-Fickian mechanism.
The release rate slowed significantly in acidic media. In
another study, am Ende and Peppas (57) examined the
transport of ionic drugs of varying molecular weight in
PHEMA-co-AA. They compared experimental results to a
free-volume based theory and found that deviations oc-
curred due to interactions between the ionized backbone
chains and pendent acid groups. The swelling and release
behavior of interpenetrating polymer networks of PVA and
PAA was also investigated (58,59). These materials also
exhibit strong pH-responsive swelling. The permeability
of these membranes was strongly dependent on the envi-
ronmental pH and the size and ionic nature of the solute.
Recent new studies have used ATR-FTIR spectroscopy to
characterize the interactions between polyelectrolytes and
solutes (59,60).

Heller et al. (61) studied the behavior of another
type of pH-responsive hydrogel. In this work, they evalu-
ated the pH-dependent release of insulin from degradable
poly(ortho esters). Other researchers used chitosan (CS)
membranes for drug delivery applications. These materi-
als exhibited pH-dependent swelling due to gelation of CS
upon contact with anions (62). Interpenetrating networks
of CS and PEO have been proposed as drug delivery devices
due to their pH-dependent swelling behavior (63,64). More
recently, Calvo et al. (65) prepared novel CS–PEO micro-
spheres. These systems were used to provide continuous
release of entrapped bovine serum albumin for 1 week.
In another study, methotrexate, an anticancer drug, was
encapsulated in microspheres of pH-sensitive CS and algi-
nate (66). Zero-order release of the drug was observed from
the microspheres in pH 1.2 buffer for more than 1 week.
Okano’s group (67) studied pH-responsive calcium alginate
gel beads. In these systems, modulated release of dextran
was achieved by varying the pH and ionic strength of the
environmental solution. Such systems may be promising
for protein and peptide delivery applications.

An exciting application of pH-sensitive hydrogels is be-
ing pursued by Narayani et al. (68). They developed both
anionic and cationic hydrogels using either alginate or chi-
tosan as a comonomer with HEMA, respectively. They were
able to demontrate high loading efficiencies of the cancer
agent methotrexate.

Temperature-Sensitive Hydrogels

Some of the earliest work on temperature-sensitive hy-
drogels was done by the Tanaka’s group (69). They syn-
thesized using cross-linked poly(N-isopropylacrylimide)
(PNIPAAm) and determined that the LCST of the
PNIPAAm gels was 34.3◦C. Below this temperature,
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significant gel swelling occurred. The transition about this
point was reversible. They discovered that the transition
temperature was raised by copolymerizing PNIPAAm with
small amounts of ionic monomers. Beltran et al. (70) also
worked with PNIPAAM gels containing ionic comonomers.
They observed results similar to those achieved by Tanaka.

The earliest investigators who studied PNIPAAm gels
discovered that the response time of the materials to tem-
perature changes was rather slow. Future studies focused
on developing newer materials could collapse/expand more
rapidly. Dong and Hoffman (71) prepared heterogeneous
gels containing PNIPAAm that collapsed at significantly
faster rates than homopolymers of PNIPAAm. Kabra
and Gehrke (72) developed a new method for preparing
PNIPAAM gels that resulted in significant increases in
the swelling kinetics of the gels. They prepared gels be-
low the LCST to produce a permanent phase separated
microstructure in the gels. These gels expanded at rates
120 times faster and collapsed at rates 3000 times faster
than homogeneous PNIPAAm gels. Okano’s group (73,74)
developed an ingenious method for preparing comb-type
graft hydrogels of PNIPAAm. The main chain of the cross-
linked PNIPAAm contained small molecular weight grafts
of PNIPAAm. Under conditions of gel collapse (above the
LCST), hydrophobic regions were developed in the pores
of the gel that resulted in rapid collapse. These materi-
als could collapse from a fully swollen conformation in less
than 20 minutes, whereas comparable gels that did not con-
tain graft chains required up to a month to collapse fully.
Such systems show major promise for rapid and abrupt or
oscillatory release of drugs, peptides, and proteins.

Thermoresponsive polymers may be particularly use-
ful in a wide variety of drug delivery applications (35,75).
Okano et al. (76) studied the temperature-dependent per-
meability of PNIPAAm gels. They used these gels as
“on-off” delivery devices in response to temperature fluc-
tuations. This type of behavior was useful for control-
ling the release of insulin (77) and heparin (48). These
gels were also used as “squeezing” systems (78). More re-
cently, conjugates of PNIPAAm with trypsin have been de-
veloped (79). Such systems could be extremely useful in
the targeted delivery of enzymes. Another promising ap-
plication of these systems was explored by Vernon et al.
(80). In this work, islets of Langerhans were entrapped by
thermal gelation of PNIPAAm for use as a rechargeable
artificial pancreas. Fukumori et al. (81,82) also worked
with microcapsules coated in a thermosensitive layer com-
prised of either hydroxypropyl cellulose (HPC) or ethyl cel-
lulose that contained nanoparticles of PNIPAAm hydro-
gels. These two systems result in two entirely different
temperature-sensitive drug release schemes. Drug release
occurs readily below the LCST for the the HPC coating due
to the more open mesh size. However, above this tempera-
ture, the network collapses, hindering solute transport. In
the other system, the drug release occurs only at tempera-
tures above the LCST. At these temperatures, the nanohy-
drogels are collaped, leaving voids that allow rapid release
of solute. These systems, it was, are fully reversible, result-
ing in an “on/off ” release behavior.

Other materials that possess a LCST near physiological
conditions have also been pursued. Yuk et. al. (83,84)

proposed another temperature-sensitive comonomer
system comprised of DMAEMA and acrylamide (Aam).
By changing the comonomer feed ratio, the LCST of these
systems varied from 28◦C to 50◦C. They also developed
a mathematical model to describe solute transport as a
function of temperature and network swelling kinetics
(85). Ogata has also worked on hydrogels composed of
the nucleic acid, uracil (86). These hydrogels, it has been
shown, rapidly change volume at 35◦C.

Another application of thermally sensitive hydrogels
is in injectable localized drug delivery systems. Cui and
Messersmith (87) used an aqueous solution of sodium algi-
nate and temperature-sensitive liposomes containing Ca2+

and a drug. Once the solution is injected, the temperature
of the body causes the liposomes to release the calcium
ions and the drug. The calcium ions then crosslink the algi-
nate to form a hydrogel, and controlled release of the drug
to the surrounding tissue is possible. Hoffman et al. (88)
created networks of chitosan grafted with Pluronicim side
chains. This copolymer system remains a solution until
the temperature is raised to 37◦C, and the side chains for
hydrophobic domains cross-link the network to form a
hydrogel.

pH- and Temperature-Sensitive Hydrogels

During the last 10 years, researchers have developed a
novel class of hydrogels that exhibits both pH- and tem-
perature-sensitive swelling behavior. These materials may
prove extremely useful in enzymatic or protein drug
delivery applications. Hydrogels were prepared from
PNIPAAm and PAA that exhibited dual sensitivities
(89,90). These gels responded rapidly to both temperature
and pH changes. Kim’s group investigated such systems as
carriers of insulin (91) and calcitonin (92). In general, these
hydrogels exhibited strong temperature-sensitive swelling
behavior only when large amounts of PNIPAAm were in
the gel. Cationic pH- and temperature-sensitive gels were
prepared using poly(amines) and PNIPAAm (93). These
systems were evaluated for local delivery of heparin.

Chen and Hoffman prepared new graft copolymers of
PAA and PNIPAAm that responded more rapidly to exter-
nal stimulus than previously studied materials (94). These
new materials exhibited increased temperature sensitivity
due to the presence of the PNIPAAm grafts. Such systems
were evaluated for prolonged mucosal delivery of bioactive
agents, specifically peptide drugs (95).

Brazel and Peppas (96) studied the pH- and temper-
ature-responsive swelling of gels containing PNIPAAm
and PMAA. These materials were used to modulate the
release of streptokinase and heparin in response to pH
and temperature changes (97). Baker and Siegel (98) used
similar hydrogels to modulate glucose permeability. How-
ever, only large amounts of PNIPAAm were needed to ob-
serve large temperature sensitivities. The Peppas group
developed novel pH- and temperature-sensitive terpoly-
mers of PHEMA, PMAA, and PNIPAAm (99). These sys-
tems were prepared to contain PNIPAAm-rich blocks, and
as a result, these materials exhibited strong temperature
sensitivity at only 10% PNIPAAm in the gel. Using these
materials, they were effectively able to modulate release
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Figure 7. The effect of interpolymer complexation on the correlation length ξ and on the effective
molecular weight between crosslinks M c, in P(MAA-g-EG) graft copolymer networks that have
permanent, chemical cross-links ( �).

kinetics of streptokinase (100). Cationic pH/temperature-
sensitive polymer networks have also been analyzed.
Park and Hoffman (101,102) studied gels based on
NIPAAm and NN ′-dimethylaminopropyl methacrylamide
(DMAPMAAm), and Gutowska et al. (103,104) looked
at networks that consisted of the more commonly used
DEAEMA and NIPAAm. They demonstrated significant
pH swelling dependence at 37◦C.

A novel approach to pH- and temperature-sensitive
drug release was developed by the Orkisz et al. (105). They
developed a system that consists of two compartments, one
a drug reservoir and the other a pH- temperature-sensitive
hydrogel comprised of carboxylic acid functionalized
hydroxypropyl cellulose. During periods of neutral pH and
low temperature, the gel is swollen and prevents release
of the drug from the reservoir. However, when the tem-
perature increases or the pH decreases, the hydrogel bar-
rier collapses, thus allowing drug release. Kaetsu et al.
(106–109) also developed a similar technology on a silicon
wafer chip. They photoetched pits into the wafer, and these
pits were subsequently covered by a layer of polyethylene
terephthalate mesh filled with a polyelectrolyte gel. These
gels covered the holes in the silicone wafer. Enzymes can be
immobilized on the gel and act as the sensing mechanism.
When the internal pH of the gel changes, it collapes, thus
releasing the drug contained in the hole on the silicone
wafer. The advantage of such a system is that a multitude
of drug reservoir can be placed on a single chip, thus allow-
ing for localized complex drug delivery.

Complexing Hydrogels

Another promising class of hydrogels that exhibits re-
sponsive behavior consists of complexing hydrogels. Os-
ada studied complex formation in PMAA hydrogels (110).
In acidic media, the PMAA membranes collapsed in the
presence of linear PEG chains due to the formation of
interpolymer complexes between the PMAA and PEG. The
gels swelled when placed in neutral or basic media. The
permeability of these membranes was strongly dependent
on the environmental pH and PEG concentration (111).
Similar results were observed for hydrogels of PAA and
linear PEG (112). Interpenetrating polymer networks of

PVA and PAA that exhibit pH- and weak temperature-
sensitive behavior due to complexation between the poly-
mers were prepared, and the release behavior of indo-
methacin was studied (113,114).

The Peppas group developed a class of copolymer gels of
PMAA grafted with PEG (P(MAA-g-EG) (115–123). These
gels exhibited pH- dependent swelling due to the presence
of acidic pendent groups and the formation of interpolymer
complexes between the ether groups on the graft chains
and protonated pendent groups. Complexation in these co-
valently cross-linked, complexing P(MAA-g-EG) hydrogels
resulted in the formation of temporary physical cross-links
due to hydrogen bonding between the PEG grafts and the
PMAA pendent groups. The physical cross-links were re-
versible and depended on the pH and ionic strength of
the environment. As a result, complexing hydrogels exhi-
bit drastic changes in their mesh size across small pH
changes, as shown in Fig. 7. One particularly promising
application for these systems is oral delivery of protein and
peptide drugs (123). As shown in Fig. 8, these copolymers

0 1 2 3 4 5 6
0

0.2

0.4

0.6

0.8

1

Time, t(h)

M
t/M

∞

pH = 1.2 pH = 6.8

Figure 8. Controlled release of insulin in vitro from P(MAA-g-
EG) microparticle simulated gastric fluid (pH 1.2) for the first
2 hours and phosphate buffered saline solutions (pH 6.8) for the
remaining 3 hours at 37◦C (172).
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severely limit the release of insulin in acidic environments
like those found in the stomach. However, insulin release
occurred rapidly in conditions similar to those in the in-
testines.

Another form of complexation-dependent drug deliv-
ery is in drug-polymer complexation schemes. For exam-
ple, Hoffman et al. (124,125) made hydrogels of NIPAAm
and methacryloyl–polyoxyethyl phosphate. These phos-
phate-containing networks formed complexes with posi-
tively charged proteins such as lysozyme. At pH 7.4, this
complex becomes destabilized, thus allowing for a pH-
and ionic-strength-dependent release. The advantage of
such a system is in the high loading efficiencies possi-
ble due to the capacity of the protein to form a polymer
complex.

Materials Sensitive to Chemical or Enzymatic Reaction

Major developments have been reported in using envi-
ronmentally responsive hydrogels as glucose-sensitive sys-
tems that could serve as self-regulated delivery devices for
treating diabetes. Typically, these systems have been pre-
pared by incorporating glucose oxidase into the hydrogel
structure during polymerization. In the presence of glu-
cose, glucose oxidase catalyzes the reaction between water
and glucose to form gluconic acid. Gluconic acid lowers
the pH of the gel’s microenvironment.

The first such systems developed by Kost et al. (126) con-
sisted of glucose oxidase immobilized in hydrogels based
on PHEMA and PDMAEMA. These systems exhibited
glucose-sensitive swelling. In the presence of glucose, glu-
conic acid is formed, resulting in a decrease in the local
pH. As a result, the cationic-based gels swelled to larger
degrees in the presence of glucose due to the production of
gluconic acid. Glucose-responsive swelling allowed control
of insulin permeation in these membranes by adjusting
the environmental glucose concentrations (127,128). The
kinetics of gel swelling and insulin release from cationic,
glucose-sensitive hydrogels was also studied (129).

Glucose-responsive systems that were based on anionic
hydrogels were proposed (130,131). Ito et al. (130) pre-
pared systems of porous cellulose membranes contain-
ing an insulin reservoir. The pores of these devices were
grafted with PAA chains functionalized by glucose oxidase.
In the presence of glucose, the decrease in environmental
pH caused the PAA chains to collapse, opening the pores
to allow insulin release. More recently, glucose-sensitive
complexation gels of P(MAA-g-EG) were developed by the
Peppas group (131). As the pH decreased in these gels in
response to elevated glucose concentrations, interpolymer
complexes formed, resulting in rapid gel syneresis. The
rapid collapse resulted in insulin release due to a “squeez-
ing” phenomenon.

Other glucose-responsive systems have been developed
that take advantage of the formation of complexes bet-
ween glucose molecules and polymeric pendent groups.
Lee and Park (132) prepared erodible hydrogels contain-
ing allyl glucose and poly(vinyl pyrrolidone). These sys-
tems were crosslinked by the noncovalent associations
between concanavalin-A (Con-A) and the glucose pen-
dent groups. In the presence of free glucose, Con-A was

bound to the free glucose, and the gels dissolved due to
disruption of the physical cross-links. Newer materials
developed by Okano’s group exhibited glucose-responsive
swelling and insulin release (133–135). These gels were
based on phenylboronic acid (PBA) and acrylamides. An-
other class of glucose-sensitive gels was prepared that con-
tained PBA, PNIPAAm, and PVA (136). These gels allow
the release of insulin at physiological pH and tempera-
ture.

Similar to the glucose-sensitive hydrogels, Eremeev and
Kukhtin made hydrogels that are immobilized by urease
instead of glucose oxidase (137). Hence, these networks
swell in the presence of urea due to urea hydrolysis.

A number of investigators concentrated on developing
environmentally responsive gels that are biodegradable.
This can be achieved by a number of synthetic meth-
ods. Kopecek and associates (138) developed biodegradable
hydrogels by incorporating azo compounds. Bae and as-
sociates (139) synthesized very promising biodegradable
carriers by preparing eight-arm, star-shaped, block copoly-
mers that contain poly-lactic acid (PLA) and PEO. Another
potentially useful biodegradable system is a photo-cross-
linked polymer based on poly(L-lactic acid-co-L-aspartic
acid) (140) which could be prepared in situ for delivering
anti-inflammatory drugs following surgery.

Kurisawa and Yui investigated several systems that are
sensitive to two enzymes. Interpenetrating networks (IPN)
of dextran and methacyloyl-glyclyglyclyglycly-terminated
PEG are hydrogels that degrade only in the presence
of both papain and dextranase (141–143). Without both
of these enzymes present, the network is not degraded
and hence cannot release its solute. Karisawa worked on
a similar dual-stimuli system that is an IPN of gelatin
and dextran (144,145). In this system, the two enzymes
needed for degradation are alpha-chymotrypsin and dex-
tranase.
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GIANT MAGNETOSTRICTIVE MATERIALS
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INTRODUCTION

The importance of an interface that associates the macro-
world and the microworld is indicated in Fig. 1. The inter-
face is composed mainly of actuators, sensors, and micro-
computers. As shown in Fig. 2, it enables users to feel the
microscopic phenomenon as if they were in the macroworld.

In life sciences and medical and biological engineer-
ing, there are increasing demands for implementing fab-
rication, assembly, inspection, modification, and/or evalu-
ation at the micron or submicron scale (1,2). To achieve
this, the development of new materials and devices that
can realize the required functions and movements at a
microscopic level becomes mandatory. For instance, great
power output, large displacement, and quick response are
often required for functional materials, and safety, stabil-
ity, and flexibility are the primary concern for structural
applications. The gap between the macroworld and the

Macro world
(Material civilization) Modern

ages

1990

1990

Interlocation
of

macro and
micro

New
modern

ages

Modern science technologies

Mass motion

Physics age

5 Senses

Interface
Computer
actuator
sensor

Micro world
(civilization)

Information age

Information sense

New modern science technology
[Information/Material/Energy]

Principles

Newton
einstein

Principles

Figure 1. The transition between the macroworld and the
microworld.

microworld needs to be bridged naturally by using ad-
vanced devices and smart materials. In these respects, it is
believed that giant magnetostrictive material (GMM) is
one of the most promising materials for satisfying such re-
quirements (Fig. 3).

Computer
(Brain)

Circuit
network

Information SensorActuator

InformationInformation

Figure 2. An intelligent system proposed for bridging the gap
between the macroworld and the microworld.
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Brain

Eye,Ear,Hand
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Figure 3. Evolutionary process in a dynamic intelligent system
illustrated by unitizing microcomputers, actuators, and sensors,
where the GMM plays a very important role.

GIANT MAGNETOSTRICTIVE MATERIALS

What Is a GMM

The magnetostrictive effect is any change in the dimen-
sions of a magnetic material caused by a change in its
magnetic state (3). GMMs are a group of materials that
produce magnetostriction of more than several thousands
ppm (parts per million). GMM was invented by A. E. Clark
and his fellow researchers in 1963, when they first discov-
ered the extraordinary magnetostrictive properties of the
rare-earth element terbium at an extremely low tempera-
ture close to absolute zero. During the next two decades,
they found that this giant magnetostrictive behavior ex-
ists at room temperature in terbium–iron (TbFe2) and
the magnetic anisotropic compensated alloy TbxDy1−xFe1.9

(or Terfenol-D where x = 0.3) for further temperature
stability.

GMMs are unique in the sense that their magnetostric-
tions are as large as 0.2%, and they can sustain external
loads as large as 500–600MPa. Unlike conventional mate-
rials, the response speed of GMMs is also very fast, of the
order of 10−6 sec. Other attributes of GMMs include their
low impedance and possible noncontact delivery of power.
The former, in particular, enables a low voltage drive of
GMM which may be of vital significance for applications
that are used in inflammable atmospheres. Although there
are some drawbacks in GMMs such as expensive material
cost, rather poor corrosion resistance, heat generation by
the driving coil, and eddy currents at high frequency exci-
tation, however, fairly stable and robust performance can
be obtained by choosing driving conditions according to the
applications to be used.

Physics of GMMs

GMMs produce large strains up to approximately
2000 ppm in an imposed magnetic field. Magnetostriction
is a result of the rotation of small magnetic domains that
cause internal strains in the materials. These strains re-
sult in a positive expansion of a GMM in the direction of
a magnetic field. As the magnetic field is increased, more
domains rotate and become aligned until full saturation
is achieved. If the magnetic field is reversed, the domains
reverse their direction but align again in the field direc-
tion and also result in a length increase. The concept of
the magnetostrictive effect is sketched in Fig. 4, where the
magnetostrain S(= �l/l) is plotted versus the magnetic
field H; here l is the original length of the sample GMM,
and the magnetic field intensity H = nI, where I is the cur-
rent through a surrounding coil of N turns across a length
l where n = N/l.

As the current I is increased, the magnetic field in-
creases, and the strain �l/l increases to 1400 ppm at a
field strength of 1000 Oe. According to the curve in this re-
gion, the slope �S/�H is nearly constant across a very wide
range of strains. For a larger field, the increase in the curve
reaches a plateau where almost all domains are essentially
lined up in the direction of the field, and thus there is no
further increase in length as the result of saturation. If a
negative current is used instead of a positive current start-
ing at H = 0, the mirror image curve on the left is followed
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Figure 4. Strain versus magnetic field for a GMM (3).
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and again there is an expansion of the GMM rod. Thus the
negative cycle of a current oscillation also produces a pos-
itive expansion, just the same as the positive cycle does.
This results in a mechanical motion twice the frequency
of the input current. This behavior, if not appropriate, is
avoided by introducing a DC biasing field H0 to expand the
GMM rod initially to position �l0 which is approximately
one-half the total linear expansion limit. As a positive AC
current is applied, the magnetic field causes additional ex-
pansion. In the negative half of the cycle, the field can-
cels the DC bias, and the displacement from the neutral
position �l0 is reduced. The bias may be introduced by a
permanent magnet or a DC current that uses a second coil.

Hysteresis should be taken into consideration in being
applied into a precision positioning device because the S–H
curves are slightly different, depending on whether the
magnetic field is increased from zero to saturation or de-
creased from saturation to zero. The butterfly curves in
Fig. 5 illustrate the hysteresis effect. The flux density B
versus magnetic field H is shown in Fig. 5a. As H is re-
duced to zero, there is a remnant flux density value B0. In
Fig. 5b, the strain S is shown against the flux density B,
where no hysteresis is observed. However, when these two
curves are combined, the hysteresis turns up in the result-
ing curve of the strain versus the magnetic field in Fig. 5c.
Although the hysteresis effect is relatively small, it could
be important in an accurate positioning device. A closed-
loop feedback scheme is preferable for such applications.

Dynamics of GMMs

Magnetostriction is a transduction process in which elec-
trical energy is converted into mechanical energy. Recip-
rocally, GMMs also convert mechanical energy to electri-
cal energy. The material behavior follows a piezomagnetic
law (4), and the linear region can simply be expressed by
its first-order approximation as

B = dT + µT H, H = nI, (1)

S = sHT + dH, (2)

where, as before, B is the magnetic flux density, H is the
strength of the magnetic field, S is the strain, T is the me-
chanical stress, µT is the constant-T permeability corre-
sponding to the slope of the curve in the first quadrant of
the B–H curve in Fig. 5(a), sH is the constant-H elastic mod-
ulus or the reciprocal of Young’s modulus, d is the piezo-
magnetic constant corresponding to the slope of the linear
region of the S–H curve in Fig. 4, and I is the electric cur-
rent. The interrelations that are well expressed in Fig. 6,
which shows the relationship between the magnetic vari-
ables B and H, the mechanical variables Sand T, and also
the interconnection between the magnetic and mechanical
fields.

Note that Eqs. (1) and (2) are valid only if other nonlin-
ear factors such as eddy current loss or nonuniform flux
density can be omitted. To accommodate certain degrees
of nonlinearity, Carmen and Mitrovic (6) extended Eqs. (1)
and (2) by using the Gibbs free energy and representing T

B(a)

H

B0

S(b)

B

S(c)

H

Figure 5. Butterfly curve of S–H.

and H by Taylor series:

S = sHT + 1
2

dm−s H 2 + 1
2

sm−eTH 2, (3)

B = dm−sTH + µT H + 1
2

sm−eT 2 H, (4)

where

dm−s = dT=0

H0
, (5)
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Figure 6. Interrelationships among variables (by ETREMA).

sm−e = dT=T0 − dH0

T0 H0
, (6)

and H0 is the magnetic field strength under no load. For
instance, Carmen and Mitrovic (6) obtained dm−s and sm−s

for Terfenol-D (Tb0.3Dy0.7Fe1.93) by taking nonlinear terms
(7) into account as follows:

dm−s = 0.18 × 10−12 m2/A2,

sm−e = 0.20 × 10−20 m2/A2 · Pa.

These values show better agreement with reality when
the compressive prestress becomes greater than 40 MPa.
Compliance and permeability used in the nonlinear consti-
tutive relations [Eqs. (3) and (4)] are

sH = 55 × 10−12 Pa−1
,

µT = 63 × 10−7 N/A2
.

Among these, the most frequently used is the Joule Ef-
fect, which is responsible for the dimensional change of a

Figure 7. S–H curve at different prestress
levels.
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GMM rod when the longitudinal magnetic field varies. If
the mechanical stress T is zero, the magnetostrain of a free
GMM rod is proportional to the magnetic field to which the
GMM is subject, given as

S = dH = dnI,

B = µTH = µTnI, for T = 0. (7)

Therefore, the elongation �l of a GMM is

�l = l · S = dnlI = dNI, (8)

where N is the number of coil turns over a length l.
Equation (8) addresses the way electrical energy is con-
verted to mechanical energy, which is fundamental for de-
signing most GMM actuators. When compressed (a pre-
stress T is applied), a GMM produces significantly more
strains. Figure 7 shows strain versus magnetic field up to
20 MPa. It can also be seen that a larger field is necessary
to attain a given strain as the prestress is increased. For
sinusoidal operation, as described previously, the bias field
must be increased somewhat to obtain the same strain.

The inverse Joule effect, also known as the “Vilarri ef-
fect,” is the basic principle for sensor design. Equation (1)
states that the mechanical stress or the internal strain of
a GMM in a biased magnetic field causes a proportional
change in the magnetic flux density, which in turn in-
duces voltage changes in a pickup coil that surrounds the
GMM rod. Now, suppose that the GMM rod is biased and
used as a sensor for sinusoidal input force F = F0 sin ωt
at its end. The output voltage V generated at the open
circuit, according to Faraday–Noiman’s law, is given as
follows:

V = −N
dφ

dt
= −NA

dB
dt

, (9)

where φ is the magnetic flux, A is the cross-sectional area
of the GMM rod, and N is the number of turns of the
pickup coil. When a circuit is open, I = 0, and consequently
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H = 0; the fundamental equation set, Eqs. (1) and (2), are
simplified to

B = d · T,

S = sHT, for H = 0. (10)

Thus, the flux φ is determined as

φ = B · A = d · T · A

= d · F, (11)

and the output voltage

V = −N
dφ

dt
= −d · N

d F
dt

= −ωdNF0 cos ωt, (12)

where ω = 2π f and f is the frequency of the force imposed.
Note that the sensitivity increases as frequency increases.
This increase in sensitivity continues up to the first reso-
nance of the GMM rod. If we use the amplitude of the stress
T0 to replace the force amplitude, Eq. (12) is rewritten as

V = −ω · d · n · l · A · T0 cos ωt, (13)

which shows that the voltage sensitivity is also propor-
tional to the product of the number of turns per unit
length n and the volume A × l of the GMM rod.

A GMM may also be used to convert a mechanical force
or stress to a current rather than a voltage. In this case,
a short circuit or very low impedance (B = 0) is applied to
Eq. (1) to achieve H = −Td/µT. As a result, the current I
generated for a mechanical stress T is given as

I = H
n

= − d
µT

· T
n

, (14)

which shows a theoretical basis for designing a GMM
power generator.

Other useful GMM effects include

I. �E Effect:Young’s modulus proportionally changes
with the magnetic field H and the acoustic ve-
locity also shows a proportional change in it as
well.

II. Wiedemann Effect: At two dimensional change
takes place in a GMM ring when a closed magnetic
field along its circumference and a longitudinal
magnetic field along its axis are superimposed
simultaneously. In this case, as shown in Fig. 8,
the magnetization changes its direction to a
spiral. This combined magnetic field results in
a torsional displacement of a GMM (also known
as the “Wertheim Effect”). Supplying the GMM
ring with a twist force in a forcible way induces a
current in the surrounding coil, which is called the
“Inverse Wiedemann Effect.”

III. Birkhauzen Effect: Small discontinuities are ob-
served in the magnetization curve of ferromagnetic
materials, which may occur when the magnetizing
force is being increased smoothly.

Most GMM applications developed so far have used
energy transduction between magnetic and mechanical

H2

V

H1

Figure 8. Wiedemann effect.

energy. The coupling coefficient is an important factor for
a transducer because the square of the coupling coefficient
k2 is equal to the ratio of the energy converted to the total
energy stored. For instance, when the coupling coefficient
k = 0, there is no energy conversion at all, whereas k = 1
implies full conversion of energy from one form to another.
That is, 0 < k < 1. The greater the coupling coefficient,
the greater the electrical efficiency for a given electrical
loss.

The coupling coefficient may be obtained most simply
from the fundamental equation set, Eqs. (1) and (2). The
procedure is similar to that obtained for the coupling coef-
ficient of a transformer, that is, k2 is given by the ratio of
the cross products:

k2 = d2

µT sH
. (15)

To convert more than half of the electrical energy to
mechanical energy, the coupling coefficient has to be at
least 0.707. The important physical properties of a GMM
are shown in Table 1 in comparison with piezoelectric
materials (PZT) and pure nickel. Table 1 shows that a
GMM can convert more than 50% of the energy stored,
whereas PZT material brings over only about 35%. The
15% difference grants a GMM a significant improvement
in the functionality of sensors and actuators.

Table 1. Physical Property Comparison

Property GMM PZT Pure Nickel

Density (103 kg/m3) 9.25 7.49 9.5
Young’s modulus (1010 N/m2) 2.5–3.5 7.5 22.5
Electric resistance (µ� · cm) 60 – 6.6
Saturating strain (ppm) 1500–2000 100 −40
Stress output (kgf/mm2) 3.0 1.5 0.1
Energy density (J/m3) 14000–25000 930 30
Coupling coefficient (%) 70–75 65 30
Acoustic velocity (m/s) 1720 3130 4940
Permeability (emu) 4.5–9.3 – 60
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Other features of GMM are summarized here.
Advantages:

1. Large magnetostriction (more than 2000 ppm)
2. Choice of positive or negative magnetostriction con-

trolled by material compositions
3. High Curie temperature (380◦C)
4. Noncontact drive via magnetic field
5. Low voltage drive (due to low impedance)
6. Outstanding energy density, hence large force out-

put
7. Small hysteresis
8. Fast response
9. Controllable temperature characteristics

10. Flexible net shape (if the powder metallurgy method
is used)

11. High elasticity, high stiffness
12. Large coupling coefficient

Disadvantages;

1. Necessity for a driving mechanism to supply the mag-
netic field

2. Joule heat loss from a driving coil
3. Eddy current heat loss under a high-frequency drive
4. Poor corrosion resistance

Other important values of the GMM properties not listed
in Table 1 are compressive strength of 800 Mpa, ten-
sile strength of 100 Mpa, thermal expansion rate of
12 × 10−6 ◦C−1 and saturation magnetization of 10 kG.

GMM MANUFACTURING PROCESS

There are several methods of producing a GMM alloy;
four have been used on at least a near-production ba-
sis: free stand zone melting (FSZM), modified Bridgman
(MB) (8), powder metallurgical compaction (PM), and poly-
mer matrix composites. The unidirectional solidification
techniques of FSZM and MB have the advantage of produc-
ing rods that have high magnetostrains and power density.
In both cases, secondary machining is required to gener-
ate complex geometries beyond the right-angle cylinder.
The powder techniques can use the powder metallurgi-
cal process to produce complex geometries. The composite
materials possess substantially high electrical resistivity
which would be advantageous in high-frequency applica-
tions where eddy current loss is a problem. Of these, the
MB and PM are currently the most typical processes for
making bulk materials. The process flows of MB and PM
are compared in Fig. 9, and a brief description of each
process is given here.

Modified Bridgman Method

As noted, The dimensional or structural changes of a
GMM are subject to the externally applied magnetic field
as well as the material crystal structure, including the

Magnetostriction alloy
in final composition

Ty0.3Dy0.7Fe1.95

Coarse milling
(Grain size : 2−3 mm)

Unidirectional
solidification

Annealing
900°C/1h

Face-grinding process

Anti-corrosion
treatment

Bridgman method

(a)

Powder metallurgy

<111> oriented alloy
R2T {T = Fe, Co, Ni}

Ty0.3Dy0.7Fe1.95

Fine milling
(Grain size : 0.03−0.05 mm)

Press-forming under
magnetic field

96kA/m. 0.6 MPa

Sintering  annealing
1180°C × 1−3h 900°C/1h

Face-grinding process

Anti-corrosion
treatment

(b)

Figure 9. GMM manufacturing processes (10). (a) Bridgman
method; (b) powder metallurgy.
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Figure 10. Crystal structure developed.

atomic vacancies, the spin magnetic moment, and the or-
bital magnetic moment. As a well-established process, the
MB method (9) controls the crystal orientation by unidi-
rectionally solidifying the melt of a specified composition.
The raw materials used for MB are the Dy, Ty, and Fe
grains in the ingredient ratio of 3:7:20 and about 2–3 mm
in size. The grains are first melted in a ceramic crucible
and then poured via a hole in the bottom of the crucible
into preheated molds. The molds are withdrawn from the
secondary furnace sections in a standard Bridgman man-
ner. As the material solidifies, the rate of withdrawal and
direction of the heat flow are controlled to produce crystal-
lographically aligned drivers. The drivers then go through
annealing (900◦C/1h), secondary machining, and an anti-
corrosion treatment to obtain the final products.

The crystal structures made by different processes are
schematically shown in Fig. 10. In a MB ideal driver, the
crystal are all aligned to 〈112〉, which is deviated 19◦ from
the rod axis 〈111〉. Because the domains are rotated more
fully, the GMM rod potentially risks an initial “jump.” If the
rod is not fully aligned, the deviation angle is greater. As a
result, the initial “jump” of the domain will not be as great,
but the rod normally shows a reduction in magnetostrictive
performance.

Powder Metallurgical Method (11)

As shown in the process flow of Fig. 9, the PM process
starts with preparation of the alloy composite by milling
the alloy ingots to a particle size of 0.03–0.05 mm. Heat
treatment is employed before and after the milling process,
14 hours at 950◦C for crystal grain homogenization and
2.5 hours for the residual stress relief. Three different types
of milled grains that have the following compositions are
then blended together and preformed in the presence of a
magnetic field of 96 kA/m and under a pressure of 0.6 MPa:

Alloy 1: Tb0.4 Dy0.6 Fe1.95 + R2O3 + R2C
Alloy 2: Dy2 (Fe0.2Co0.5) + R2O3 + R2C
Raw material: Fe + Fe2O3

where, R = Dy, Tb.
The structure developed is obtained in the form of

Tb0.3 Dy0.7 (Fe1.85Co0.06). The preformed material is further

sintered under pressure of 6–12 ton/cm2 and tempera-
ture of 1180◦C for 1–3 hours in argon gas at a flow rate
of 2 l/min, followed by annealing at 900◦C for 1 hour.
As shown in Fig. 10, the powder metallurgical GMM takes
a polycrystalline form where the main phase RFe2 grains
are wrapped up with the R-rich layer and the oxide im-
purity is the grain boundary. Because it is formed in the
presence of a magnetic field, most of the crystals of
the powder metallurgical GMM are oriented in the
〈111〉 direction. Figure 11 is an output chart of X-
ray diffraction in which the 〈111〉 oriented crystals
amount to 38%. This means that an anisotropic com-
position has been created in an appropriate crystal ori-
entation along which effective magnetostriction takes
place.

Figure 12 compares the S–H curves obtained by PM
and MB methods. Regardless of the prestress, the mag-
netostrictions obtained are quite comparable, and so are
the hystereses as well. It is particularly noteworthy that
there is no initial “jump” observed in the powder metallur-
gical GMM. The other material properties are summarized
in Table 2.

In addition to the manufacturing cost which is as low as
one-third that of conventional means, the great advantage
of powder metallurgy is the capability of near-net-shape
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Figure 11. X-ray diffraction of a GMM made by PM.
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Figure 12. Magnetostriction versus applied magnetic field.

forming. Unlike the MB made GMM, which is available
only as a right-angle cylinder, the powder metallurgical
GMM can be configured into any desired form, as long as
the die and mold are applicable.

Apart from the processes mentioned, it is worth not-
ing that thin film GMM using sputtering techniques (12)
has recently widened its applications in micromachining,
MEMS, and microsystem technology (MST).

APPLICATIONS

Sensor Design

GMM sensors basically transduce mechanical energy to
electrical energy. Their design deals with changes in flux
density B and the strength of the magnetic field H under

Table 2. Physical Properties of GMM Produced

Property Bridgman Power Metallurgy

Density ρ (kg/m3) 9.20 × 103 7.56 × 103

Elastic Er (N/m2)a 3.8–4.0 × 1010 3.7 × 1010

Modulus Ea (N/m2)a 5.1–5.3 × 1010 4.2 × 1010

Bending strength (kg/mm2) 5.2 4.6
Coupling coefficient k 0.56 0.46–0.61
Sonic Cr m/sa 2088 2065
Velocity Ca m/sa 2426 2227
Cost 1 1/3

ar: parrallel to anisotropic direction; a: vetical to anisotropic direction.

prestress and basically follows Eqs. (13) and (14). Jiles (13)
and Kvarnsjö (14) extended linear Eqs. (1) and (2) to get
better agreement with hysteresis:

B = 0.5 sin(tan−1{tan[62◦e−0.085σ (MPa)] × eC|HB|}) + 3µ0 H,

(16)

where µ0 is the permeability at zero bias. In an open circuit
of H = 0, the output voltage is given as

V = −N
dφ

dt
= −NA

dB
dt

= − NA
2

d
dt

[sin(tan−1{[62◦e−0.085σ (i)(MPa)] × eC|HB|})]
(17)

for a short circuit or very low impedance of B ≈ 0; on the
other hand, the output current is given as

I = H
l
N

= sin{tan−1[62◦e−0.085σ (t)(MPa)] × eC|HB|}
6µ0

l
N

(18)

Vibration Sensor (Accelerometer) (15). Figure 13 shows
a schematic drawing of the structure of a vibration sensor
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Figure 13. Sectional view of a vibration sensor.
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that is 19 mm in diameter and 25 mm long. Three mag-
netostrictive rods are deployed equally spaced and con-
centrically. Each rod is surrounded by a pickup coil. As
described before, both a mechanical stress bias and a mag-
netic bias are needed to obtain magnetostriction effectively.
This is especially true for applications of reverse trans-
duction because, without magnetic bias, no flux variation
would be caused by the varying stress.

A linear model is appropriate for a harmonic small-
signal operation around the biased neutral point (H0, T0)
where H0 and T0 are, respectively, the magnetic bias of the
permanent magnet and the prestress. When ignoring non-
linear factors such as eddy current, hysteresis, and a non-
ideal magnetic circuit and leakage, the induced output volt-
age in an open circuit is given by Eq. (12), which indicates
that the induced voltage is proportional to the number of
coil turns and the frequency and magnitude of the force
amplitude.

Pressure/Force Sensor. Unlike dynamic vibration, static
pressure does not cause any change in the flux density of
an open circuit. Therefore, there is no output voltage from
Eqs. (12) or (13). The static pressure/force sensor requires
an alternative design. Because of the coupled nature of
the GMM transducer, however, electrical properties are
affected by the mechanical boundary conditions on the
rod, and likewise, mechanical properties are affected by
the boundary conditions on the electrical wires. That is the
so-called �E effect, which means that a different elastic
modulus 1/sH is measured that depends on whether the
coil wires are left in an open circuit or a short circuit.
The measured permeability and inductance would also be
different if the GMM rod is left free or clamped rigidly at
its end. The relationship between various parameters is
through the coupling coefficient in the form,

µS = µT (1 − k2)

and

sB = sH(1 − k2). (19)

The superscript Smeans zero strain, the so-called clamped
condition, whereas the T indicates a free bar (zero stress).
Likewise, the superscript B means zero flux or a short
circuit, and H is an open circuit.

When static pressure T = T0 is applied to a GMM rod,
the basic Eq. (1) is rewritten as

B = dT0 + µT0 · n · I, (20)

where µS < µT=T0 < µT=0. Thus, the induced voltage is,

V = −NA
dB
dt

= −n2 · µT0 · l · A · dI
dt

. (21)

To obtain the output voltage, an AC current I = I0 sin ωt is
needed to excite the pickup coil. The detecting voltage is
given by

V = −n2 · µT0 · l · A · I0 · ω · cos ωt (22)

which is can be represented by its virtual value n2 · l · A · l0 ·
ω · µT0/

√
2. The sensitivity of the measured virtual value
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Figure 14. Structure of pressure/force sensor.

is proportional to the product of the square of the number
of turns per unit length n, the volume of the GMM rod l · A,
the excitation current I0, and its frequency ω = 2π f . The
variation in the virtual voltage responding to the applied
stress T0 is subject to the permeability µT0 . For instance,
the difference in the virtual voltage between the free bar
and the bar undergoing T0 is

�V = n2 · l · A · I0 · ω·√
2

(µT=0 − µT=T0 ). (23)

Figure 14 shows the structure of a pressure/force sensor
100 mm in diameter and 50 mm long. The GMM rod de-
ployed is a right cylinder shape φ6 × 25 mm and coated
with 30 µm of Teflon at its ends. The rod is surrounded by
the bias coil which is sized about OD = 100 mm, ID =
30 mm and is produced by 1180 turns of φ1.0 mm UEW
wire. Seated in between the GMM rod and bias coil is the
pickup coil, which uses φ0.2 wire wound in 570 turns and
formed to OD = 7.7 mm and ID = 6.5 mm.

Figure 15 shows the measured virtual voltage as the
force varies from 20 to 200 kgf/cm2 at 400 Oe bias and 5 V,
1 kHz AC current for the excitation.
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Figure 15. Performance of pressure/force sensor.
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Figure 16. Torque sensor.

Torque Sensor (16). The design of a torque sensor is
based on the principle of the inverse Wiedemann effect. As
schematically shown in Fig. 16, a torque sensor is simply
structured by a set of jigs where torque is applied and a
GMM ring is sandwiched. The dimensions of the GMM
ring used are OD = 25 mm, ID = 20 mm, and L = 15 mm.
Using the Bridgman method, it is difficult to give the GMM
a shape other than a cylinder or rectangular solid. On the
other hand, the geometry of a powder metallurgical GMM
is subject only to which molds are applied. This creates
great flexibility in shaping GMM products. Using the
recently developed MEMS technology like micromolding,
a GMM element is also available on a micrometer scale.

A toroidal coil is made by winding 300 turns of φ0.3 mm
wire around the GMM ring. It is used to generate a mag-
netic field circumferentially and also as the pickup coil to
sense the voltage variation induced by the torque applied.
A solenoid coil, which is made of 400 turns of φ0.3 mm
wire, is placed outside the GMM ring to apply a vertical
magnetic bias. In addition, four strain gauges are placed
on the periphery of the GMM ring in 0◦, 45◦, 90◦ and 135◦

directions to monitor the twist strain applied to the GMM
ring by torque. When a torque Tr is applied to a tube like
the GMM ring, the sharing stress τ in the sensor is given
as

τ = r
Tr

Ip
, (24)

where Ip is the polar moment of the inertia of area for the
GMM ring expressed by π (OD4 − ID4)/32. Equation (24)
indicates that the sharing stress τ increases proportionally
with radius r and reaches its maximum when the
radius becomes r = OD/2. The varied stress, however, can
be simply represented by the average sharing stress at
r = (OD + ID)/2 if (OD − ID) is relatively small.

Like the scheme of pressure/force sensor, the sharing
stress causes a change in the permeability of the GMM rod,
which in turn induces an output voltage in the pickup coil.
For such a torque sensor, similarly, the pickup coil requires
an AC excitation current, and the output voltage is eval-
uated by its virtual value. In an experiment carried out
under 200 N preload, 5 V and 1 kHz excitation current,
it was found that the mechanical torque also changed

the permeability µT of the GMM material, which in turn
changed the flux density.

Applied torque varying from 0 Nm to 1 Nm in 0.2 Nm
increments and the corresponding outputs are plotted in
Figure 17. The linearity is quite acceptable except that a
little hysteresis exists.

Power Generator (17). When converting mechanical en-
ergy to electrical energy, a GMM can also output a cur-
rent rather than voltage. Equation (14) theoretically de-
scribes the relationship between the mechanical stress and
generated current and shows the possibility of building a
GMM power generator.

Figure 18 is a drawing of a prototype that stores the elec-
trical energy generated by mechanical force in a condenser.
The GMM rod used for this device is 6 mm in diameter and
50 mm long and is preloaded at 0.2 MPa. The impact F is
delivered directly to the rod via the movable yoke. The bias
coil has 2560 turns and generates a 24-kA/m magnetic field
and an 800-mA DC current. When a 36-g steel ball drops
10 cm to hit the movable yoke, the GMM rod generates
27 V from a 300-turn pickup coil, 86 V from 900 turns, and
700 V from 6750 turns.

The voltage induced by the impact is, as shown in
Fig. 19a, a kind of AC current, thus needs to be rectified
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Figure 17. Torque applied versus voltage induced.
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Figure 18. GMM power generator.

to waveform (b) before being stored in the condenser. In
this case, each impact induces 45 V, equivalent to 2.2 mJ.
The ratio of converted energy to the total kinetic energy of
the steel ball is about 5%. Figure 20 shows the step of en-
ergy storage done by every impact of the steel ball falling
from 15 cm above. The electrical energy after 20 impacts
is sufficient to flash the strobe light of a compact camera
(Fig. 21).
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Figure 19. Voltage induced by impact.
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Actuator Design

If only positive displacements are required, no magnetic
bias is required. However, a bias is needed for linear
actuation. The magnetic bias is normally introduced by
permanent magnets or a DC bias current. In the sample
curve of Fig. 4, a field of 500 Oe (40 kA/m) is chosen as a
bias because it is midway between the minimum and max-
imum fields. This field H0 = nI where n is the number of
turns per unit length and I is the DC current. Thus, for a
current of 4 A, 10,000 turns per meter are necessary.

The performance of a GMM actuator is significantly
improved under compressive mechanical bias (preload or
prestress). The compressive bias also allows the mate-
rial to be subjected to greater tension and to sustain its
strength under shock. A compressive bias is normally given
by using a high-strength stainless bolt. A simple arrange-
ment using one bolt is illustrated in Fig. 22 where the

Figure 21. Camera strobe light flash.
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Figure 22. Mechanical bias.

two end pieces on the rods also provide a closed magnetic
path.

An actuator is a device that puts things into motion.
The cross-sectional view of a general giant magnetostric-
tion actuator is shown in Fig. 23. The actuator is com-
posed mainly of a magnetostrictive rod, yokes and a driving
coil to make a magnetic circuit, and two permanent mag-
nets to impose a bias magnetic field. SS41 steel is used for
the yoke, and SmCo for the permanent magnet. A water-
cooling device, made of a copper tube 2 mm in diameter, is
also incorporated to isolate the heat between the driving
coil and the magnetostrictive rod.

The distribution of magnetic flux in the magnetostric-
tive rod in connection with the bias condition is an impor-
tant factor to be considered in designing an actuator. Fig-
ure 24 shows the distribution of magnetic flux at the inside
of the solenoid coil in the various cases; (A) magnetic flux
generated by the solenoid coil only, (B) magnetic flux gen-
erated by the SmCo magnet, and (C) magnetic flux in a
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Figure 23. GMM actuator.
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rod under the real driving condition, which is computed by
MAGNA code under the following conditions:

1. The permeability of a magnetostrictive rod is con-
stant irrespective of driving conditions.

2. The permeability of both the permanent magnets for
bias and the solenoid coil can be adjusted under any
driving condition.

Each magnetic flux is shown by both curves of (A) (B) and
(C) in Fig. 24 and depends on the distance from the cen-
ter of the coil in the direction of the coil axis. On the other
hand, the distribution of magnetic flux in a magnetostric-
tive rod is quite uniform under real conditions, as shown by
curve. This result means that the displacement coefficient
is almost constant in every position of the magnetostrictive
rod.

It is also important in designing an actuator to note
that the displacement hysteresis of the giant magnetostric-
tive rod depends remarkably on the bias magnetic field
generated by the permanent magnet. The bias magnetic
field dependence of the displacement hysteresis is shown
in Figure 25, which is obtained for a full stroke ±1 µm.
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Figure 25. Bias magnetic dependence of displacement hysteresis.



PB091-G-DRV January 12, 2002 4:11

GIANT MAGNETOSTRICTIVE MATERIALS 515

Driving
coil

Magnetic
bias YokeYoke

GMM rod

Displacement
output

Belleville
spring

(a)

Figure 26. Linear positioner: (a) Cross-sectional view; (b) exter-
nal view.

The hysteresis decreases markedly as the bias magnetic
field increases. Therefore, the bias magnetic field should
be properly selected to restrain the hysteresis.

Positioner (18). A DC field causes a GMM rod to extend
by a specific displacement. Based on the dynamics of the
GMM actuator mentioned before, an actuator has been
designed to position the cutting tool for a diamond lathe.
As shown schematically in Fig. 26, the positioner consists
of a GMM rod, a solenoid coil for actuation, a Belleville
spring for the mechanical preload, a set of permanent mag-
nets and yoke for magnetic bias, and a output piston. The
GMM rod is shaped into a cylinder of φ6 mm × 40 mm and
is mechanically compressed by the Belleville spring under
a 6-MPa preload. The magnetic bias applied is 400 Oe. A
solenoid coil that has 1500 turns, can generate a 500-Oe
magnetic field for every 1A of current input. The photo in
Fig. 26 is an external view of the GMM positioner.

The response of the GMM positioner, at 100 nm/step,
15 nm/step, and 3 nm/step is shown in Figure 27. It con-
firms that the GMM positioner can deliver a large displace-
ment (40 µm) without any assistance from the magnifier,
while maintaining a resolution as fine as 3 nm. The GMM
positioner is used to control the depth of cut (DOC) to
achieve ductile mode cutting/grinding of hard, brittle ma-
terials such as silicon substrates, glasses, and ceramics.

Linear actuators are basically transduction devices
but are usually confined to operation at low frequencies
and produce greater motions than acoustic transducers.
Accordingly, the design considerations for linear actua-
tors may be somewhat different from acoustic transducers.
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Figure 28. Machining application (19).

Increasing the length of the GMM rod increases the total
displacement for a given current, and increasing the cross-
sectional area increases the force of the rod for a given cur-
rent. Therefore, the total work done by a GMM rod is pro-
portional to the product of the force and the displacement,
which is in turn subject to the volume of the GMM rod.

Other applications of a linear actuator include the ac-
tive positioner (Fig. 28), which is used for nonround shape
generation and counterchattering, the smart wing (Fig. 29)
(19), which dynamically changes wing shape according to
the flying speed to reduce petrol consumption, and the
hydraulic actuator (Fig. 30), which is modularized and
delivers high power output.

Pump (20). A GMM pump has been developed for a med-
ical/biological application in delivering a microliter flow
of liquid. As shown in Fig. 31, it consists of a GMM rod,
a solenoid coil for magnetic field generation, a Belleville
spring for preload, an external yoke for magnetic bias,
a piston, check valves, and chambers. The GMM rod is
shaped into a cylinder of φ12 mm × 50 mm and seats in the
center of the solenoid coil. It is compressed by a Belleville

Figure 30. Hydraulic application (19).
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Figure 29. Smart wing (19).

spring with a 6-MPa preload against the external yoke. The
coil, which has 5200 turns, is 50 mm long and 28.5 mm in
diameter. For every ampere current input, the coil gene-
rates a 1.2-kA/m magnetic field.

Unlike a rotary pump driven by a motor, the GMM pump
operates by converting its magnetostrain directly into
reciprocating motion for the plunger. Figure 32 shows the
operating cycle of the pump. When AC power input is in a
sine wave form, the magnetic field generated is also syn-
chronized to the sine wave. As the magnetic field (current)
increases in (1), the GMM rod is expanded to push the pis-
ton, allowing the pump to discharge. When the magnetic
field (current) decreases in (2), the GMM rod contracts.
Meanwhile the Belleville spring pushes the piston back
and makes the pump charge the liquid. Because the GMM
rod responds positively to a negative magnetic field, the
pump repeats the discharge-and-charge in the second half
cycle (3) and (4). For every cycle of the input sine wave
current, therefore, the pump reciprocates twice.

The flow rate Qth(m3/min) and the outlet pressure Pth

(Pa) of the pump are, respectively, given as

Qth = 120 · f · Sp · �L (25)

Pth = Pm · Sm/Sp (26)

where f is the current frequency, Sp is the cross sectional
area of the piston, �L is the piston stroke, and, Pm, Sm

are the created stress and the cross-sectional area of the
GMM rod. The actual measured flow rate–outlet pressure
is plotted in Fig. 33 for the operating conditions of H =
32 kA/m and f = 50 Hz. The test was carried out continu-
ously for 10 days (4.3 × 107 cycles), and no failure or dam-
age was found in the powder metallurgical GMM pump.
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Figure 31. GMM pump.

Suppression (11). The GMM material is characterized
by high power, large displacement, and fast response, as
well as safety, long life and flexibility, which are often re-
quired by an aerospace structure. Vibration suppression
for an aerospace structure has been explored as one ap-
plication of a giant magnetostrictive actuator. A prototype
of the vibration suppression device is shown schematically
in Fig. 34. The beam is made of aluminum, the first res-
onant frequency is about 3 Hz or lower, and the accelera-
tion at the tip is 1G or less. The beam is held vertically
by a single-end supporter. The mass is added to the beam
tip accordingly. Before starting suppression, necessary ex-
citation is applied to the device. The suppression device
consists of a pair of giant magnetostrictive actuators, elec-
tronic equipment for control, and a measuring instrument.
A pin hinge is built in the beam supporter. The controllable
force around the pin hinge is generated by the paired giant
magnetostrictive actuator. Parameters measured include
acceleration of the beam tip, strain of the beam root, and
displacement of the magnetostrictive actuator; and any of
them can be used as an input signal to be fed back to the
control system.

The vibration suppression experiment was carried out
with the prototype device without the feedback control, but
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Figure 32. Operating cycle of GMM pump.

inputting a proper sine waveform corresponding to the res-
onance frequency and in the opposite phase of the vibration
detected from the signal of the accelerometer. The control
was continued until the vibration (the maximum accelera-
tion) was constantly below a specified level. The beam was
first excited from standstill by applying a sine waveform
current (maximum 3A) that had the first-order frequency of
the beam to the magnetostrictive actuators. The suppres-
sion was then started from the steady state of vibration, by
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Figure 34. Prototype for space structure suppression.

giving the actuators a maximum 4-A current whose phase
was inverted from that of the input current. To compensate
for the phase deviation taking place during suppression,
the phase of the suppression current was corrected every
few seconds according to information from the accelerom-
eter. Figure 35 shows the history of the acceleration at the

Figure 35. An example of a vibration sup-
pression experimental result: (a) Acceler-
ation of top of the beam; (b) input current
to the actuator.
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Figure 36. Ultrasonic transducer.

tip of the beam and the suppression current input to the ac-
tuators. The beam tip acceleration dramatically decreased
about 10 seconds after suppression started.

Vibration Source (19). Another major application of a
GMM actuator is as a vibration source, where the GMM
rod is operated at its resonant frequency by properly se-
lecting the AC driving current. There are two resonances
in magnetostrictive transducers: the maximum and the
minimum impedance resonance f B, which occur under an
open circuit and a short circuit, respectively. For a free
bar of length l1 the fundamental half wavelength reso-
nance frequency conditions are f Hl1 = 845 kHz · mm or
f Bl1 = 1225 kHz · mm. For a free 2.5-inch GMM bar, the
resonant frequency would be 13.32 kHz for an open circuit
and 19.28 kHz for a short circuit. Operation at these fre-
quencies would lead to considerable eddy current loss and
reduced permeability and coupling coefficient. The critical
frequency for GMM is written as fc = 0.0687/D2 where D
is in meters. For a D = 6.35-mm diameter rod, the critical
frequency is 1.7 kHz. Reducing the eddy current losses is
achievable either by increasing the length or reducing the
diameter of the rods.
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An ultrasonic transducer developed by ETREMA Prod-
ucts Inc. is shown in Figure 36. This transducer uses a
φ75 mm × 100 mm Terfenol-D rod and can be continu-
ously operated at 20 kHz ± 1 kHz and output power of 6
kW. In the unloaded condition, the output displacement is
20 µm peak to peak at resonance.

This kind of vibration source has wide application in
aerospace, medicine, sonochemical processing, and the
naval and petroleum industries. Some of the commercial-
ized products are listed here:

� Active noise and vibration control system
� Ultrasonic device
� Ultrasonic knives
� Surgical/dental tool
� Speakers—audio/warning system
� Cleaning device
� Hearing assistance/diving communication

BIBLIOGRAPHY

1. M. Madou, Fundamentals of Micro Fabrication, CRC Press,
Boca Raton, FL, 1997.

2. H. Eda, New technoworld of evolution on machine tool and pro-
duction processes (giant magnetostriction material towards a
revolution on intelligent actuator and sensor). Trans. Jpn. Soc.
Mech. Eng. 63 (614, C), 3321 (1997) (in Japanese).

3. A.E. Clark and H. Eda, Giant Magnetostrictive Materials:
Application on Micro-system and Actuators, p. 159. Nikkan-
Kogyo Shinbun Press, Japan, 1995, (in Japanese).

4. J.L. Butler, Application Manual for the Design of ETREMA
TERFENOL-D Magnetostrictive Transducers, EDGE Tech-
nologies, 1988.

5. H. Eda, Y. Yamamoto et al., Giant magnetostrictive compos-
ite materials and its applications to actuators. Proc. ECCM-8,
Italy, 1998, Vol. 3, pp. 549–556.

6. G.P. Carmen and M. Mitrovic, Nonlinear constitutive rela-
tionship for magnetostrictive materials with application to 1-
D problems. J. Intell. Mater., Syst. Struct. 6, 673 (1995).

7. M.B. Moffectteral, Characterization of TERFENOL-D for
magnetostrictive transducers. J. Acousti. Soc. Am. 89 (3), 1448
(1991).

8. J.D. Snodgrass and O.D. McMaster, Optimized TERFENOL-D
manufacturing processes. J. Alloys Compd. 258, 24 (1997).

9. E.D. Gibson, J.D. Verhoeven et al., Continous method for man-
ufacturing grain-oriented magnetostrictive bodies. U.S. Pat.
4,770,704 ( ).

10. T. Mori, TDK Product Literature, Materials Research Center,
TDK Corporation.

11. H. Eda, Y. Tomita, T. Mori, Y. Okada, J. Shimizu, and L. Zhou,
Research and development of smart giant magnetostriction
composite materials using powder metallurgical technology
and their application to advanced devices. Ext. Abstr., ICCM-
12, France, 1999, p. 751.

12. T. Honda, K.I. Arai, and M. Yamaguchi, Fabrication of mag-
netostrictive actuators using rare-earth(Tb,Sm)-Fe thin films.
Jpn. J. Appl. Phys. 76, 6994–6999 (1994) (in Japanese).

13. D.C. Jiles, Theory of ferromagnetic hysteresis. J. Magn. Mater.
61, 43 (1986).
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INTRODUCTION

The extraction of the modal parameters of a structure for
model-based damage detection methods has received a con-
siderable amount of attention in the literature (1). Many of
these model-based methods are widely used for problems
of structural health monitoring of aerospace, civil, and
mechanical systems. However, studies have shown that
these methods have many limitations, including sensitiv-
ity to model uncertainty, changes in boundary conditions,
insensitivity to incipient structural defects, and sensor and
actuator placement (2,3). To counter these inherent prob-
lems, attention has focused on the development of alterna-
tive modeling approaches to describe the vibratory motion
of structures under external excitation. One such approach
is to represent the response of a structure in terms of the
superposition of traveling waves that can traverse individ-
ual elements of a structure and reflect off boundaries to
establish standing waves from constructive interference.
These standing waves constitute the resonance or rever-
berant response of the structure and lead to reverber-
ated transfer functions (RTF) from force excitation of sen-
sor outputs. Common attributes of such frequency domain
responses are characteristic pole-zero patterns for collo-
cated and noncollocated transfer functions. Using these
frequency response functions, many methods (4) have been
developed to obtain modal properties of a variety of struc-
tures. However, often neglected in the process is that these
RTF responses are comprised of the steady-state superpo-
sition of incident and reflected traveling waves propagating
along the structure. These traveling wave components can
be used to identify local damage in structural systems.

The idea of identifying damage using the scattering of
transient structural waves (5,6) is directly related to the
dereverberated response of a structure. Whereas the re-
verberated transfer function (RTF) of a structure measures
the response when travelling waves interfer constructively
and destructively with each other, the dereverberated
transfer function (DTF) is a measure of the steady-state
response of a structure when incident waves do not reflect
off internal or external boundaries. Thus, the characteris-
tic pole-zero behavior commonly found in RTF responses
is suppressed in favor of the mean or “backbone” response
of the RTF transfer function. The DTF response essen-
tially represents the steady-state incident power that flows
through the structure from each actuator to each sensor.

Initial attempts to suppress broadband vibration
of structural waves involved adhoc feed-forward and
local feedback control laws (7–12). MacMartin and Hall

(9) found that the optimal collocated feedback controller
had noncausal properties that were not physically realiz-
able by using conventional analog electronic components.
However, many researchers (11,12) have developed a se-
ries of approximate collocated controllers that were phys-
ically realizable but not optimal in terms of energy dis-
sipation. Such collocated controllers, it was demonstrated
experimentally reduce the resonant response of uniform
structures across a fairly broad frequency range that in-
volves several modes of a structure. These approximate
controllers were later used in an initial study (13) to in-
fer the presence of delamination damage qualitatively in
several tapered composite rotorcraft flexbeam specimens
using the DTF response. This article develops the precise
mathematical formalism for determining the matched ter-
minating controllers required between successive nonuni-
form structural elements to obtain the DTF from the RTF
response at every degree of freedom (DOF). The DTF is
used to infer the presence and location of damage by ex-
amining the relative phase lag error between successive
degrees of freedom. A damage index method is introduced
to quantify the amount and type of damage (mass or stiff-
ness) that occurs in a particular structural element. One-
dimensional examples illustrate that the presence, loca-
tion, and amount of local damage can be determined in
discrete and continuous structures.

In the next section of this article, the concept of dere-
verberation is introduced, followed by a discussion of the
way to obtain the DTF response of discrete and continu-
ous structural elements. In the following section, the DTF
response is obtained from simulated nonuniform discrete
and continuous structures. Finally, in the last section, a
damage detection method using the DTF response and a
phase damage index method illustrate the effectiveness of
the approach.

DEREVERBERATED TRANSFER FUNCTIONS
OF STRUCTURAL ELEMENTS

Discrete Spring-Mass Elements

Discrete spring-mass structures can be constructed from
two types of elements: symmetrical and asymmetrical (14).
A symmetrical element is shown in Fig. 1a. It has identi-
cal masses m at both ends of the element connected by a
spring whose stiffness is k in the middle. An asymmetri-
cal element, shown in Fig. 1b, has only one mass attached
to either end of the spring. A generic spring-mass element
is shown in Fig. 1c. Note that when m1 = m2, the generic
elements are symmetrical. When m1 = 0, they are asym-
metrical elements. This section introduces an approach for
obtaining dereverberated transfer functions for asymme-
trical spring-mass elements and for generic spring-mass
elements.

Asymmetrical Spring-Mass Element. The equations of mo-
tion of the asymmetrical spring-mass element shown in

520
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Figure 1. Discrete spring-mass elements: (a) symmetrical
(b) asymmetrical (c) generic.

Fig. 1b are {
k(x1 − x2) = F1

mẍ2 + k(x2 − x1) = F2.
(1)

Assuming a solution of the following form:

xn(t) = Aeiωt−nµ n = 1, 2, (2)

where n is the DOF of interest, leads to the following ex-
pressions for the wave numbers µl and µr:

µl = µ = cosh−1
(

2k − mω2

2k

)
,

(3)

µr = −µ = −cosh−1
(

2k − mω2

2k

)
.

The subscripts l and r refer to the leftward and rightward
propagation coefficients. Therefore, the spectral represen-
tations for the longitudinal displacements of each degree
of freedom are

x̂1(ω) = Wrp(ω)e−µ + Wlp(ω)eµ,
(4)

x̂2(ω) = Wrp(ω)e−2µ + Wlp(ω)e2µ.

Assuming that energy is input from the left where F1 �= 0,
a controller can be added at the right to extract energy.
The control force is designed to have the form F2c = Gdx2

and must satisfy two objectives: (1) equilibrium of forces at
degree of freedom x2, and (2) prevent energy reflection bet-
ween the elements. Therefore, the control force F2c, must
satisfy the following equations:

F2m + F2c = 0,

and

Wlp(ω) = 0, (5)

where F2m is the motion-dependent force. From the first
part of Eq. (5),

mẍ2 + k(x2 − x1) + Gdx2 = 0. (6)

Transformed into the frequency domain, Eq. (6) becomes

−mω2 x̂2 + k(x̂2 − x̂1) + Ĝd x̂2 = 0. (7)

Now let us substitute Eq. (5) in Eq. (7) and set Wlp = 0.
After some algebra, the control gain is determined to be

Ĝd = mω2 − k + keµ. (8)

If the RTF matrix of an asymmetrical element is available,
transfer functions x̂1/F̂1 and x̂2/F̂1 can be dereverberated
by using the following expression:


x̂1

F̂1

x̂2

F̂1




DTF

=
(

RTF−1 +
[

0 0
0 Ĝd

])−1 [
1
0

]
. (9)

RTF and DTF responses of x̂1/F̂1 and x̂2/F̂1 are shown
in Fig. 2a, b, respectively. As expected, the effect of the
control force F2c, is to remove the resonance and antires-
onance from the response. The control gain for the asym-
metrical structural elements are plotted versus ω in Fig. 2c.
Note that this compensator has an unusual magnitude and
phase behavior that is not consistent with conventional li-
near pole-zero representations. The magnitude of behavior
for the compensator has a derivative type characteristic
up until the cutoff frequency. However, the phase is not
necessarily equal to 90◦. Thus, such a compensator would
be difficult to implement by using conventional electronic
components.

Generic Structural Elements. Considering the generic el-
ement shown in Fig. 3a, energy is input from the left in
terms of F1 �= 0. A control force F2c is applied at the right
end to prevent energy reflection. This generic element can
be separated into two parts, shown in Fig. 3b.

The first part of Fig. 3b displays the force boundary con-
dition. The equation of motion at DOF x1 is given by

F1 = m1 ẍ1 + Fw, (10)

where Fw, is the force that generates a wave propagating
through k2 and m2. The control force F2c = Gdx2 prevents
energy that arrives at m2 from being reflected. From the
discussion in the previous section, the controller gain Gd is
determined only by parameters m2 and k2. The control gain
is independent of Fw, which means that it is independent of
m1. m1, joined by F1, determines the speed and amplitude
of energy passing through the element but has nothing to
do with the controller applied at the right end to obtain
the nonresonant transfer functions. If the conventional
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Figure 2. Asymmetrical element: k2 = 1 × (1 + 0.00001i); m2 = 1. (a) RTF and DTF responses of x̂1/F̂1; (b) RTF and DTF responses of
x̂2/F̂1; (c) control gain Ĝd.

reverberated transfer function matrix (RTF) of the generic
element is known, transfer functions x̂1/F̂1 and x̂2/F̂1 can
be dereverberated using the following expression:


x̂1

F̂ 1

x̂2

F̂ 1




DTF

=
(

RTF−1 +
[

0 0
0 Ĝd

])−1 [
1
0

]
. (11)

The DTF responses x̂1/F̂1 and x̂2/F̂1 that correspond to
different m1 and m2 values are shown in Fig. 4.

Continuous Structural Elements

Although discrete spring-mass structural elements can be
used to model a variety of complex structures, continuous
structural elements are also being used to model structures

K

m2m1

(a)

F2cF1

x2x1

K

I II

m2m1

(b)

F2cF1 Fw Fw

x2x1

Figure 3. Generic structural element.
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Figure 4. DTF responses of generic elements.

such as space trusses, rotor blades, and buildings. In this
section, models of rod and beam elements are developed.
Using the concept of the virtual controller, the derever-
berated response is obtained for continuous rod and beam
spectral elements.

Uniform Rod Element. A uniform rod element is shown
in Fig. 5. The equation of motion for a rod is given by

EA
∂2u(x, t)

∂x2
− ρ A

∂2u(x, t)
∂t2

= f (x, t). (12)

Transformed into the frequency domain, Eq. (12) becomes

EA
∂2û(x, ω)

∂x2
+ ρ Aω2û(x, ω) = f̂ (x, ω). (13)

The spectral representation (15) for the longitudinal de-
flection of the rod is given by

û(x, ω) = Wrp(ω)e−iµx + Wlp(ω)e−iµ(L−x), (14)

where µ = ω
√

ρ A/EA is the longitudinal wave number. As-
sume that energy is input from the left end where F1 �= 0.
As the incident energy arrives at the right end, a con-
trol force F2c = Gru2 is designed to satisfy two objectives:
(1) equilibrium of forces at the right end and (2) prevent

u1

F1

u2

F2

EA , ρA

Figure 5. Uniform rod element.

energy reflection at the right end. Therefore, the control
force must satisfy

F2m + F2c = 0,

and

Wlp(ω) = 0, (15)

where F2m = EA∂û
∂ x̂ |x=L is the motion-dependent force. After

some algebra, the control gain is determined as

Ĝr = iµEA. (16)

If the RTF matrix of a uniform rod element is available,
the dereverberated transfer functions û1/F̂1, û2/F̂1 can be
obtained by using the following expression:




û1

F̂1

û2

F̂1




DTF

=
(

RTF−1 +
[

0 0
0 Ĝr

])−1 [
1
0

]
. (17)

The DTF and RTF responses of û1/F̂1, û2/F̂1 are shown in
Fig. 6.

It should be pointed out that transfer functions û1/F̂2,

û2/F̂2 are not dereverberated by Eq. (17). These transfer
functions can be dereverberated by




û1

F̂2

û2

F̂2




DTF

=
(

RTF−1 +
[

Ĝr 0
0 0

])−1 [
0
1

]
. (18)
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Figure 6. RTF and DTF responses of uniform rod element where EA = 1 × (1 + 0.000001i), ρ A = 1, L = 1. (a) û1/F̂1, (b) û2/F̂1.

Uniform Beam Element. A uniform beam element is
shown in Fig. 7. The equation of motion for a Bernoulli–
Euler beam is given by

EI
∂4v(x, t)

∂x4
+ ρ A

∂2v(x, t)
∂t2

= f (x, t). (19)

Transformed into the frequency domain, Eq. (19) becomes

EI
∂4v̂(x, ω)

∂x4
− ρ Aω2v̂(x, ω) = f̂ (x, ω). (20)

The spectral representation for the beam’s flexural vibra-
tion is




v̂ = Wrpe−iµx + Wree−µx + Wlpe−iµ(L−x) + Wlee−µ(L−x)

θ̂ = Wrp(−iµ)e−iµx + Wre(−µ)e−µx + Wlp(iµ)e−iµ(L−x)

+ Wle(µ)e−µ(L−x).

(21)

where v is vertical displacement and θ is angular displace-
ment. µ = ( ρ A

EAω2)1/4 is the bending wave number.
Different sign conventions lead to different expressions

of nodal displacements and nodal forces. The sign conven-
tion applied here is shown in Fig. 7. Nodal displacements
are given by




v0

θ0

v1

θ1


 =




1 1 e−iµL e−µL

−iµ −µ iµe−iµL µe−µL

e−iµL e−µL 1 1

−iµe−iµL −µe−µL iµ µ







Wrp

Wre

Wlp

Wle


 .

(22)

Nodal forces F0 = EI ∂3v
∂x3 |x=0, M0 = −EI ∂2v

∂x2 |x=0, F1 =
−EI ∂3v

∂x3 |x=L, and M1 = EI ∂2v
∂x2 |x=L, are given by




F0

M0

F1

M1


 = EIµ2




iµ −µ −iµe−iµL µe−µL

1 −1 e−iµL −e−µL

−iµe−iµL µe−µL iµ −µ

−e−iµL e−µL −1 1







Wrp

Wre

Wlp

Wle




(23)

Assuming that energy is input from the left, control
forces

[
F1c

M1c

]
= Gbr

[
v1

θ1

]
(24)

are applied at the right end to satisfy the following equa-
tions:

[
F1c

M1c

]
+

[
F1

M1

]
=

[
0
0

]
,

M0

F0

M1

F1

V0 V1

θ0 θ1

EI ρA

Figure 7. Uniform beam element.
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and

[
Wlp(ω)

Wle(ω)

]
=

[
0
0

]
. (25)

Solving for the control gain matrix leads to

Ĝbr =
[

(i − 1)EIµ3 iEIµ2

iEIµ2 (1 + i)EIµ

]
. (26)

Using this matrix control law, the dereverberated transfer
functions can be obtained from




v̂0

F̂0

v̂0

M̂0

θ̂0

F̂0

θ̂0

M̂0

v̂1

F̂0

v̂1

M̂0

θ̂1

F̂0

θ̂1

M̂0




DTF

=
(

RTF−1 +
[

04×4 04×4

04×4 Ĝbr

])−1




1 0
0 1
0 0
0 0


 .

(27)

The DTF and RTF response for v̂0/F̂0, v̂0/M̂0 . . . θ̂1/F̂0,
θ̂1/M̂0 are shown in Fig. 8.

If the energy is from the right, different control forces

[
F0c

M0c

]
= Ĝbl

[
v0

θ0

]
(28)

are applied at the left end to satisfy the following equa-
tions:

[
F0c

M0c

]
+

[
F0

M0

]
=

[
0

0

]
,

and

[
Wrp(ω)

Wre(ω)

]
=

[
0

0

]
. (29)

The control gains are given by

Ĝbl =
[

(i − 1)EIµ3 −iEIµ2

−iEIµ2 (1 + i)EIµ

]
. (30)

The dereverberated transfer functions are obtained from


v̂0

F̂1

v̂0

M̂1

θ̂0

F̂1

θ̂0

M̂1

v̂1

F̂1

v̂1

M̂1

θ̂1

F̂1

θ̂1

M̂1




DTF

=
(

RTF−1 +
[

Ĝbl 04×4

04×4 04×4

])−1




0 0
0 0
1 0
0 1


 .

(31)

Remember that the controllers attached at both ends of rod
elements are the same. But for a beam, the controller gain
matrices Ĝbr and Ĝbl have a sign difference in the off-
diagonal terms because the sign convention that was used
for the beam did not create a symmetrical element stiffness
matrix.

DTF RESPONSES OF NONUNIFORM STRUCTURES

Discrete Spring-Mass Structures

Energy Is Input from the End. A five DOF spring-mass
structure is shown in Fig. 9. The properties of this struc-
ture are listed in Table. H. Complex stiffness is used to add
a small amount of damping to the structure and to over-
come potential numerical problems. The right end of this
structure is fixed, and the left end is free. Energy is input
from the left in terms of F1 �= 0. The reverberated transfer
function matrix RTF of this structure is given by




x̂1

x̂2

x̂3

x̂4

x̂5


 = RTF




F̂1

F̂2

F̂3

F̂4

F̂5




=




k1 − m1ω
2 −k1 0 0 0

−k1 k1 + k2 − m2ω
2 −k2 0 0

0 −k2 k2 + k3 − m3ω
2 −k3 0

0 0 −k3 k3 + k4 − m4ω
2 −k4

0 0 0 −k4 k4 + k5 − m5ω
2




−1



F̂1

F̂2

F̂3

F̂4

F̂5




.

(32)

To obtain the dereverberated transfer functions with re-
spect to external force F1, the structural part to the right of
mass m5 will be ignored for two reasons. First, the original
wave has already passed all DOFs after it arrives at m5.
Structural components behind m5 along the wave length
will be ignored because DTF deals with the incident wave.
Second, the fixed boundary condition should be ignored;
otherwise, it will generate a reflected wave. The control
scheme to obtain DTF responses is shown in Fig. 10. Fw

is derived from the force boundary condition at the left.
Local controllers are used to match the impedance of adja-
cent elements. There is no energy reflection at the interface
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Figure 8. RTF and DTF responses: (a) v̂0/F̂0; (b) θ̂0/F̂0; (c) v̂1/F̂0; (d) θ̂1/F̂0; (e) v̂0/M̂0; (f) θ̂0/M̂0;

(g) v̂1/M̂0; (h) θ̂1/M̂0.
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Figure 8. Continued.

of different elements. Mathematically, the dereverberated
transfer functions for x̂1/F̂1, x̂2/F̂1 . . . x̂5/F̂1 can be found
by using the following expression:



x̂1

F̂1

x̂2

F̂1

x̂3

F̂1

x̂4

F̂1

x̂5

F̂1




DTF

=


RTF−1 +




0 0 0 0 0
0 G2d − G3d 0 0 0
0 0 G3d − G4d 0 0
0 0 0 G4d − G5d 0
0 0 0 0 G5d − k5







−1 


1
0
0
0
0


 , (33)

where Gid = miω
2 − ki−1 + ki−1eµi and µi =

cosh−1( 2ki−1−miω
2

2ki−1
). Now, we know the DTF responses

of x̂1/F̂1, x̂2/F̂1 . . . x̂5/F̂1. For damage detection, we are
more interested in how an individual element affects a
wave passing through it. This is demonstrated by DTF re-
sponses x̂i+1

x̂i
, (i = 1, 2 . . . 4) of successive degrees of freedom.

These transfer function responses are shown in Fig. 11.

Energy Is Input from the Middle. A five-DOF spring-mass
structure that has energy input at the middle (F3 �= 0) is

shown in Fig. 12a. Spring stiffness k5 and the fixed end will
be ignored to obtain DTF responses. Hence, this structure
can be thought of as constructed from two parts, shown in

Fig. 12b. Each part reveals the path of an incident wave
propagating in both directions, respectively. Adding these
two parts together, an alternate structure is used to obtain
the DTF of the original structure with respect to input F3

(see Fig. 12c).
The RTF response of the original structure shown in

Fig. 12a is given by

RTF =




k1 − m1ω
2 −k1 0 0 0

−k1 k1 + k2 − m2ω
2 −k2 0 0

0 −k2 k2 + k3 − m3ω
2 −k3 0

0 0 −k3 k3 + k4 − m4ω
2 −k4

0 0 0 −k4 k4 + k5 − m5ω
2




−1

. (34)

Note that the alternate structure is different from the
original structure in two ways: (1) the spring attached to
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Table 1. Properties of the Five-DOF Spring-Mass Structure

i 1 2 3 4 5

ki 20 × (1 + 0.0001i) 10 × (1 + 0.0001i) 10 × (1 + 0.0001i) 20 × (1 + 0.0001i) 30 × (1 + 0.0001i)

mi 2 2 1 3 1

m1

F1

x1 x2 x3 x4 x5

K1 K2 K3 K4 K5

m2 m3 m4 m5

Figure 9. Five-DOF spring-mass structure.
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Figure 11. DTF and RTF responses: (a) x̂2/x̂1; (b) x̂3/x̂2; (c) x̂4/x̂3; (d) x̂5/x̂4.
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F1

Fw Fw G2dx2 G3dx3

G4dx4 G4dx4 G5dx5 G5dx5

G3dx3

x1

x4 x5

x2 x3

K1

K3 K4

K2

+

+ +

+

Figure 10. Control scheme to obtain DTF responses for the struc-
ture shown in Fig. 9.
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Figure 12. Five-DOF spring mass structure.

fixed end k5 is ignored; (2) the mass at the external force
acting point is twice m3. Thus, transfer functions x̂1/F3,
x̂2/F3 . . . x̂5/F3 can be dereverberated by using the follow-
ing expression




x̂1

F̂3

x̂2

F̂3

x̂3

F̂3

x̂4

F̂3

x̂5

F̂3




DTF

=


RTF−1 +




G1d 0 0 0 0

0 G2d − G1d 0 0 0

0 0 −m3ω
2 0 0

0 0 0 G4d − G5d 0

0 0 0 0 G5d − k5







−1 


0
0
1
0
0


 . (35)

Similarly, the DTF transfer functions x̂1/x̂2, x̂2/x̂3, x̂4/x̂3,
and x̂5/x̂4 can be obtained and are shown in Fig. 13.

Nonuniform Continuous Structures

The mechanism used to obtain DTF responses for rod-like
structures is similar to that on applied to the spring-mass
structures developed in previous sections. In this section,
beam structures developed from spectral elements are dis-
cussed, and methods for obtaining the DTF response from
the RTF response are illustrated for nonuniform continu-
ous structural models.

Free-Free Beam. A free-free beam composed of five spec-
tral elements is shown in Fig. 14 . Using spectral finite
element analysis (15), the element stiffness matrix of each
element is given by




Fi−1

Mi−1

Fi

Mi


 =




ki
11(ω) ki

12(ω) ki
13(ω) ki

14(ω)

ki
21(ω) ki

22(ω) ki
23(ω) ki

24(ω)

ki
31(ω) ki

32(ω) ki
33(ω) ki

34(ω)

ki
41(ω) ki

42(ω) ki
43(ω) ki

44(ω)







vi−1

θi−1

vi

θi




=
[

Ki
1 Ki

2

Ki
3 Ki

4

] 


vi−1

θi−1

vi

θi


 , (36)

where i = 1 . . . 5 and Ki
1, Ki

2, Ki
3, and Ki

4 are 2×2 matrices.

The spectral finite element model of the entire beam can
be constructed to obtain




F0

M0

F1

M1

F2

M2

F3

M3

F4

M4

F5

M5




=




K1
1 K1

2

K1
3 K1

4 + K2
1 K2

2 0

K2
3 K2

4 + K3
1 K3

2

K3
3 K3

4 + K4
1 K4

2

0 K4
3 K4

4 + K5
1 K5

2

K5
3 K5

4







v0

θ0

v1

θ1

v2

θ2

v3

θ3

v4

θ4

v5

θ5




, (37)
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Figure 13. DTF and RTF responses: (a) x̂1/x̂2; (b) x̂2/x̂3; (c) x̂4/x̂3; (d) x̂5/x̂4.

where off-diagonal elements of this banded matrix are zero.
The conventional reverberated transfer function matrix

RTF can be obtained experimentally and satisfies

RTF =




K1
1 K1

2

K1
3 K1

4 + K2
1 K2

2 0

K2
3 K2

4 + K3
1 K3

2

K3
3 K3

4 + K4
1 K4

2

0 K4
3 K4

4 + K5
1 K5

2

K5
3 K5

4




−1

. (38)

Assuming that the energy is input from the middle of the
beam where vertical force F3 �= 0, dereverberated transfer
functions v0

F3
, θ0/F3, v1/F3, θ1/F3, . . . , v5/F3, and θ5/F3 can
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Figure 14. Free-free beam that has five elements.

be obtained by attaching noncausal controllers to all nodes
except the actuation point. This process is shown in Fig. 15.
Mathematically, it can be expressed as




v0

F3

θ0

F3
v1

F3

θ1

F3
v2

F3

θ2

F3
v3

F3

θ3

F3
v4

F3

θ4

F3
v5

F3

θ5

F3




DTF

=


RTF−1 +




G1l

G2l − G1l 0
G3l − G2l

02×2

0 G4r − G5r

G5r







−1




0

0

0

0

0

0

1

0

0

0

0

0




. (39)

The process shown in Fig. 15 is actually a terminal match-
ing process. Energy is input at node 3 in terms of F3 �= 0.
The energy propagates along the structure in both direc-
tions. Wave reflection occurs at the interface of two adja-
cent elements if they have different properties EI or ρ A
that lead to different mechanical impedances. Wave re-
flection at these interfaces will interact with the incident
wave to create resonance and antiresonance phenomena.
To obtain a dereverberated response, wave reflection at any
interface of adjacent elements must be suppressed. A series
of controllers can be attached to both ends of each element
to match the impedance of the two adjacent elements. Let
us consider the left propagating wave first. Starting from
node 3, energy passes element 3 to reach node 2. At node 2,
the effect of controllers G3l and G2l permits matching the
impedance of elements 2 and 3. No energy reflection oc-
curs at node 2. Thus, the entire energy continues trans-
mitting into element 2. When the wave reaches node 1,
controllers G2l and G1l act together to ensure that no en-
ergy is reflected. At node 0, element 1 is free-free. The effect

of controller G1l is to extend element 1 to infinity. The en-
ergy continues transmitting to infinity. The result is that
no energy reflection occurs across the part of structure to
the left of input force F3. A similar scenario occurs for a
wave transmitting to the right of input force F3. Thus, the
dereverberated response can be obtained for a nonuniform
free-free beam structure using virtual control forces to pre-
vent reflections. Both the conventional RTF and DTF re-
sponses are shown in Fig. 16. The properties of the beam
used in this study are listed in Table 2.

v0

F0c F′1c F1c

F′4c F5cF4c

F′2c F2c

M0c M′1c M1c M′2c

M4c M5cM′4c
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θ0 θ1 θ1 θ2 θ2

θ4 θ4 θ5

v1 v1 v2

v4 v4 v5

v2
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G4r −G5r G5r

G3lEI1 ρA1 EI2 ρA2

EI4 ρA4 EI5 ρA5

EI3 ρA3−G1l −G2l2 2 31

4 4 53

+

++

+1

Figure 15. Applying local feedback controllers to obtain the DTF
of a nonuniform beam structure.
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Figure 16. DTF and RTF response of free-free beam structure: (a) v0/F3; (b) v1/F3; (c) v2/F3;
(d) v3/F3; (e) v4/F3; (f) v5/F3.
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Table 2. Properties of the Beam Structure

Element Number 1 2 3 4 5

EI 4 × (1 + 0.0001i) 1 × (1 + 0.0001i) 10 × (1 + 0.0001i) 2 × (1 + 0.0001i) 3 × (1 + 0.0001i)

ρ A 2 1 5 3 1

Length 2 3 3 1 1

Consider the fixed-free beam shown in Fig. 17. The left
end of the beam is fixed, and the right end is free. Energy
is input into this beam by F3 �= 0. The conventional rever-
berated transfer function matrix of this five-element beam
can be obtained experimentally. The inverse of the RTF is
the dynamic stiffness matrix of the beam.

RTF−1 =




K1
4 + K2

1 K2
2 0

K2
3 K2

4 + K3
1 K3

2

K3
3 K3

4 + K4
1 K4

2

0 K4
3 K4

4 + K5
1 K5

2

K5
3 K5

4




.

(40)

As previously shown for the free-free beam, the vertical
displacement and angular displacement of each node are
fed back into local controllers to generate control forces
that can eliminate wave reflection at each node. Controllers
can be attached at all nodes except for the node at the fixed
end of the fixed-free beam. The DTF responses with respect
to input F3 can be obtained from the following expression:




v1

F3

θ1

F3

v2

F3

θ2

F3

v3

F3

θ3

F3

v4

F3

θ4

F3

v5

F3

θ5

F3




DTF

=


RTF−1 +




−K1
4 + G2l

G3l − G2l 0
02×2

0 G4r − G5r

G5r







−1




0

0

0

0

1

0

0

0

0

0




, (41)

where K1
4 can be obtained because the physical properties

of the first element are known. The RTF and DTF res-
ponses are shown in Fig. 18

Comparing the expressions in Eqs. (39) and (41), the dif-
ference between the free-free beam and the fixed-free beam

0 1 2 3
F3

4 5

EI1ρA1 EI2ρA2 EI3ρA3 EI4ρA4 EI5ρA5

Figure 17. Fixed free beam that has five elements.

dereverberated responses depends on the way the bound-
ary conditions are treated. A controller is needed for the
free-free beam to extend the free end to infinity. However,
for the fixed-free beam, element 1 is ignored, and element 2
needs to be extended to the left to infinity. To achieve this,
K1

4 is the affecting part from element 1, and G2l is from
element 2.

DAMAGE DETECTION APPROACH
BASED ON DTF RESPONSE

Detecting the Presence and Location of Damage

In the previous section, collocated noncausal controllers
were developed to obtain the DTF responses for discrete

spring-mass structural elements and spectral rod and
beam finite elements. In this section, a methodology for
detecting damage in one-dimensional structures is devel-
oped based on the characteristic changes in the undamaged
DTF responses. For an undamaged structure, collocated
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Figure 18. DTF and RTF response of fixed-free beam structure: (a) v1/F3; (b) v2/F3; (c) v3/F3;
(d) v4/F3; (e) v5/F3.
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Figure 19. Damage detection methodology based on the DTF response.

noncausal controllers can be developed based on an identi-
fied model of the structural system. Implementing these
noncausal controllers off-line in a computer will yield the
DTF response from each actuator to each sensor. To infer
the presence of damage, these undamaged controllers can
be repeatedly applied to the identified RTF responses of a
structural system. Thus, as damage appears in the struc-
ture, its presence will be revealed in the magnitude and
phase plots of the DTF responses. Therefore, by tracking
relative magnitude and phase errors between the undam-
aged and damaged structure’s DTF response, it is possible
to infer both the presence and location of damage. Fur-
thermore, to determine damage in a particular structural
element, one needs only to track the transmission of in-
cident energy through the structure. This can be done by
computing the ratio of the DTF responses for sequential
degrees of freedom. This damage detection methodology is
illustrated in Fig. 19.

Using examples of a free-free and fixed-free beam, the
concept of a phase damage index is introduced following to
illustrate how the presence, location, type, and amount of
damage can be determined. This approach is later demon-
strated on a model of a civil building structure.

Free-Free Beam. Consider the free-free beam structure
previously shown in Fig. 14. Energy is input at node 3
where external force F3 = 0. Figure 20 shows the DTF re-
sponses for the following transmission ratios of sequen-
tial degrees of freedom (v1/v0, v2/v1, v3/v2 . . .). The solid
line refers to the undamaged case, and the dashed line
refers to the damaged case. Each part of the figure dis-
plays the respective magnitude and phase response of the
transmission ratio. It is assumed that damage in the form
of a loss of stiffness is simulated in element number 3.
Careful inspection of Fig. 20 allows two observations: First,
in the case of stiffness damage, the phase of the DTF re-
sponse will wrap around −π earlier than in the undam-
aged case. Secondly, there is not a significant change in the
DTF magnitude response due to damage in the structure.

To explain these observations in more detail, one has
to consider the effect of damage on the structure’s wave
propagation response. When a leftward propagating wave
passes through a damaged element such as element num-
ber 3, the effect of a stiffness loss is to increase the wave
number and slow down the propagation of the transmit-
ted wave. This introduces an additional phase lag in the
DTF response. Undamaged structural elements have no
effect on propagating the transmitted wave. In terms of
the magnitude response, the noncausal controllers are de-
signed to prevent wave reflection at the interfaces between
structural elements. However, when damage occurs, wave
reflection is not prevented because the controllers can no
longer provide a match terminating boundary condition at
each end. Nevertheless, because the simulated damage is
small, the magnitude of the DTF displays modest sensi-
tivity to damage. Therefore, a phase damage index (PDI)
has been developed to locate the element that contains the
damage. The PDI is based on the relative phase error from
successive DOFs and is given by

PDIi = ∑
ωl ≤ ω ≤ ωu

∣∣∣∣phase
[(

vi

vi−1
(ω)

]undamaged

DTF

)

− phase
[(

vi

vi−1
(ω)

]damaged

DTF

)∣∣∣∣,
(42)

where i = 1, 2, . . . , 5 and refers to the ith element. ωl, ωu

are the lower and upper bounds of the frequency range of
interest. Computing the value of the PDI for each struc-
tural element indicates which element is damaged. This is
evident from the PDI computed for the free-free beam ex-
ample described earlier in this section. Note that the PDI
is significantly larger for element number 3 in which simu-
lated stiffness damage was assumed (see Fig. 20). Figure 21
displays the PDI for assumed stiffness damage in each of
the five structural elements. Note that in all cases, the PDI
that has the largest absolute value indicates, the structural
element in the free-free beam example that is damaged.
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Figure 20. Element 3 is damaged in terms of 5% loss of stiffness. (a) DTF response v1/v0;
(b) DTF response v2/v1; (c) DTF response v3/v2; (d) DTF response v4/v3; (e) DTF response v5/v4;
(f ) damage index vs. element number.
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Figure 21. Damage index vs. element number. (a) Element 1 is damaged (5% stiffness loss).
(b) Element 2 is damaged (5% stiffness loss). (c) Element 4 is damaged (5% stiffness loss).
(d) Element 5 is damaged (5% stiffness loss).

Fixed-Free Beam. For a fixed-free beam,
(

v0
θ0

)
=

(
0
0

)
.

Only i = 2, 3, 4, 5 can be substituted in Eq. (42), and four
damage indices, PDI2, PDI3, PDI4, PDI5, can be formu-
lated. They are associated with elements 2,3,4, and 5, re-
spectively. Five damage cases are simulated. Figure 22a
shows damage indexes versus element number when ele-
ment 1 is damaged. Remember that no damage index is
formulated for element 1. However, from Fig. 22a, the in-
dex for element 2, PDI2, is large. This implies that damage
occured in element 1, demonstrated by the damage index
of element 2. Of course, from Fig. 22b, damage in element
2 leads to a blowup of PDI2, too. Therefore, if the damage
index of element 2, PDI2, exhibits some large value, both
element 1 and element 2 need to be checked to see whether
they are damaged. The damage indexes of elements 3,4,
and 5 can locate the damage of the associated elements as
shown in Fig. 22c–e.

Damage Type and Extent

Most structural damage can be categorized as mass or stiff-
ness related. In stiffness loss, the phase curve of the DTF
response of a damaged structure tends to wrap at π or
−π earlier than in the undamaged case. In mass loss, the
phase of the DTF response of a damaged structure tends
to wrap later than in the undamaged case. This pattern
in the phase behavior of stiffness or mass damage is pri-
marily a result of the way wave number variations affect
the transmission properties of an incident wave through a
structural element. Thus, by simply examining the phase
behavior of undamaged and damaged DTF responses, it
is possible to ascertain the type of damage, albeit stiff-
ness or mass. In addition, damping effects can also be
identified.

Although the type of damage in a structural system
can be determined from the phase response of the DTF,
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Figure 22. Damage indices vs. element number. (a) Element 1 is damaged (5% stiffness loss). (b) Element 2 is damaged (5% stif-
fness loss). (c) Element 3 is damaged (5% stiffness loss). (d) Element 4 is damaged (5% stiffness loss). (e) Element 5 is damaged (5%
stiffness loss).
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Figure 23. Fixed-free beam; the fifth element is damaged.

determining the extent of damage in a structural element
is a bit more dificult. The phase damage index (PDI) de-
scribed before represents a qualitative measure of damage
in a structure. However, by conducting a numerical study
of the structural model identified, one can simulate struc-
tural damage in each structural element and correlate
the PDI with percentage damage. Thus, a lookup table or
curve-fitted database can be developed for each structural
element to provide an estimate of the amount of damage in
that element. Figure 23 displays such a correlation for the

(a)

xg

m1

x1

m2

x2

m3

x3

k1/2

k2/2

k3/2

k1/2

k2/2

k3/2

(b)

Figure 24. (a) Framed building structure. (b) Discrete three-DOF model.

fixed-free beam example developed earlier. Note that the
PDI increases as structural damage increases in the struc-
tural element of interest. Similar trends exist for other
elements.

DAMAGE DETECTION IN A BUILDING STRUCTURE
USING DTF

Consider the discrete three-DOF model of the three-story
framed building structure displayed in Fig. 24. The prop-
erties of the structure are given in Table 3. The equation
of motion for the building structure is

MẌ + K X = q (43)

or


 m1 0 0

0 m2 0
0 0 m3







ẍ1

ẍ2

ẍ3


 +


 k1 + k2 −k2 0

−k2 k2 + k3 −k3

0 −k3 k3







x1

x2

x3




=




k1xg

0
0


 . (44)

Transformed into the frequency domain and assuming that
x = Xeiωt, Eq. (44) becomes

[−Mω2 + K ]X = Q (45)
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Table 3. Properties of the structure

Mass m1 = 16.7676 m2 = 16.7676 m3 = 16.7676 unit: kg

Stiffness k1 = 9158.7 k2 = 13084 k3 = 36635 unit: N/m

m1

m1

k1 k2 k3

k3

m3

m3

k2k1

m2

m2

Element 1 Element 2 Element 3

= + +

Figure 25. Summing asymmetrical spring-mass elements to con-
struct a building structure.

or 
 k1 + k2 − m1ω

2 −k2 0
−k2 k2 + k3 − m2ω

2 −k3

0 −k3 k3 − m3ω
2







X1

X2

X3




=



−k1ω
2 Xg

0
0


 . (46)

From Eq. (46), note that energy is input into the build-
ing structure from ground motion by F1 = −k1ω

2 Xg(ω) or
k1 Ẍg(ω).

A model of the three-DOF three-story building struc-
ture in Fig. 24 can be constructed by simply adding three
asymmetrical spring-mass elements (see Fig. 25). The DTF
of the whole building structure can be obtained by first
adding a virtual controller to the right end of element 1,
then adding elements 2 and 3 that have similar virtual
controllers attached to both ends. This process is shown in
Fig. 26. The control architecture is shown in Fig 27. The
controller gains G1r, G2l, G2r, G3l, G3r are obtained by us-
ing Eq. (8) and substituting different k, m, and µ values for
the different structural elements. The RTF and DTF are
shown in Fig. 28.

Considering the structure shown in Fig. 26, energy is
input from the left end of the structure. After passing ele-
ment 1, controller G1r will prevent the energy from being
reflected back into element 1. A portion of the energy will
continue transmitting into element 2. At the end of ele-
ment 2, controller G2r acts like controller G1r to ensure that
no energy is reflected back. The same effect will be achieved
by controller Gr3. The result is that wave reflection does

Figure 26. Applying controllers to
obtain the DTF of a building struc-
ture.

DTF of

Element 1 Element 2 Element 3

K1

K1

m1 m2

m2

m3

m3m1

K2

K2 K3

K3

+= G1r G2r +G2r G3r G3r

not occur across the structure. If damage is present in a
structural element, the idealized local controllers can not
prevent reflection.

Damage in civil structures is usually categorized as
stiffness loss. The following damage case studies simulate
one-quarter damage loss for each stiffness of the three-
DOF three-story building. This study attempts to show the
characteristic change in the DTFs before and after damage.
Further, a methodology is developed to locate damage. Six
sets of figures are displayed for each case study, and each
figure has two parts: the magnitude and phase of a parti-
cular DTF response. Emphasis is placed on examining the
incident path of energy traveling through the structure.
As the energy is transmitted across a damaged structural
element, either the magnitude or the speed of wave pro-
pagation will change compared to the undamaged element.
This change in local structural properties is revealed in the
magnitude and phase plot of the DTF response.

Case Study: One-Quarter Stiffness Loss for k1

Considering k1 damaged in terms of stiffness loss, the
energy is still input from the left end of the structure. Re-
member that G1r is determined by m1 and k1. The controller
gains G1r can prevent wave reflection perfectly at ele-
ment 1. But for the damaged element, we do not know how
much change there is in k1. If we still use G1r as a virtual
controller for the damaged element, wave reflections will
occur at the end of element 1. The DTF response of ẍ1/ẍg

will change before and after damage, as is illustrated in
Fig. 29 a. Strictly speaking, ẍ1/ẍg is no longer the DTF
after damage because a wave is reflected back into ele-
ment 1. But that is not the case for elements 2 and 3.
Controller gains G2r and G3r will do their jobs perfectly.
This leads to identical DTF responses of ẍ2/ẍ1, ẍ3/ẍ1, and
ẍ3/ẍ2, illustrated in Fig. 29d–f before and after damage.

Now, consider Fig. 29a. In the low-frequency range, the
DTF phase of an undamaged element is smaller than that
of an damaged element. This means that the wave number
of an undamaged element is smaller than that of an dam-
aged element. The reason for the increased wave number is
either stiffness loss and/or mass increase. Mass increase is
unlikely in the event of damage in a civil structure. Thus,
the cause of damage is assumed to be stiffness.



P1: FCH
PB091E-41 January 10, 2002 21:18

HEALTH MONITORING (STRUCTURAL) USING WAVE DYNAMICS 541

G

(a)

System dynamics
RTF

DTF = (RTF−1 + G)−1

RTF
response DTF

response
0

k1xg

(b)

k1/2 k1/2

k2/2

k3/2

xg

x3

x3

F3

F2

G2

G3

G1

F1

x2

x1

x2

x1

m3

m2

m1

k2/2

k3/2

Figure 27. Control architecture.
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Figure 29. DTF response: (a) ẍ1/ẍg; (b) ẍ2/ẍg; (c) ẍ3/ẍg; (d) ẍ2/ẍ1; (e) ẍ3/ẍ1; (f ) ẍ3/ẍ2.
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Figure 30. DTF response: (a) ẍ1/ẍg; (b) ẍ2/ẍg; (c) ẍ3/ẍg; (d) ẍ2/ẍ1; (e) ẍ3/ẍ1; (f ) ẍ3/ẍ2.
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Figure 31. DTF response: (a) ẍ1/ẍg; (b) ẍ2/ẍg; (c) ẍ3/ẍg; (d) ẍ2/ẍ1; (e) ẍ3/ẍ1; (f ) ẍ3/ẍ2.
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Now, it is evident that the damage occurs at element 1
in terms of stiffness loss. This led to the malfunction of
controller G1r. Using Eqs. (4) and (8), reducing the value
of k1 to k1r, a new controller G1r will be found to obtain a
perfect DTF response for each element. Thus, the damage
extent, �k1 = k1 − k1r , can be obtained.

Case Study: One-Quarter Stiffness Loss for k2

From Fig. 30f, ẍ3/ẍ2 is identical before and after damage.
This shows immediately that the damage happened at el-
ement 2. Now, only the DTF response of ẍ2/ẍ1 needs to be
examined. This is shown in Fig. 30d. Applying similar rea-
soning, as earlier, a stiffness loss for k2 is concluded.

Case Study: One-Quarter Stiffness Loss for k3

From Fig. 31, no identical DTF before and after damage
shows up. This shows that G3r did not perform correctly.
The wave reflection at the right end of the structure de-
grades all DTFs. We can conclude that damage must have
happened at element 3, and the same reasoning leads to a
stiffness loss for k3.

SUMMARY AND CONCLUSIONS

This article has introduced a wave propagation approach
for computing the DTF responses of nonuniform struc-
tures. By using DTF responses, boundary effects are ig-
nored in favor of the incident path that the energy takes to
travel through a structure. It has been shown that the DTF
responses, associated with an individual element, are sen-
sitive to physical parameter changes which are directly in
the load path from the input force to the measured sensor
response. The DTF provides direct information regarding
the source, location, and amount of damage.
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INTRODUCTION

The number of automobiles has increased dramatically as
a result of population and job growth during the past sev-
eral decades. During the same period, the commuting dis-
tance has also increased (1). This in turn has resulted in
congestion in many suburban areas. This increase in traf-
fic flow translates into higher cost for accident expenses,
a rise in fuel consumption, and air pollution. The Depart-
ment of Transportation has estimated that the volume of
traffic will increase by 50% in next 25 years (2). The loss
of time and productivity and health issues caused by in-
creased carbon monoxide and dioxide are the predominant
factors that call for building smart highway systems.

SMART MATERIALS

Smart material technology is progressively becoming one
of the most important new research areas for engineers,
scientist, and designers. Increased use of smart materials
will undoubtedly influence our daily lives fundamentally in
the near future. Presently, the emergence of smart materi-
als and smart structures has resulted in new applications
that change the way we think about materials, sensors, ac-
tuators, and data processing. Smart materials are defined
as materials whose properties alter predictably in response
to external stimuli. Smart materials can be divided into
several categories:

1. Shape-memory alloys: Polymers or alloys that re-
member their original shape under an applied
load and temperature through phase transforma-
tion. Typical alloys are Ti–Ni (Nitinol) and TiNi-Cu
(K-alloy).

2. Piezoelectric materials where strain results from an
applied load or voltage (electric field), for example,
polyvinylidine fluoride (PVDF) polymer.



P1: FCH
PB091E-41 January 10, 2002 21:18

546 HIGHWAYS

3. Electrorheological fluids that change their viscosities
according to the intensity of an electric field.

4. Photochromic glasses whose transparency changes
with the intensity of light (photographic lens).

In this article, the advantages of smart materials are de-
scribed for application to smart highways, structures and
intelligent transportation systems (ITS). Through the ap-
plication of new technology, there is potential to integrate
multiple modes of travel and to focus on demand as well
as transportation supply throughout the world. The field
of smart highways and structures consist of many areas of
innovation in developing superhighways, bridges, modem
cars that have built-in computer-aided navigation equip-
ment, and a central control unit within each highway sys-
tem to assist in traffic management.

OBJECTIVES OF SMART HIGHWAYS

The objectives of building smart highways are safety, low
maintenance, and conveyance. By building smart high-
ways, more vehicles can be on the road thereby reducing
congestion and eliminating the need for building additional
lanes. For safety, computers installed in an automobile will
perform all driving tasks, and this will enhance safety be-
cause most traffic fatalities are due to human error. For
general safety purposes, the following are required for a
modern highway: (1) piezo MTLS that connect to electric
heaters and therefore, do not ice up, (2) “glow in the dark”
surface material, and (3) standards for traffic flow. Mainte-
nance is a major issue in establishing engineering design
parameters for estimating the life of the road versus re-
placement cost. The convenience features of smart high-
ways should include optical sensors on-site, cars that have
Global Positioning System (GPS)/road maps and bar code
road signs, and autopilot features. Environmental issues
also play a critical role in designing a smart highway sys-
tem. Finally, development of road surfaces that can break
down pollutants such as nitrogen oxide gas, will be a major
focus of future research for metropolitan areas such as Los
Angeles and Denver that have high pollution.

Smart Structures

Smart structures are nonbiological physical structures
that have the following attributes: (1) a definite purpose
and (2) means and an imperative to achieve that purpose.

The functional aspects of a smart highway are to in-
tegrate the normal design features and provide means of
controlling traffic to optimize the traffic flow and human
safety. Smart highway structures are designed for normal
and abnormal events. Normal design conditions are dead-
weight, thermal expansion and cyclic traffic loads (3). A
smart structure is a subset of many intelligent structures
that is complex and made of innovative materials, control
laws, and communications. Smart structures have sensors
and or actuators to help them function. Smart structures
generally should be light, take advantage of new com-
puter technology, integrated sensors, actuators, and con-
tain some sense of intelligence to attain structural perfor-
mance capabilities.

America’s bridges have deteriorated during the past two
decades due to lack of funding and neglect. Many collapses
have occurred on shorter spans during this period, and
many are also riddled with cracks and weak spots. Con-
crete bridges have been more susceptible to failures than
steel because their flaws are often less apparent. Because
bridges are a critical part of any highway system, partic-
ularly a modern one, continuous monitoring and innova-
tive technology are required to construct and modernize
bridges to modern standards. In the construction of mo-
dem bridges and structures, smart materials must be ca-
pable of warning of potential failures for operations or of
enhancement by structural health monitoring of civil in-
frastructures and marine structures.

The most significant areas of concern for smart struc-
tures are performance, cost, sensing technology, enginee-
ring integration, structural stress and the need for wireless
technology. Smart structures provide useful tangible ben-
efits, and adaptability is achieved by knowing the lim-
its, constraints, and compatibility with existing designs,
methodologies, and the ability to learn. The drawbacks of
building smart structures lie in the capital intensive na-
ture of the projects, lack of understanding what data to
collect and how to interpret the data, lack of an integrated
team approach, reluctance to change, lack of consistency,
and dealing with regulations. Major areas of concern in de-
sign, construction, and maintenance are monitoring and
evaluating structures of bridges, soil, and concrete as a
result of stress or natural disasters such as earthquakes
that will also be a major factor in constructing an intel-
ligent highway system. Monitoring a bridge by fiber-optic
deformation sensors or Doppler vibrometers to detect dis-
bonded composites is currently being studied to prevent
catastrophic failures(1,4).

Monitoring the structural integrity of highways and
bridges for safety and ease of repair presents an emerg-
ing field of study to find new ways to support the infra-
structure of these systems. Smart materials are beginning
to play an important role in civil engineering designs for
dams, bridges, highways, and buildings. Sensors embed-
ded throughout a concrete and composite structure can
sense when any structural area is about to degrade and
notify maintenance personnel to prepare for repair or re-
placement. Smart materials will be used to improve re-
liability, longevity, performance, and reduce the cost of
operating smart highways and structures (5). The ap-
plication of sensors and actuators, diagnostic monitoring,
structural integrity/repair, damage detection, and active
hybrid vibrational control will be the major areas of discus-
sion in building intelligent highways and structures using
smart materials. A smart structure using smart technol-
ogy may include the use of fiber-reinforced (FR) concrete
and optical-fiber sensors. Glass or carbon fibers in a cement
matrix (6) are used instead of steel to increase the strength
of concrete. Steel tends to corrode in salt, water, and cor-
rosive deicing compounds, but reinforced concrete is not
susceptible.

Shape-memory alloys that are important elements of
intelligent (smart) materials can be used to build smart
sensing structures, for example, a damping device made
of shape-memory alloys can absorb seismic energy and
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reduce its force. Due to its unique properties, this type of al-
loy can return a bridge to its original position after seismic
activity (7). Optical–fiber sensors can also be embedded in
composite beams along their length to monitor any stresses
from traffic loads, cold, and wind. The change in wave-
length of light reflections from optical sensors is compared
to a set of baseline wavelength data (6). Old bridges can also
be reconstructed and reequipped with small amounts of
carbon fibers in the concrete mix and by using an electrode
at each end of the bridge and measuring its resistance.
Should developing cracks disintegrate the fibers that can
conduct electricity thereby increasing the electrical resis-
tance. The fractures can also be correlated with reduction
in the strength of steel and concrete and also to determine
whether serious damage has occurred (8).

Materials technology, specifically, the use of composites
and shape-memory alloys in new structures and highways
will have a great impact on human society, including the
creation of new industries, extension of the women fron-
tier to space, high-speed transportation, and earthquake-
resistant and disaster-preventing construction.

A major area of focus in building a smart highway struc-
ture is the road pavement smoothness that creates bet-
ter driving conditions and increases the life of the road
(9). Equipment for road smoothness in all states will be
required to set a minimum standard. The quality of ce-
ment and concrete also plays a significant role in devel-
oping a high quality road. Paving material quality plays
an important role in durability and safety of roads. Use
of recycled materials and polymer-modified binders have
been considered for the durability of paving systems in
some California highways (10), compared with traditional
asphalt pavement. The major obstacles to using recycled
or polymer material in pavement materials are extreme
loads introduced by heavy trucks that may impact the
integrity of the road and the driving performance of the
truck.

However, these new materials cost far less than ordi-
nary asphalt and may also assist in design, construction,
and easier maintenance of the roads. Another concern that
recycled materials and polymers must address is the mate-
rial’s performance in variable weather conditions and ma-
jor fluctuations in temperature.

Highway fatalities have declined about 20% within the
past decade from 47,000 to 41,000 annually as a result of
safety improvement (9). Road condition plays a critical role
in highway safety.

Liability issues and cost-effectiveness will be significant
factors in the development of modern highways in upcom-
ing years. A successful, low-cost system for modern auto-
mobiles that can reduce fatalities will be a key initial step
to globalization of this system.

Sensors

Sensors must have properties that enable them to de-
tect small changes in a structure (8), that is, changes in
strain and capability for a measurable output signal. The
response time of a sensor is a critical issue in monitor-
ing crack growth within a structure; although it will not
be as critical in observing stiffness changes from fatigue.

Piezoelectric ceramics are a common type of embedded
sensor and are used for noise and vibrational sensing (II).
Mechanical and viscoelastic properties and compatibility
with the surrounding structure are the primary factors
in selecting a sensor because it is usually embedded in a
polymeric composite. Polymers at high frequency and low
temperatures are stiff due to lack of molecular motion and
because they are in a glassy state (8). At high tempera-
tures, polymers are glassy due to high viscosity because
atoms can move more easily. The behavior of a polymer
is a function of Tg, the glass transition temperature at
which a polymer is in a glassy state. The strain proper-
ties of a polymer are directly related to the state of the
polymer.

As mentioned previously, carbon fibers are used as rein-
forcement in smart structures for strain sensing (9) and
can replace the need for strain gauges and optical sensors.
However, the important factor in considering carbon fibers
is their electromechanical properties, namely, the electrical
resistivity of the fibers under load in composite, polymer,
and concrete structures. The electrical resistivity and the
modulus of elasticity are affected by tensive and compres-
sive forces (9).

Fiber-optic sensors can provide information on any
strain fluctuations as a result of stress and early warn-
ing of a flaw in a joint or within the concrete. Fiber-optic
sensors, as related to smart structures, can reduce the risk
of failure in an aging infrastructure. Although fiber-optic
sensors are not smart and lack actuating capability, they
are the predominant technology that is discussed in re-
lation to smart structures. Structures instrumented with
fiber-optic sensors can respond to or warn of impending
failure and indicate the health of a structure after dam-
age. Applications include the instrumentation of bridges,
highways, dams, storage tanks, oil tankers, and buildings.
Systems that can measure strain or vibration have been
tested in the United States and Germany. The cost and
complexity of such optical systems and the limited bene-
fit will make this a slow market to develop. Larger scale
and longer term demonstrations will be required to gain
acceptance from the engineering community.

Vibrational measurements could provide information
on any earthquake activity within a region or the dete-
rioration of a structure. Electromagnetic sensors that take
advantage of steel’s magnetic permeability as a function of
its internal stress also present tools for monitoring bridge
cables and prestressed concrete structures (12). In this
method, the internal stresses of highly elastic steel are
measured by determining its permeability, which can be
measured indirectly by its inductance (12). Strain sen-
sors will be a key tool for monitoring crack initiation sites
and a good indicator of structural failure. Typical sensors,
in addition to the those mentioned before, include strain
gauge sensors, displacement transducers, accelerometers,
anemometers, electrical time domain reflectometry (for
stress/strain sensing), and temperature sensors.

Many highway systems enforce weight restrictions on
large truck to reduce road damage. The use of weight in-
motion sensors such as piezoelectric polyvinylidine fluoride
(PVDF) polymer can reduce the damage caused by heavy
trucks. This type of polymer embedded in elastomeric
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material placed in a groove on the highway can detect the
weight of a passing vehicle and translate the weight into a
voltage output (13). The disadvantages of this type of sen-
sor are temperature variation and physical damage under
extreme loads.

SMART HIGHWAYS

A smart highway system consists of sensors, computers,
and communication tools to enable all driving functions
to work. The smart highway program is designed to make
travel smoother on highways by quickly alerting motorists
to traffic accidents, icy stretches of road, and other haz-
ards, and by posting the best alternate routes. Today’s high-
way systems are long, steep grades and sharp curves that
present problems especially for high traffic volume and bad
weather conditions. More than half of all traffic accidents
occur during foggy, rainy, icy, and snowy conditions. More
than two-third of truck accidents occur on curves or slopes.
One way to reduce traffic accidents is to use advanced com-
munication systems via satellites and place warning signs.
The following must be considered in building a smart
highway:

Traffic control centers assisted by a computer network-
ing system where controllers adjust traffic flow. In
this center, video-image signals, which are sent by
cameras and video cameras, mounted on poles and
building, are converted to digital maps.

Construction of many ramp meters where traffic lights
are installed in critical entrance ramps to control the
flow of merging traffic.

Placement and design of narrow poles that support
signs and light on fixed objects such as a bridge (14)
for safety enhancement.

Installation of hundreds of sensors in the pavement to
count cars as they pass and to estimate and transfer
this information to the control center.

Broadcast of critical traffic information to alert drivers
to slow down ahead and advise an alternate route.

Automatic toll collection where sensors read optical
cards on dashboards.

Sufficient safety enhancement.

In addition to building and monitoring highways sys-
tems, control centers that are assisted by computer-
networking system are also required to manage traffic and
construct intelligent transportation systems. Central units
are a way to communicate to drivers and law enforcement
officers to reduce routine accidents by improving visibil-
ity at night or in bad weather by early warning to driv-
ers (15).

An intelligent highway system that has an electronic
communication system should be capable of the follow-
ing tasks: (1) automatically regulate the flow of traffic,
(2) provide drivers with up-to-the-minute information,
(3) perform most driving tasks, (4) ease carpooling, and
(5) manage and guide commercial fleets (14).

To build a modern highway, loop detectors and video
cameras will be installed in critical areas to monitor traffic
flow, speed of vehicles, and identify bottlenecks to a cen-
tral communication headquarters. An intelligent highway
system will consist of information processing, communica-
tions, control, and electronics to transmit critical informa-
tion to drivers.

Satellites flying in low orbit will be required to trans-
mit data to a central unit. Satellites must here a broad
range and can collect, monitor, store, and selectively trans-
mit data to process information.

Smart highways could also be used for smart public
transportation, allowing bus drivers control over passen-
ger traffic, manage traffic flow, and reduce delays. Smart
transit systems can be organized for expensive share-ride
taxis and to assemble carpools and vanpools for daily op-
eration (16), for smart goods movement systems to as-
sist companies to transport goods more cheaply and with
less energy and resource use, using streamlined truck in-
spections and better routing through traffic and linking
road–rail transport systems. Computer process technol-
ogy can also be used to improve manufacturer information
and communications to reduce the need for long-distance
shipping and provide faster delivery systems to encourage
purchases from home or local stores.

To minimize fuel consumption and improve fuel effi-
ciency, formulas must be developed based on factors such
as the lane miles of roadway, vehicle miles traveled, the
level of mail routes, the population and the size of the
state in square miles and transmitted to a central computer
system.

ADVANCED AUTOMOBILES

In conjunction with smart highways, smart vehicles will
provide complete control of nearly all driving functions.
The major tasks of driving consist of navigation, braking,
steering, throttle control, and avoiding accidents; the ve-
hicle will automatically control traffic light management.
Most automated driving tasks have already been imple-
mented in pilot vehicles by major auto manufacturers.

Today’s automobiles carry more advanced semiconduc-
tor technologies than they did in the early 1980s. Until
now, chip technology has been used to enhance the per-
formance of engines and to control airbags and antilock
brake systems. However, navigation systems such as the
global satellite (GPS) systems will dominate the new gen-
eration of telecommunication advances in congested traffic
areas. Modern car manufacturers have developed naviga-
tion systems to pinpoint a driver’s location and are also
developing systems that activate warnings for avoiding ob-
jects in the blind spots. Collision avoidance units are also
under development to steer, brake, or accelerate a vehicle
automatically (15). A unique feature of the modem auto-
mobile is the card key for opening car doors and driver in-
formation identification that will enable identifying a car’s
speed and taking care of tolls. The microchip-embedded
card that is slightly than a normal credit card can operate
within three feet of the vehicle. A Siemens Smart Card is
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already available as an option on new the Mercedes-Benz
S-Class.

Personal communicators and computers are presently
under development to receive data from Global Position-
ing Satellite (GPS) signals. Receivers work with embedded
systems and translate and correlate data with multiple
satellites to determine the positioning of vehicles. A video
screen using GPS signals can determine the location on a
road or within a city map. In combination with sensors,
computers will be able to monitor traffic and road condi-
tions and even control the distance between cars for in-
creased safety.

To build smarter highways and structures, we may also
need to build smarter and more sophisticated automobiles.
Smart sensors and devices can be used to control trac-
tion, steering, and suspension and monitor tire pressure
and sense and orient a car automatically to road condi-
tions. Sensors that can control the speed, vibration, and
temperature of vehicles could be used in conjunction with
road sensors to optimize most critical functions of an au-
tomobile. Sensors could also be used in the rear and front
of a vehicle to warn drivers that they are getting too close
to another vehicle or are being approached too closely by
another automobile in addition to lane changing. Optical
sensors, based on the misbonding effect and speckle phe-
nomenon technology, can be used to identify a vehicle type
and its speed and also to monitor traffic flow and count ve-
hicles on the road. These sensors can be placed inside the
asphalt layer of the road surface (17). The major area of fo-
cus for automobiles besides safety is the use of sensors for
automation and using exotic materials such as composites
to substitute for steel to improve fuel efficiency. The use
of new materials such as composites provides a multitude
of potentials and degrees of freedom for materials design
that involve increased strength, creating new functions
and expanding to multiple functionalities. Smart materials
consist of composites that indicate exactly the direction of
the future development of materials engineering and rep-
resent a change from “supporting” to “working” to build up
a new materials application system that integrates struc-
tures, functions, and information.

Smart sonic traffic sensors placed on acoustic sensors is
another alternative (18) to magnetic-loop sensors to detect
vehicles from the sounds that they make. More sophisti-
cated cruise control could be tied in with sensors to re-
duce or increase speed instantaneously to avoid accidents.
General Motors and Ford have tested computerized nav-
igation systems to pinpoint a driver’s location and to
warn drivers of potential obstacles by using detection sys-
tems to steer clear of objects in blind spots and avoid
collisions.

Modem automobiles for smart highways also being con-
sidered where by drivers can take their hands off the
wheel and eyes off the road enabling advanced cruise con-
trols take charge of the driving (19). Smart highways and
uniform speed are the major requirements for this futur-
istic idea before such cars can be used. In addition to
cruise control features, this type of vehicle is equipped with
radar fields. Sensors emit a beep if the car is about to hit
something. This type of technology is currently available

in the Ford Windstar and some other commercial vans
(19).

The combination of sensors and the advanced cruise
control will enable vehicles to take charge of most routine
driving tasks. Examples of modem cars under considera-
tion include General Motors Buick Division where mag-
netic pegs are inserted on the road and vehicles are then
capable of riding on their own. Front sensing radar plays a
key role in maintaining the distance from other cars; one
of the key features of this type of automobile is commu-
nication between cars equipped with similar technology.
Mitsubishi has also built a futuristic car where the ve-
hicle had dual mode driving capability; the first mode is
the traditional driving mode where the driver is in com-
mand. In the second mode, the driver uses the passen-
ger seat, and the car uses sensors and HR6 technology to
take complete care of all driving tasks. This type of vehi-
cle is equipped with the latest communication tools where
the driver can monitor the traffic and weather conditions,
access the Internet, and check e-mail. In the automatic
mode, the vehicle body turns into an aerodynamic type.
Mitsubishi has also developed cars that have multiple sen-
sors to detect steep roads, curves, and hazardous signs, and
the vehicle adjusts after detecting any upcoming warning
sign. Ford also uses a new technology of light beam output
where the size and the shape of the beam are calibrated
with the speed and the type of road, and radar is installed
in the vehicle. This technology provides ideal speed con-
trol for safety and fuel efficiency. Jaguar progress has been
in night vision technology where infrared technology gives
the driver the ability to monitor any object that cannot be
observed during darkness. Mercedes-Benz in cooperation
with Boeing is also developing a limousine equipped with
the latest electronic features that can drive on its own and
is also equipped with GPS technology.

The future car for the twenty-first-century will look
like a rolling recreation room and a source of entertain-
ment as manufacturers progress in developing new tech-
nology. This in turn will reduce traffic commuting between
home and office and also will require far less attention
from drivers. Future automobiles will be designed to rep-
resent true mobility rather than a transportation tool. The
new generation of cars will possess more revolutionary
and innovative electronic features to ease driving tasks
and access communication networks for weather, news, the
worldwide web, and satellite or cellular networks. Thus
far, the United States has lagged behind other indus-
trialized nations; in 1998, of all vehicles equipped with
navigation systems, less than 5% were purchased in the
United States and more than 90% were sold in Europe and
Japan, where there is higher demand for communication
technology.

Recent developments in automobile manufacturing con-
sist of using a laptop computer to interface with all sensors
to warn and control the devices in a car. The new laptop
computers offer ample processing power and disk space
and can operate on 12 Vdc power. On new futuristic cars,
the laptop computer is likely to become standard, and the
cost of remaining associated hardware is expected to fall
significantly in the near future.
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Global Positioning System (GPS)

GPS is a technology for improving the accuracy of posi-
tioning information. Greater accuracy is potentially use-
ful in such ways as improving the accuracy of maps, en-
hancing search and rescue efforts, improving navigation
on crowded highways and waterways, and helping planes
land in bad weather. Present technology has made it possi-
ble to improve greatly the accuracy of global positioning
information available from satellites. This technology,
called Differential Global Positioning Systems, allows pi-
lots, surveyors, and others using satellite positioning infor-
mation to determine their positions on earth to within a few
meters—or even a few centimeters. Normal GPS can pro-
vide latitude and longitude, speed, and direction of travel.
GPS is beneficial to improve safety for trucks by installing
receivers and sensors in the trailer section. The load of the
truck then can be monitored in addition to determining
tax and fuel rates (9). The driver can also receive real-time
traffic and navigational information.

The development of a central GPS unit for nationwide
use is critical for managing multiple functions for entire
smart highways within all states. This system could be
used on land as well as in the air and on the sea. Devel-
opment of common equipment standards, technical feasi-
bility and accessibility, and organizational structures will
be the key issues for coordinating this system. Global po-
sitioning data can presently be provided from a network of
Department of Defense (DOD) satellites. Planes, boats, ve-
hicles, and mapping and survey teams can determine their
positions on earth by using equipment that receives and in-
terprets signals from these satellites. For smart highway
applications, the satellites provide a signal that is accurate
to about 100 meters without the use of GPS. Coordina-
tion between the federal government and local states may
be needed to enhance joint development or sharing of Dif-
ferential Global Positioning Systems equipment, facilities,
and information for future use. The limitation of existing
GPS technology lies in highly populated areas that have
large buildings and trees. GPS is not functional inside a
tunnel or any enclosed area (16). Present GPS technology
relies on a satellite signal whose signal is received and
translated by a receiver (9). The system works perfectly in
an uninhabited area where it may not be as useful.

The price of a GPS system has fallen dramatically in
recent months provided that the automobile is equipped
with a portable computer. Earthmate sells for less than
$180 and is a high-performance, easy-to-use receiver that
links to the satellite navigation technology of the Global
Positioning System (GPS).

UPDATE ON SMART HIGHWAY PROJECTS
UNDER CONSTRUCTION

Major smart highway development has been underway in
the states of California and New Jersey. Thus far, major
problems consist of major delays in completing construc-
tion and some minor accidents due to the extreme weight
of signs that require support. New Jersey’s Route 80 from
the George Washington Bridge to its connection with 287
in Morris County and Routes 95, 23, 46, 4, 17, 202, 287,

and 280 use radar, pavement sensors, and closed circuit
TV and cameras. This highway system was designed to pro-
vide real-time information about traffic, ice, upcoming acci-
dents, and weather (20). Besides major construction delays,
problems appear to be the variable sizes of signs through-
out the highway that make reading them difficult. Another
obstacle is a potential design flaw where the strengths of
structure may be underestimated for strong storms and
abnormal weather conditions. Most of the problems thus
far have been related to scheduling, lack of coordination for
use, and timing of installation. It appears that a pilot smart
highway may be required where extreme weather condi-
tions are present before additional major superhighway
construction begins. Chrysler Corporation has developed
vehicles, particularly large trucks for smart highways, that
are presently being tested without any drivers. However,
the company is not betting that any major smart highway
projects will be started soon. Chrysler believes that there
are many old cars on the road that may interfere with the
general concept of fully automated highways. This presents
a case for a two-tier highway system, one for modem ve-
hicles and one for cars that are not equipped with smart
computers. The associated costs and capital for building
new highways must be considered relative to potential rev-
enues. Another dilemma concerns turning over the control
of human lives on such highways to a major corporation or
the government (20).

SMART HIGHWAYS IN JAPAN

Japan has been far ahead of most industrialized nations
in developing and using smart materials; therefore, it is
beneficial to review the recent progress of smart cars and
highways that is a model for the rest of the world.

Traffic fatalities in Japan are approximately 14,000 per
year (21) at an annual cost of $120 billion. Population den-
sity is also 12 times higher than that in the United States.
Therefore, the benefits of constructing an ITS system will
have a tremendous impact on productivity. The total an-
nual budget for an intelligent transportation system is es-
timated at 700 million, proportionally higher than that in
the United States (21). Japan has more than 3800 miles of
toll roads and development is underway to automate a toll
collection system fully.

Although traffic control systems have been used in
Japan for a number of years to ease traffic, the major ob-
jective in automating a traffic system in Japan by using a
smart highway system is for safety enhancement and re-
duction of traffic fatalities. Another objective is to enhance
communication between vehicles, particularly commercial
vehicles and public transit, by using a central traffic man-
agement system. Today, Japan has more than 112 miles of
smart highways, which consist of 2,077 vehicle detectors
to monitor the number of vehicles and speed. These smart
roads also have graphic displays and television cameras.
Presently, Japanese auto manufacturers offer 40 different
models of navigation systems; approximate sales are one
million units per year.

In Japan, ITS development began in the 1960s and
1970s by construction of a road system, the Electronic
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Route Guidance Systems similar to those in the United
States and Germany (21). In the 1980s, due to microproces-
sing technology development and the lower cost of compu-
ter chips, work has been under way to set up a system for
communicating between the road and the automobile.
The final phase will be implementation of smart highway
and smart cars to build an intelligent transportation sys-
tem (ITS). Although United States lags behind Japan in
smart highway development, the implementation of fully
automated highways has not yet materialized in Japan or
Europe.

SUMMARY

Fully automated highways may still be a long-range vision,
but one must recognize the tremendous social and cost im-
plications of converting our basic transportation structure
to a more interactive, customer-oriented “smart” system.
The critical obstacles besides cost are whether the public
really wants some level of external control over its driving
behavior, even if that control means increased safety and
efficiency. As for cost, a fully implemented “smart” highway
or transit system is probably akin to building another in-
terstate system, not to mention the increased cost of smart
vehicles to consumers. Although ITS will probably be im-
plemented incrementally, the areas that need to be con-
sidered are social and cost implications for the public and
agreement on some long-range vision of an ITS futuristic
design. Congress and local states will make the final deci-
sion; however, because the United States reliance on cars
is expected to continue for at least the next 50 years, devel-
opment of smart cars and smart highways will be required
to reduce the traffic and improve safety.

Future operational prototypes of smart highways have
been decided; the actual test and evaluation phase nation-
wide is planned between 2002 and 2006 (22). The challenge
for future intelligent transportation systems (ITS) will be
to maximize safety and efficiency and reduce traffic con-
gestion and associated costs. Auto manufacturers have al-
ready begun to build collision avoidance devices, electronic
brakes, and steering and sensors to automate driving. Fu-
ture evaluation of ITS will be based on reduction of traffic
and accidents, energy efficiency, and reduction of cost and
travel time compared to the present highway system.

ACKNOWLEDGMENTS

I thank Professor James Harvey, who introduced me to the
field of smart materials and structures and encouraged me
to broaden my knowledge in this field. I also express my
gratitude to Mary B. Taylor who read the manuscript and
contributed and suggested great futuristic ideas on how to
build smarter highways and structures.

BIBLIOGRAPHY

1. D. Wills, Transp. Res. Rec. 1234: 47 (1989).
2. Cybermautic Digest, Vol. 3, Number 3: Transportation, KFH,

1996.

3. M.M. Ettouney, R. Daddazio, and A. Hapij, 78–89.
4. M.W. Lin, A.O. Abatan, and W.M. Zhang, 297–304.
5. S.C. Liu and D.J. Pines, SPIE Conf., 1999.
6. Intelligent Sensing for Innovative Structures (ISIS): (204)

474-8506, Smart Materials Smart Bet for the Future of Engi-
neering.

7. Y. Adachi and S. Unjoh, 31–42.
8. S.P. Marra, K.T. Ramesh, and A.S. Douglas, SPIE Conf. San

Diego, Vol. 3324, pp. 94–95.
9. Road & Bridges, 37(11): 1999.

10. Summaries from l998 Westech’s Virtual Job Fair & High Tech-
nology Careers.

11. A.E. Glazounov, Q.M. Zhang, and C. Kim, SPIE Conf. San
Diego, Vol. 3324, pp 82–91.

12. N. Lhermet, F. CIaeyssen, and P. Bouchilloux, 46–52.
13. R.K. Panda, P.J. Szary, A. Mahr, and A. Safari, SPIE

Conf. Smart Mater. Technol., March 1998, Vol. 3324, pp. l27–
134.

14. J.C. Wu and J.N. Yang, 23–34.
15. V. Tech Mag. 14(I): 1991.
16. M.A. Replogle, member of the U S. Department of Transporta-

tion Intelligent Vehicle and Highway Systems Architecture
Task Force. C© 1994 Environmental Defense NY.

17. P. Suopajarvi, M. Heikkinen, P. Karioja, V. Lyori, R.A. Myllyla,
S.M. Nissila, H.K. Kopola, and H. Suni, 222–229.

18. R. Klashinsky and J. Lee, AT&T SmartSonic Traffic Surveil-
lance System, Lucent Technologies, Inc.

19. R. Konrad, Smart Highways, Detroit Free Press, April 28,
1999.

20. P.R. Gilbert, January 19, 1998.
21. H. Tokuyama, Intelligent Transportation Systems in Japan,

1999.
22. N. Congress, Srnart Road, Smart Car: The Automated High-

way System, 1999.

HYBRID COMPOSITES

DAZHI YANG

ZHONGGUO WEI

Dalian University of Technology
Dalian, China

INTRODUCTION

Smart materials, or intelligent materials systems, are con-
cepts developed in the late 1980s. Technologically, smart
materials could be said to integrate actuators, sensors, and
controls with a material or structural component. Scienti-
fically, they can be defined as material systems with in-
telligence and life features that reduce mass and energy
and produce adaptive functionality. The development of
smart materials has been inspired by biological structural
systems and their basic characteristics of efficiency, func-
tionality, precision, self-repair, and durability. As is well
known, few monolithic materials presently available pos-
sess these characteristics. Accordingly, smart materials are
not singular materials, rather, they are hybrid composites
or integrated systems of materials.
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Presently, no materials possessing high-level intelligent
have been developed. Only some smart hybrid composites
that can receive or respond to a stimulus, including tem-
perature, stress, strain, an electric field, a magnetic field,
and other forms of stimuli have been developed and stud-
ied by materials scientists. These smart hybrid composites
are developed by incorporating a variety of advanced func-
tional materials, such as shape memory materials, piezo-
electric materials, fiber-optics, magnetostrictive materials,
electrostrictive materials, magnetorheological fluids, elec-
trorheological fluids, and some functional polymers. Smart
hybrid composites provide tremendous potential for cre-
ating new paradigms for material-structural interactions,
and they demonstrate varying success in many engineer-
ing applications, such as vibration control, sound control,
quiet commuter aircraft, artificial organs, artificial limbs,
microelectromechanical systems among a variety of others.

Shape-memory materials (SMMs) are one of the major
elements of smart hybrid composites because of their un-
usual properties, such as lie shape-memory effect (SME),
pseudoelasticity, or large recoverable stroke (strain), high
damping, capacity, and adaptive properties which are due
to the reversible phase transitions in the materials. To
date, a variety of alloys, ceramics, polymers and gels have
been found to exhibit SME behavior. Both tile fundamental
and engineering aspects of SMMs have been investigated
extensively and some of them are presently commercial
materials. Particularly, some SMMs can be easily fabri-
cated into thin films, fibers or wires, particles and even
porous bulks, enable them feasibly to be incorporated with
other materials to form hybrid composites.

SHAPE MEMORY ALLOY FIBER/METAL
MATRIX COMPOSITES

The basic design approaches for the SMA fiber/metal ma-
trix composite can be summarized five steps: (1) The SMA
fiber/metal matrix composites are prepared and fabricated
by using conventional fabrication techniques; (2) the as-
fabricated composites will be heated to high temperatures
to shape memorize the fibers or to undergo some spe-
cific heat treatment for the matrix material, if necessary;
(3) since SMAs have much lower stiffness at martensite
stage or readily yield at the austenitic stage just above
the martensitic transformation start temperature (Ms), the
composites are then cooled to lower temperatures, prefer-
ably in martensite state; (4) the composites are further
subjected to proper deformations at the lower temper-
ature to enable the martensite twinning or the stress-
induced martensitic transformation to occur; and (5) the
prestrained composites are then heated to higher temper-
atures, preferably above the austenite finish temperature
Af, wherein martensite detwinning or the reverse trans-
formation from martensite to austenite takes place, and
the TiNi fibers will try to recover their original shapes
and hence tend to shrink, introducing compressive internal
residual stresses in the composites. This design concept can
also be applied to polymer matrix composites containing
SMA fibers and to the metal matrix composites containing
SMA particles.

The internal residual stress in both the fiber and the ma-
trix, and the composite macroscopic strains as a function
of external variables such as temperature and applied load
or prestrain have been calculated within nonlinear com-
posite models using Eshelby’s formulation. As expected,
depending on the fiber pretreatment and distribution, as
well as the boundary conditions, varying levels of com-
pressive residual stresses can be generated in the matrix
of the SMA composite during heating process, resulting
in a large negative thermal expansion. For a given SMA
fiber reinforcement, the matrix compressive residual stress
increases with increasing volume fraction and prestrain of
the SMA fibers within a limited range, and optimal pre-
strain and fiber volume fraction values can be found. In
addition, the magnitude of the internal residual stress is
limited by the flow strength of both the SMA fibers and the
matrix material.

Apart from the dependence on the volume fraction
and prestrain, the yield stress of the composite increases
with increasing temperature within a limited temperature
range. This is because the contributing back stress in the Al
matrix induced by stiffness of TiNi fibers and the compres-
sive stress in the matrix originate from the reverse trans-
formation process from the “soft” martensite to the parent
phase (austenite) with a several times higher stiffness. For
the austenite phase fiber, the critical stress to induce the
martensitic transformation shows a strong positive depen-
dence on temperature, as demonstrated in the Clausius-
Clapeyon equation and temperature-stress-strain curves
of SMAs.

In agreement with modeling predictions, with increas-
ing fiber volume fraction and prestrain, a more significant
strengthening effect of the composite by the SMA fibers
was observed. It was found that the Young’s modulus and
tensile yield stress increase with increasing volume frac-
tion of fibers. The crack propagation rate as a function of
the apparent stress intensity factor in the composites was
measured and a drastic drop of the propagation rate (i.e.,
crack-closure effect) was observed after the composite was
heated to higher temperatures (>Af). The enhancement of
the resistance to fatigue crack propagation was suggested
to be ascribed to the combination of compressive residual
stress, higher stiffness of the composite, the stress-induced
martensitic transformation and the dispersion of the me-
chanical strain energy at the crack-tip.

The SMA fiber-reinforced MMCs also exhibit other im-
proved properties. For instance, the damping capacity of
the TiNi fiber/Al matrix composite was measured and the
results indicated that the damping capacity of the compos-
ite in the temperature range 270 to 450 K was substantially
improved over the unreinforced aluminum. The composite
was also expected to show high wear resistance.

SHAPE MEMORY ALLOY FIBER/POLYMER
MATRIX COMPOSITES

Depending on the SMA fiber pretreatment, distribution
configuration, and host matrix material, a variety of hy-
brid polymer matrix composites can be designed that may
actively or passively control the static and/or dynamic
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properties of composite materials. Passively, as in the SMA
fiber/Al matrix composites, the shape memory alloy fibers
are used to strengthen the polymer matrix composites, to
absorb strain energy and alleviate the residual stress and
thereby improve the creep or crack resistance by stress-
induced martensitic transformations. The embedded SMA
fibers are usually activated by electric current heating,
and hence they undergo the reverse martensitic trans-
formation, giving rise to a change of stiffness, vibration
frequency, and amplitude, acoustic transmission or shape
of the composite. As a result structural tuning modal
modification or vibration and acoustic control can be ac-
complished through (1) the change in stiffness (inherent
modulus) of the embedded SMA elements or (2) activating
the prestrained SMA elements to generate a stress (tension
or compression) that will tailor the structural performance
and modify the modal response of the whole composite sys-
tem just like tuning a guitar string. The two techniques are
termed active property tuning (APT) and active strain en-
ergy tuning (ASET), respectively. In general, APT requires
a large volume fraction of SMA fibers that are embedded
without prior plastic elongation and do not create any large
internal forces. While ASET may be equally effective with
an order of magnitude by a smaller volume fraction of SMA
fibers that are active, however, and impart large internal
stresses throughout the structure.

Usually the embedded or bonded shape memory alloy
fibers are plastically elongated and constrained from con-
tracting to their “normal” length before being cured to be-
come an integral part of the material. When the fibers are
activated by passing current through them, they will start
to contract to their normal length and therefore generate
a large, uniformly distributed shear load along the length
of the fibers. The shear load then alters the energy bal-
ance within the structure and changes its modal response.
Shape memory alloy fibers can also be embedded in a ma-
terial off the neutral axis on both sides of the beam in
an antagonist–antiantagonist pair. Alternative interaction
configurations include creating “sleeves” within the com-
posite laminates and various surface or edge attachment
schemes.

Advanced composites such as graphite/epoxy and
glass/epoxy composites offer high strength and stiffness
at a low weight and moderate cost. However, they have
poor resistance to impact damage because they lack an
effective mechanism for dissipating impact strain energy
such as plastic yielding in ductile metals. As a result the
composite materials dissipate relatively little energy dur-
ing severe impact loading and fail in a catastrophic man-
ner once stress exceeds the composite’s ultimate strength.
Typically damage progresses from matrix cracking and de-
lamination to fiber breakage and eventual material punc-
ture. Various approaches to increase the impact damage
resistance, and specifically the perforation resistance, of
the brittle composite materials have been attempted. The
popular design concept is to form a hybrid that utilizes the
tougher fibers to increase the impact resistance and also
the stiffer and stronger graphite fibers to carry the majority
of the load. The hybrids composed of the graphite/epoxy
with Kevlaro®, Spectrag®, and S-glass fibers have demon-
strated modest improvements in impact resistance. Among

various engineering materials, high strain SMAs have a
relatively high ultimate strength. They can absorb and
dissipate a large amount of strain energy first through
the stress-induced martensitic transformation and then
through plastic yielding. Accordingly, the impact resis-
tance of the graphite/epoxy composites may be improved
by hybridizing them with SMA fibers. Paine and Rogers
have developed the concept and demonstrated that un-
der certain load conditions the impact energy absorbing
ability of graphite and glass composites can be effectively
improved by hybridizing the composites with TiNi SMA
fibers. Hybrid composites with improved impact and punc-
ture resistance are very attractive because of their great
potential in military and commercial civil applications.

Generally, the shape memory hybrid composite materi-
als can be manufactured with conventional polymer matrix
composite fabrication methods, by laying the SMA fibers
into the host composite prepreg between or merging with
the reinforcing wires and then using either hot press or
autoclave and several different types of cure cycles. Pre-
viously the few attempts to incorporate embedded TiNi
wires directly into a polymer matrix composite proved un-
successful due to manufacturing difficulties and problems
associated with interfacial bonding. To avoid the interface
bonding issue, SMA wires were alternatively incorporated
into polymer matrix by using coupling sleeves. Both ther-
moset and thermoplastic composites have been addressed.
Comparatively, fiber-reinforced thermoplastics offer some
substantial advantages over fiber-reinforced thermosets
because of their excellent specific stiffness, high fracture
toughness, low moisture absorption, and possible fast and
cost-effective manufacturing processes. However, the high
process temperatures can be problematic for the embed-
ding of SMA elements. The thermoplastic processing must
be performed at higher temperatures, typically between
423 and 673 K. Whereas the thermoset processing cycle of
the composites is in the relatively low temperature range of
RT − 443 K. The thermoplastic processing cycle has some
effect on the microstructure of the SMA fibers as mani-
fested in the change in transformation temperatures and
peak recovery stress: the transformation temperatures of
the SMA shift upward while the peak recovery stress drops
as a result of the thermoplastic processing. The thermoset
processing only mildly affects the transformation charac-
teristics of SMA fibers.

However, some dynamical properties of SMA fibers
could be significantly affected. Much of previous research
on the SMA hybrid composites utilized the one-way shape
memory effect, especially in the applications that require
recovery stress of the SMA. Much care should be taken
to prevent shape recovery of the prestrained SMA fibers
or wires during the composite cure cycle. The complexity
of manufacturing the SMA composites can be greatly sim-
plified by using the two-way shape memory effect. That is,
the SMA wires will be trained to exhibit the two-way shape
memory effect prior to embedding in the matrix.

Void content is one of the pressing issues in manufactur-
ing the SMA hybrid composites. Voids in composite materi-
als significantly affect the material integrity and behavior.
Their presence in the SMA composites will not only lead to
property degradation of the host composite material, but
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the efficiency of activation and the level of interfacial bond-
ing between the SMA fibers and host matrix will also be
sacrificed. In the hot press composites with graphite/epoxy
laminates and embedded TiNi fibers, the average void con-
tent was found to be 10.20%. Voids were shown to be con-
centrated near the embedded TiNi wire locations. Addi-
tionally, the interfacial bonding was quite poor. The void
content can be reduced as low as 1.29% by autoclave stage
curing.

Another concern is the interfacial bonding. In the SMA
hybrid composites, the maximum interfacial adhesion
between the SMA wire and the polymer matrix is de-
sired because most applications require maximum load
transfers, and a strong interfacial bond also increases
the structural integrity of the final composite. To im-
prove the interfacial bonding, various surface treatments
of SMA fibers have been examined involving the introduc-
tion of a coupling interphase. The pullout test was used
to qualitatively compare the interfacial adhesion. Five
kinds of TiNi fibers—that is, untreated, nitric acid-etched,
handsanded, sand-blasted, and plasma-coated—and two
kinds of host matrix materials—that is, graphite/epoxy and
PEEK/carbon (APC-2) composites—were examined. The
pullout test results indicated that in the TiNi fiber/APC-2
system, a brittle interface failure without friction occurred,
resulting in overall lower peak pullout stress levels. In the
TiNi fiber/GR/EP system, however, strong mechanical in-
teraction or friction between the TiNi fiber and GR/EP
composite occurred. As a result the fiber pull-out stress
levels show a dependence on the adhesion between TiNi
fibers and host composite, and on the average, the peak
pull-out stresses are significantly higher than those in the
APC-2 composites. Generally, sand-blasting of TiNi fibers
increases the bond strength while handsanding and acid
cleaning actually decrease the bond strength. Surprisingly,
it was found that plasma coating of the fibers did not signif-
icantly alter the adhesion strength. The in-situ displace-
ments of embedded SMA wires were also measured and
the resulting stresses were induced in the matrix by us-
ing heterodyne interferometry and photoelasticity, respec-
tively. As expected, the constraining effect of the matrix
increases with increasing bond strength, causing a de-
crease in the displacement of SMA wire and a correspond-
ing increase in the interfacial shear stress induced in the
matrix.

SMA PARTICULATE / ALUMINUM MATRIX COMPOSITES

Particulate-reinforced metal matrix composites (MMCS)
have attracted considerable attention because of their fea-
sibility for mass production, promising mechanical proper-
ties, and potential high damping capacity. In applications
not requiring extreme loading or thermal conditions, such
as automotive components, the discontinuously reinforced
MMCs have been shown to offer substantial improvements
in mechanical properties. In particular, discontinuously re-
inforced Al alloy MMCs provide high damping and low den-
sity and allow undesirable mechanical vibration and wave
propagation to be suppressed. As in the fiber-reinforced

composites, the strengthening of the composites is achieved
through the introduction of compressive stresses by the
reinforcing phases, due to the mismatch of the thermal
expansion coefficient between the matrix and reinforce-
ment. The most frequently used reinforcement materi-
als are SiC, Al2O3, and graphite (Gr) particles. Although
adding SiC and Al2O3 to Al matrix can provide substan-
tial gains in specific stiffness and strength, the result-
ing changes in damping capacity may be either positive
or negative. Graphite particles may produce a remark-
able increase in damping capacity, but at the expense of
elastic modulus. More recently, Yamada et al. have pro-
posed the concept of strengthening the Al MMCs by the
shape-memory effect of dispersed TiNi SMA particles. The
strengthening mechanism is similar to that in the SMA
fiber reinforced composites: the prestrained SMA parti-
cles will try to recover the original shape upon the reverse
transformation from martensite to parent (austenite) state
by heating and hence will generate compressive stresses
in the matrix along the prestrain direction, which in turn
enhances the tensile properties of the composite at the
austenitic stage. In the light of the well-known transforma-
tion toughening concept, some adaptive properties such as
self-relaxation of internal stresses can also be approached
by incorporating SMA particles in some matrix materials.
Since SMAs have a comparatively high loss factor value in
the martensite phase state, an improvement in the damp-
ing capacity of the SMA particulates-reinforced composites
is expected at the martensite stage. Accordingly, SMA par-
ticles may be used as stress or vibration wave absorbers in
paints, joints, adhesives, polymer composites, and building
materials.

Shape-memory particulate-reinforced composites can
be fabricated by consolidating aluminum and SMA par-
ticulates or prealloyed powders via the powder metallurgi-
cal route. SMA particulates may be prepared with conven-
tional processes, such as the atomization method and spray
or rapid solidification process which can produce powders
with sizes ranging from manometers to micrometers. How-
ever, few reports on the production of SMA particles are
recorded in the open literature. Recently, Cui has devel-
oped a procedure to prepare Ti–Ni–Cu SMA particulates
through hydrogenating-ball milling-dehydrogenating. The
ternary TiNiCu alloys, where there is a substitution of Ni
by Cu by up to 30 atomic %, are of particular interest for
their narrow hysteresis, large transformation plasticity,
high shock absorption capacity, and basic shape-memory
effect. Owing to their unique properties, the ternary Ti–
Ni–Cu alloys have shown some promise as smart materials
with actuation, sensing, and adaptive strengthening char-
acteristics . When the content of Cu exceeds 15 at%, the
ternary alloys become very brittle and hence more easily
broken down into particulates by ball milling, Although
it was reported previously that Cu–Zn–Al alloy powders
had been prepared from commercial Cu–Zn and Al pow-
ders, using the mechanical alloying technique, there was
no physical evidence to prove that thermoelastic marten-
sitic transformations occurred in the as-received powders.
As a matter of fact, most of the attempts to prepare the
TiNi and Cu-based SMA particulates by ball milling were
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unsuccessful due to the complex mechanical alloying reac-
tions and contaminations during the process.

In an exploratory attempt, a Ti50Ni25Cu25 alloy was
prepared in a high-frequency vacuum induction furnace.
The ingot was homogenized at 1173 K for 10 h. The bulk
specimens were cut from the ingot. Chips with a size of
about 0.1 × 3 × 30 mm from the ingot were hydrogenated
at 673 K for 5.8 h in a furnace under a hydrogen atmo-
sphere, then the chips were ball milled in a conventional
planetary ball mill, the weight ratio of balls to chips be-
ing 20 : 1. The vials were filled with ether and the ro-
tational speed of the plate was kept constant during the
milling. The milled powders were then dehydrogenated in
a vacuum furnace at 1073 K for 10 minutes at a vacuum
of 10−3 Pa. The X-ray diffraction and transmission elec-
tron microscopy (TEM) observations indicated that the as-
received Ti–Ni–Cu particulates, similar to the bulk coun-
terpart, possessed a mixture structure of B19 and B19′

martensites. Differential scanning calorimetry (DSC) re-
sults demonstrated that the particulates exhibit excellent
reversible martensitic transformations, though the peak
temperatures were slightly altered when compared to the
bulk material. The Ti–Ni–Cu/Al composite was prepared
from 99.99% Al powders of 2 to 3 µm in size and the Ti–
Ni–Cu powders of about 30 µm in size. The volume ratio
of the Ti–Ni–Cu powder to Al powder was 3 : 7. The pow-
ders were mixed in a mixer rotated at 50 RPM for 10 h.
The consolidation of the mixed powders was achieved by
hot isostatic pressing (HIP) at 793 K for 10 minutes, the
relative density of the compact being 98.5%.

The DSC measurements of the Ti–Ni–Cu/Al compo-
site showed evidence the occurrence of the thermoelastic
martensitic transformations, just as demonstrated in the
Ti–Ni–Cu bulk and particles. These preliminary results
suggest that it is feasible to produce some adaptive charac-
teristics within the composite through the shape-memory
alloy particulates.

CERAMIC PARTICULATE / SMA MATRIX COMPOSITES

In a shape-memory alloy matrix, dispersed second-phase
particles may precipitate or form during solidification or
thermal (mechanical) processing, thereby creating a na-
tive composite. The martensitic transformation character-
istics and properties of the composites can be modified
by control the particles, as demonstrated in Ti–Ni(Nb),
CuZn–Al, and Cu–Al–Ni–Mn–Ti alloys. Alternatively, the
presence of a ceramic second phase within the SMA ma-
trix may lead to a new composite with decreased den-
sity and increased strength, stiffness, hardness, and abra-
sion resistance. Compared with common ceramic/metal
composites, a higher plasticity may be expected for this
composite because the stress-induced martensitic trans-
formation may relax the internal stress concentration and
hence hinder cracking. Previously, Al2O3 particle rein-
forced CuZnAl composites were prepared with conven-
tional casting method, and this kind of composite was
suggested to be suitable for applications requiring both
high damping and good wear resistance. Using explosive

pressing of the powder mixture, a TiC/TiNi composite was
prepared. In the sintered TiC/TiNi composite it was found
that the bend strength, compression strength, and stress
intensity factors were significantly higher than those for
TiC/Ni and WC/Co composites. With increasing TiC con-
tent, the hardness and compressive strength increase,
while the ductility and toughness decrease. More recently,
Dunand et al. systematically investigated the TiNi matrix
composites containing 10 vol% and 20 vol% equiaxed TiC
particles, respectively. The composites were prepared from
prealloyed TiNi powders with an average size of 70 µm and
TiC particles with an average size of about 40 µm, using
powder metallurgy technique. The TiC particles modify the
internal stress state in the TiNi matrix, and consequently,
the transformation behavior of the composite: the B2-R
transformation is inhibited; the characteristic tempera-
tures As and Mf are lowered, while the Ms temperature
remains unchanged; and the enthalpy of the martensitic
transformation is reduced. Unlike composites with matri-
ces deforming solely by slip, the alternative deformation
mechanisms, namely twinning and stress induced trans-
formation, are expected to be operative in the TiNi compos-
ites during both the overall deformation of the matrix and
its local deformation near the reinforcement, thereby re-
sulting in the pseudoelasticity and rubberlike effect. Com-
pared to unreinforced TiNi, the range of stress for forma-
tion of martensite in the austenitic matrix composite is
increased, and the maximum fraction of the martensite is
lowered. For both the austenitic and martensitic matrix, a
strengthening effect can be observed: the transformation
or twinning yield stress is increased in presence of the dis-
persed TiC particles. However, for the austenitic matrix,
the transformation yield stress is higher than predicted
by Eshelby’s load transfer theory, due to the dislocations
created by the relaxation of the mismatch between ma-
trix and particles. In contrast, for the martensitic matrix,
the twining yield stress and the apparent elastic moduli
are less than predicted by Eshelby’s model because of the
twining relaxation of the elastic mismatch between matrix
and reinforcement. Besides the elastic load transfer, the
thermal, transformation, and plastic mismatches result-
ing from the TiC particles are efficiently relaxed mainly by
localized matrix twinning, as revealed by neutron diffrac-
tion measurements. As a result the shape memory capac-
ity, that is, the extent of strain recovery due to detwinning
upon unloading, is scarcely affected by the presence of up
to 20 vol% ceramic particles.

MAGNETIC PARTICULATE / SMA MATRIX COMPOSITES

Giant magnetostrictive materials (TbyDy1−y)xFe1−x,
(Terfenol–D) provide larger displacements and energy
density, and superior manufacturing capabilities, as
compared to ferroelectrics. However, their applications
have been limited by the poor fracture toughness, eddy
current losses at higher frequencies, and bias and pre-
stress requirements. More recently, composite materials
based on Terfenol–D powders and insulating binders have
been developed in Sweden. These composites broaden the
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useful range of the Terfenol–D material, with improved
tensile strength and fracture toughness, and potential
for greater magnetostriction and coupling factor. Most
recently, Ullakko has proposed a design concept to embed
Terfenol–D particles within a shape memory alloy matrix
to create a ferromagnetic shape memory composite with
combination of the characteristics of shape memory
alloys and magnetostrictive materials. The Terfenol–D
particles will be elongated by about 0.1% when applying
a magnetic field. The generated force is high enough to
induce the martensitic transformations in the matrix at
appropriate temperatures. Therefore, the orientation and
growth of the martensite plates may be controlled by the
magnetic field, and by the distribution and properties of
the Terfenol–D particles embedded in the matrix. The
magnetic control of the shape-memory effect through the
magnetostrictive inclusions may be used independently,
or simultaneously with the thermal control to achieve
optimal performance. Experimentally, a Terfenol–D/
Cu–Zn–Al composite was prepared using Cu–Zn–Al SMA
and Terfenol–D (15 wt%) powders with the shock wave
compaction method. However, the magneto(visco)elastic
response and thermomechanical properties of the compos-
ite have not been reported. It is probable that this kind of
composite is not suitable as an active actuator material
due to some technical limitations.

As an alternative, the high passive damping capacity of
the magnetic powders/SMA matrix composites may be uti-
lized. It is known that Cu–Zn–Al SMAs have high damping
capacity at large strain amplitudes due to thermoplastic
martensitic transformations, but their stiffness is inade-
quate for some structural applications. The ferromagnetic
alloys, including Terfenol–D, Fe–Cr, Fe–Cr–Al, and Fe–Al,
are known to have relatively high strength as well as high
damping capacity in the range of small strain amplitudes,
and low damping capacity in the range of large strain am-
plitudes. In principle, the combination of Cu–Zn–Al ma-
trix and ferromagnetic alloy inclusions should yield high
damping capacity over a wide range of strain amplitudes,
and higher stiffness than that of the monolithic Cu–Zn–Al
alloys. Accordingly, three kinds of metal matrix compos-
ites were fabricated from prealloyed Cu–26.5 wt% Zn4.0
wt%Al powders (as a matrix) and rapidly solidified Fe–7
wt%Al, Fe–20 wt%Cr, and Fe–12 wt%Cr-3 wt%Al alloy
flakes (30 vol%), respectively, by powder metallurgy pro-
cessing. The interfaces between the Cu–Zn–Al matrix and
the flakes in the consolidated composites were delineated
and were free of precipitates or reaction products. In all of
the three composites, the damping capacity with the strain
in the range from 1.0×10−4 to 6.0×10−4 was found over-
all to show substantial improvements. In particular, the
Fe–Cr flakes/Cu–Zn–Al composite demonstrated the high-
est overall damping capacity and exhibited an additional
damping peak at strain 165×10−6.

SMA/SI HETEROSTRUCTURES

The development of shape-memory alloy thin films for mi-
croelectromechanical systems (MEMS) is one of the most

important engineering applications of shape-memory al-
loys during the past decade. Owing to the extensive use
in IC microfabrication technologies, silicon is particularly
preferable as the substrate to fabricate and pattern SMA
thin films in batches. TiNi, Ti–Ni–Cu, and other kinds of
SMA films have been deposited onto both single-crystal sil-
icon and polysilicon substrates.

From a thermodynamical point of view, TiNi is unstable
compared to Si. As a result interface diffusion and chemi-
cal interactions may occur, and Ti and Ni silicides may be
formed on postdeposition annealing, especially at higher
temperatures, of the SMA films. A thin buffer layer of Nb
or Au can prevent the interdiffusion. In particular, a buffer
layer of SiO2 has been proven an effective diffusion bar-
rier and an excellent transition layer favoring the interface
adherence.

The delamination of the deposited SMA films from Si
arising from the evolution of the intrinsic residual stress
must be prevented. Wolf and Heuer reported that the ad-
herence of TiNi with bare Si wafer can be improved if it
has been cleaned and etched with a buffered oxide etchant
(H2O + NH4F + HF) prior to deposition. Also modest heat-
ing of the substrate under vacuum to around 473 K, prior to
deposition, can minimize contamination and improve ad-
herence. Krulevitch et al. also reported that in-situ heated
Ti–Ni–Cu SMA films adhere well to bare silicon. The ad-
herence of TiNi film with both bulk SiO2 and thermal oxide
coated Si (SiO2/Si) were reported to be excellent. A 50 to
300 nm thick layer of TiNi with parent B2 phase, which
remains untransformed, was observed adjacent to the in-
terface. The untransformed interlayer, which may be due to
the effect of the strong (110) B2 texture, contributes to the
interface adherence by accommodating the strain through
a gradient or by absorbing the elastic energy. In some cases,
electrical isolation of the film is needed. Wolf and Heuer
reported that deposition of a 0.1 µm polysilicon layer on
SiO2 prior to deposition of TiNi resulted in a well-bonded
interface.

The structure of the composite films should be properly
designed to achieve optimal performance. Owing to the me-
chanical constraints via the interface, the substrate stiff-
ness, determined by the film/substrate thickness ratio, has
a significant effect on the transformation characteristics of
the SMA layer and on the output energy of the composite’s
multiple layers. The optimum SMA film thickness for maxi-
mum cantilever deflection depends on the relative stiffness
of the SMA film and the underlying beam. The behavior
of the film depends on the film thickness and approaches
bulk behavior as the film becomes a few micrometers thick.
However, more compliant actuating films must be slightly
thicker for maximum tip deflection. Up to now, some novel
microdevices using the SMA/Si diaphragm have been pat-
terned and fabricated, such as microvalves and microactu-
ators, the micro robot arm, and the microgripper.

SMA/PIEZOELECTRIC HETEROSTRUCTURES

An ideal actuation material would display a large stroke,
high recovery force and superior dynamical response.
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Shape-memory alloys exhibit large strokes and forces but
suffer from a slow response. Ferroelectric ceramics are very
sensitive to applied stresses through the direct piezoelec-
tric effect and generate powerful forces by means of the
converse piezoelectric effect. The ceramics are character-
ized by excellent dynamical response (on the order of mi-
croseconds), but their displacements are quite small (on
the order of a few micrometers) due to their small strain
magnitude (<10−3). There are a large number of ferroelec-
tric ceramics, but the most widely investigated and cur-
rently applied for thin film technology are the titanate and
niobate (with oxygen octahedral structure) types, such as
lead titanate (PbTiO3), lead zirconate titanate (PZT), lead
lanthanum zirconate (PLZT), barium titanate (BaTiO3),
and strontium titanate (SrTiO3). Ferroelastic SMAs com-
bined with ferroelectric piezoelectric ceramics have yielded
hybrid heterostructures that have the optimum character-
istics of both materials.

Piezoelectric thin films can be fabricated with vari-
ous techniques such as sputtering, chemical vapor depo-
sition (CVD), and sol-gel processing. The sol-gel process
of piezoceramics has had increasing applications because
the chemical composition can be controlled precisely. Of
particular concern here is whether the amorphous piezo-
electric materials can be synthesized on SMA, and vice
versa. Chen et al. first successfully deposited thin films of
PZT and PLZT with 0.6 and 1.4 µm thickness, respectively,
onto TiNi SMA foils by the sol-gel process and multistep
spin-on coating techniques ( ). The amorphous films were
annealed at temperatures above 773 K to obtain the per-
ovskite phases. The dielectric constant and loss tangent at
l00 kHz of the TiNi/PZT composite film were about 700 and
0.03, respectively, comparable to that of the bulk ceramics.
The PZT films were found adhere well to the TiNi alloy
for strains as large as 0.4%, and their ferroelectric prop-
erties remain unchanged during repeated cycling through
the shape-memory transformation. However, considerable
cracking was observed when the diaphragms subjected to
a strain of 0.5%. Jardine et al. and Alam et al. also success-
fully deposited the thin films of PZT, BaTiO3, and SrTiO3

onto commercially available TiNi SMA bulk and thin films
by sol-gel and spin-on techniques or with pulsed laser de-
position method, though the quality of the multilayer com-
posites was not that desired.

Both types of the amorphous thin films will be crys-
tallized simultaneously if, deposited on amorphous SMA
films. Therefore, the fabrication steps must be minimized
so as not to promote degradation of performance due to
second phases and chemical interactions via diffusion. The
composite’s multilayers were annealed at various tempera-
tures ranging from 723 to 973 K and a suitable crystalliza-
tion temperature was found at about 873 K. Although the
heterostructures have good SME and piezoelectric proper-
ties, the cracking of the piezoceramic thin film layer re-
mains a critical problem. Generally, a thicker PZT film
causes more cracks than a thinner film, whereas a smooth
surface roughness and a slow cooling rate after annealing
will favor the bond of the PZT film with the TiNi SMA
substrate. An effective method to lessen cracking is to de-
posit a buffer layer of TiO2 onto TiNi SMA foil and then

deposit the piezoelectric film onto the TiO2/TiNi substrate.
Nevertheless, how to accommodate the stress and dynam-
ical coupling of the dissimilar material layers remains a
problem that must be solved before SMA films can be used
for actuation applications.

Alternatively, the ferroelastic/ferroelectric heterostruc-
tures may be effective for active suppression of high ampli-
tude acoustic waves and shock waves. After coupling TiNi
SMA to PZT via a TiO2 layer, the final composite mate-
rial was found to sense and actuate to dampen structural
vibration without the use of external control. The mecha-
nism of the active damping can be explained by considering
an approaching stress wave. The stress wave propagates
through the TiNi SMA, producing a stress-induced marten-
sitic transformation where some of the mechanical energy
is converted into heat. The wave further produces a volt-
age across the first ferroelectric layer that can be used to
produce an out-of-phase stress wave by the second ferroe-
lastic layer and in turn attenuate the stress wave. A me-
chanical metallic impedance buffer (e.g., Al, Ti, and TiNi)
is used to provide time for the counterstress actuation to
occur.

SMA/TERFENOL–D HETEROSTRUCTURES

Magnetostrictive materials with either crystalline or amor-
phous structure provide higher counterforces and up to 20
times higher strains than piezoelectric ceramics. Of the
magnetrostrictive materials presently available, the com-
pounds Terfenol–D (TbxDy1−xFe2) have the largest mag-
netostriction and magnetization at room temperature, the
strain output being up to 0.2% when subjected to up to
2500 oersteds (Oe), and in some cases approaching 1%.
The alloys are analogous to electrostrictive materials in
that they respond quadratically to an applied field. The
optimum performance of Terfenol–D is achieved with the
combination of a bias field plus a bias compressive stress.
The superior properties of Terfenol–D have attracted in-
creasing attention to the use of this material in both bulk
and thin film form, applied for actuation.

Terfenol–D films can also be fabricated with the con-
ventional magnetron sputtering techniques. Su et al.,
Quandt et al., and other researchers have successfully
deposited Terfenol–D films of various thicknesses onto
Si/SiO2 substrates by DC magnetron sputtering. The thin
films deposited at room temperature are amorphous and
the crystallization temperatures are much high (>903 K).
However, it should be reminded that the as-received amor-
phous Terfenol–D films are excellent ferromagnetic mate-
rials. The amorphous films show a sharp increase in the
magnetostriction at low magnetic fields and no hysteresis
during cycling of the field, whereas the crystalline films
exhibit magnetostrictive hysteresis loops and large rema-
nence and coercivity, which limit their application. Since
the amorphous Terfenol–D films do not need annealing at
elevated temperatures to address undesirable chemical in-
teractions or diffusion, the fabrication of hybrid compos-
ite films appears to be easy and simple. For instance, the
Terfenol–D films can be grown on crystalline TiNi SMA
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bulk or deposited films annealed before the sputtering
of the Terfenol–D films. Su et al. proposed the concept
of a Terfenol–D/NiTi/Si composite in which the ferroelas-
tic actuation can be triggered by magnetic field. Although
the Terfenol–D/SiO2/Si and TiNi/SiO2/Si composites have
been fabricated and characterized, no further report on

the successful fabrication of Terfenol–D/TiNi hybrid com-
posite films are recorded in the open literature. Surely
this is a interesting and exciting subject that needs fur-
ther investigations, and of course, some technical chal-
lenges such as their interface compatibility still remain
ahead.
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INTRODUCTION

Magnetism has enabled the development and exploitation
of fundamental science, ranging from quantum mechan-
ics, to probing condensed matter chemistry and physics, to
materials science. The control of magnetism has resulted
in the availability of low-cost electricity and the use of elec-
tric motors, leading to the development of telecommunica-
tions devices (microphones, televisions, telephones, etc.),
and to magnetic storage for computers. Magnets, due to
their myriad properties, are suitable components in sen-
sors and actuators, and hence they must be considered
the key components in smart materials and systems of the
future.

Paramagnet

(a)

Antiferromagnet

Disordered Spins (2-D)(b)

Ferromagnet

(c)

Ferrimagnet

Ordered (Aligned) Spins (2-D)(d)

Canted Ferromagnet (2-D)

Ordered (Opposed) Spins (2-D)(e)

Figure 1. Two-dimensional spin alignment for (a) paramagnet, (b) antiferromagnet, (c) ferromag-
net, (d) ferrimagnet, and (e) canted antiferromagnet behavior.

Magnetic materials known from time immemorial are
comprised of either transition or rare-earth metals, or their
ions with spins residing in d- or f-orbitals, respectively,
such as Fe, CrO2, SmCo5, Co17Sm2, and Nd2Fe14B. These
materials are prepared by high-temperature metallurgical
methods, and generally, they are brittle. In the late twen-
tieth century many metal and ceramic materials were re-
placed with lightweight polymeric materials. The poly-
meric materials were designated primarily for structural
materials, but examples also abound for electrically con-
ducting and optical materials. More recently, new ex-
amples of magnetic materials (1) have been reported.
Undoubtedly, in this millennium there will be commercia-
lization of these organic and polymeric magnets (2).

Magnetism is a direct consequence of the coupling of
unpaired electron spins. Independent, uncoupled electron
spins, as shown in Fig. 1(a), lead to paramagnetic behavior.
Strong coupling of the aligned spins, Fig. 1(b), can lead to
a substantial magnetic moment and a ferromagnet, while
that of opposed spins, Fig. 1(c), to an antiferromagnet as
the net moments cancel. In contrast, the incomplete can-
cellation of spins can lead to a net magnetic moment and
a ferrimagnet, Fig. 1(d), or a canted antiferromagnet also
termed a weak ferromagnet, Fig. 1(e).

591
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Figure 2. Structure of 4-nirophenyl nitronyl nitroxide, which or-
ders as a ferromagnet at 0.6 K (a), and a dinitroxide that orders
as a ferromagnet at 1.48 K (b).

The recently discovered magnets with spins residing
in p-orbitals (organic magnets) have added the follow-
ing properties to those in the repertoire that already can
be attributed to magnets: solubility, modulation of the
properties via organic chemistry synthetic methods, and
low-temperature (nonmetallugical) processing, enhancing
their technological importance and value for the smart ma-
terials or systems.

A few organic nitroxides order ferromagnetically be-
low a Tc of 1.5 K. These include a phase of 4-nitrophenyl
nitronyl nitroxide reported by M. Kinoshita et al. (1b) with
a Tc of 0.6 K, Fig. 2(a), and a phase of dinitroxide re-
ported by A. Rassat et al. (3) with a Tc of 1.48 K, Fig. 2(b).
Each of these molecules can crystallize into more than one
polymorph, four for the former and two for the latter (4).
However, in each case only one of the possible polymorphs
magnetically orders as a ferromagnet. These examples of
organic magnets, albeit with very low Tc’s, are crystalline
solids, and not polymers.

Organic magnets possessing unpaired electron spins
in both p- and d-orbitals also have been reported (1a,c).
These include ionic decamethylferrocenium tetracyan-
othanide, [FeCp∗

2][TCNE]{Tc = 4.8 K; Cp∗ = cyclopenta-
dienide, [C5(CH3)5]−; TCNE = tetracyanoethylene}, Fig. 3,
exhibiting the first evidence for magnetic hysteretic behav-
ior in an organic magnet, as reported by J.S. Miller and
A.J. Epstein (5,6). [FeIIICp∗

2].+[TCNE].− has an alternating
...D.+A.−D.+A.−... (D = [FeCp∗

2]+; A = [TCNE].−)structure in
the solid state, Fig. 4. The observed 16,300 emu.Oe/mol
saturation magnetization, Ms, is in excellent agreement
with the calculated value of 16,700 emuOe/mol for single
crystals aligned parallel to the chain axis. Hysteresis loops
with a coercive field of 1 kOe are observed at 2 K (Fig. 5)
(1a,5,6).

D and A each have a single spin (S = 1
2 ). Above 16

K the magnetic susceptibility behaves as expected for
a 1-D ferromagnetically coupled Heisenberg chain with
J/kB = 27 K (6). Below that temperature, the susceptibility

Fe

N

N

N

N

C

C C

C

N

N N

N

C

C

C

C

(a) (b) (c)

Figure 3. Molecular structures of FeCp∗
2 (a), TCNE (b), and

TCNQ (c).

Figure 4. Crystal structure of [FeCp∗
2][TCNE] showing the or-

bitals possessing the largest density of unpaired electrons.

diverges as (T − Tc)−γ as anticipated for a 1-D Heisenberg-
like system approaching a 3-D magnetically ordered state.
Spontaneous magnetization below the 4.8 K ordering tem-
perature follows (Tc − T )β with β ∼ 0.5. Hysteresis loops
are well defined with coercive field Hcr = 1 kG at 2 K (Fig. 5)
indicating substantial pinning of the domain walls.

Replacement of Fe by Cr (7) and Mn (8) as well
as substitution of TCNE with TCNQ (9–11). [7,7,8,8-
tetracyano-p-quinodimethane, Fig. 3(c)], leads to ferro-
magnets with Tc reduced for TCNQ substitution and
enhanced when Mn is utilized, Table 1 and Fig. 6. Par-
tial substitution of spinless (S = 0) [CoCp∗

2]+ for (S = 1/2)
[FeCp∗

2].+ in [FeCp∗
2].+[TCNE].− leads to a rapid reduction

of Tc as a function of the fraction of spinless sites (1 − x)
occurs, such as 2.5% substitution of [FeCp∗

2].+ sites by
[CoCp∗

2]+ decreases Tc by 43% (12).
D. Gatteschi, P. Rey and co-workers (1c) demonstrated

and more recently H. Iwamura and co-workers (13) have
shown that covalent polymers comprised of bis (hexfluo-
roacetylacetonate) manganese(II) (Fig. 7) and nitroxides
bound to the Mn(II) sites order as ferrimagnets. Using
more complex nitroxides Iwamura and co-workers have
prepared related systems with Tc’s ∼ 46 K. Using TCNE
electron-transfer salts of MnII-(porphyrin)’s, such as
[MnTPP][TCNE] (TPP = meso-tetraphenylporphinato),
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Figure 5. 2 K hysteresis loops with a coercive field, Hcr, of 1 kOe
for [FeCp∗

2][TCNE].

Fig. 8, (14) magnets (Tc = 13 K) (15) based on metallo-
macrocycles also can be prepared. Both the [TCNE]·− and
the nitroxide each have one spin; however, the Mn(II) in
the former 1-D polymeric chain has five spins (S = 5/2),
while the Mn(III) in the latter polymeric chain has four
spins (S = 2). In both cases, the Mn and organic spins cou-
ple antiferromagnetically, leading to ferrimagnetic order-
ing. The solid state motif is distinctly different than that
for [MCp∗

2]+[TCNE]·− (Fig. 4) as [TCNE]·−does not coordi-
nate to the M in the latter system. Thus, the bonding of
[TCNE]

�− to Mn is a model for the bonding of [TCNE]
�− to

V in the V[TCNE].xy(solvent) room temperature magnet
(16).

As a consequence of the alternating S = 2 and S = 1
2

chain structure, the [MnTPP]+[TCNE]·−· 1-D chain sys-
tem, which forms a large family of magnets, is an ex-
cellent model system for studying a number of unusual
magnetic phenomena. This includes the magnetic behav-
ior of mixed quantum/classical spin systems (17a), the
effects of disorder (17b), and the role of classical dipo-
lar interation (in contrast to quantum mechanical ex-
change) in achieving magnetic ordering (17c). Because
of the single ion anisotropy for [MnTPP]+ and the large
difference in orbital overlaps along and between chains,

Table 1. Summary of the Critical Temperatures, Tc, and Coercive Fields, Hcr, for
[MCp∗

2][A]

[TCNE]·− [TCNQ]·−
[FeCp∗

2]·+ [MnCp∗
2]+ [CrCp∗

2]+ [FeCp∗
2]·+ [MnCp∗

2]+ [CrCp∗
2]+

SD 1/2 1 3/2 1/2 1 3/2
SA 1/2 1/2 1/2 1/2 1/2 1/2
Tc, K 4.8 8.8 3.65 3.0 6.3 3.3
θ , K +16.9 +22.6 +22.2 +3.8 +10.5 +11.6
Hcr, kOe (K) 1.0 (2) 1.2 (4.2) a b 3.6 (3) a

Reference (5,6) (7) (8) (9) (10) (11)

Note: M = Fe, Mn, Cr; A = TCNE, TCNQ.
a Not observed.
b Not reported.
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Figure 6. Critical temperature, Tc, for [MCp∗
2][A] (M = Fe, Mn,

Cr; A = TCNE, TCNQ).
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Figure 7. Structure of MnII(hfac)2NITEt (hfac = hexafluoro-
acetylacetonate; NITEt = ethyl nitronyl nitroxide).

this class of materials often undergoes lattice- and spin-
dimensionality crossovers as a function of temperature
(17d). Metamagnetic-like behavior is noted for many mem-
bers of this family at low temperature with unusually high
critical fields, Hc, and unusually high coercive fields, Hcr,
as large as ∼2.7 T (17e). These metamagnetic-like materi-
als are atypical as they exhibit hysteresis with very large
coercive fields, Hcr, also as high as ∼2.7 T, and may have
substantial remanent magnetizations (Fig. 9).
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Figure 8. Segment of an 1-D · · · D+A·− D+A.−· · · chain of [MnTPP][TCNE]·2C6H5CH3 showing
[MnTPP]+ trans-µ-N-σ -bonding to [TCNE]

�−.

V(TCNE)·XY(SOLVENT) ROOM TEMPERATURE MAGNETS

Reaction of V(C6H6).2 and TCNE in a variety of solvents,
such as dichloromethane and tetrahydrofuran, leads to
loss of the benzene ligands and immediate formation of
V(TCNE)·x yCH2Cl2 (x ∼ 2; y ∼ 1

2 ). Because of its extreme
air and water sensitivities as well as insolubility, compo-
sitional inhomogenieties within and between preparations
occur. The structure remains elusive.This material, how-
ever, is the first ambient temperature organic- or polymer-
based magnet (Tc ∼ 400 K) (16). The proposed structure
has each V being octahedrally coordinated with up to
6 ligands (N’s from different TCNE’s), and each TCNE is
reduced and is either planar or twisted and bound to up to
four V’s.
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Figure 9. Metamagnetic and hysteresis with 27,000 Oe critical,
Hc, and coercive, Hcr, fields at 2 K.

Magnets made in dichloromethane have a three-
dimensional magnetic ordering temperature, Tc, of ∼400
K, which exceeds its ∼350 K decomposition temperature,
and hence can be attracted to a SmCo5 magnet at room
temperature. Recently, solvent-free thin magnetic films on
a variety of substrates, such as silicon, salt, glass, and alu-
minum, have been prepared, Fig. 10 (18).

The inhomogeneity in the structure is expected to lead
to variations in the magnitude, not sign, of the exchange
between the VII(S = 3

2 ) and [TCNE]−.(S = 1
2 ), and the dis-

order should result in a small anisotropy (16).
V(TCNE)x prepared in CH3CN has larger disorder and

a lower Tc ∼ 135 K, which enables the quantitative study of

Figure 10. Photograph of ca. 5 µm coating of the V[TCNE]x
magnet on a glass cover slide being attracted to a Co5Sm
magnet at room temperature in the air (18).
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Figure 11. Idealized structure of FeIII
4 [FeII(CN)6]3.xH2O, Prus-

sian blue with · · ·FeIII-N≡C-FeII-C≡N-FeIII · · · linkages along each
of the three unit cell axes.

its critical behavior. Near Tc, a modified equation-of-state
approach can be used to obtain the approximate critical
exponents for this disordered magnet. A critical isotherm
can be determined by plotting M(H) against H at varying
temperatures, with M proportional to H1/δ at Tc. Using this
analysis, we determine that δ = 4 and Tc = 135 K for the
typical V(TCNE).x y CH3CN sample being studied. With Tc

and δ determined, exponents βα and γα (for the random
anisotropy model) can be determined directly by analyzing
isothermal plots of (H/M)1/γ a versus M1/βa. Given βα and
δ, all of the M(H, T) data in the vicinity of Tc can be col-
lapsed onto a single set of curves for plots of ln(M/|t|βα) ver-
sus ln(H/|t|βδ), where t = |T − Tc|; one curve corresponds
to T > Tc and the other curve corresponds to T < Tc (19a).
Similar results can be obtained for V(TCNE).x yC4H8O with
Tc = 205 K and some different critical exponents (19b). Ev-
ident in the analysis of high-temperature magnetization of
V(TCNE).x yCH2Cl2 is the important role of random mag-
net anisotropy (19c).

M(TCNE)2.x(CH2Cl2) (M = Mn, Fe, Co, Ni) HIGH
ROOM TEMPERATURE MAGNETS

New members of the family of high-Tc organic-based mag-
nets M(TCNE)2·x(CH2Cl2), (M = Mn, Fe, Co, Ni; TCNE =
tetracyanoethylene) have been prepared (20). X-ray
diffraction studies on powder samples show that these ma-
terials are partially crystalline and isomorphous. These
materials have Tc’s of 97, 75, 44, and 44 K, respectively.
Field-cooled and zero-field-cooled magnetization studies
suggest that while the Mn (21) system is a reentrant spin
glass, the Fe (22) system is a random anisotropy system.
Both systems exhibit complex behavior below Tc. For ex-
ample, hysteresis curves for the Fe compound, taken at
5 K, are constricted, with a spin-flop shape, indicating

0
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Figure 12. Temperature-dependent magnetization of the amor-
phous film of CrIII[CrIII(CN)6]0.98[CrII(CN)6]0.02, zero field cooled
(+) and field cooled in 5 Oe (◦), −5 Oe ( �), 10 Oe (�), and −10 Oe
(�) after 2 minutes of oxidation at −0.2 V upon warming in a 5 Oe
field (25).

ferrimagnetic behavior, and field- and zero-field-cooled
magnetization studies reveal magnetic irreversibilities be-
low Tc for both compounds. Static and dynamic scaling
analyses of the dc magnetization and ac susceptibility data
for the Mn compound show that this system undergoes a
transition to a 3-D ferrimagnetic state at Tc, followed by a
reentrant transition, to a spin glass state at Tg = 2.5 K. For
M = Fe, the results of static scaling analyses are consistent
with a high-T transition to a correlated sperimagnet, while
below about 20 K, there is a crossover to sperimagnetic
behavior.

HEXACYANOMETALLATE MAGNETS

Although rigorously not organic magnets, several mate-
rials termed molecule-based magnets are prepared by
the same organic chemistry methodologies and have been

Figure 13. Sample of a V[Cr(CN)6].yzH2O magnet (Tc = 372 K)
attracted to a Teflon coated magnet at room temperature in the
air (27a).
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Table 2. Summary of the Critical Temperatures, Tc, and Coercive Fields, Hcr, for Representative Organic-Based Magnets

Ms,
Magnet (emuOe/mol) Tc(K) Hcr(Oe) Refeference

α-1,3,5,7-Tetramethyl-2,6-diazaadamantane- 11,000 1.48 <0.1 (3)
N,N′-doxyl (Fig. 2b)

β-2-(4′-Nitrophenyl)-4,4,5,5-tetramethyl- 5600 0.6 8 (1b)
4,5-dihydro-1H-imidazol-1-oxyl-3-N-oxide (Fig. 2a)

[FeIIICp∗
2] [TCNE] (Figs. 3a, b; 4) 16,300 4.8 1000 (1a,5,6)

MnII(hfac)2NITEt (Fig. 7) 20,000 7.8 320 (1c)
[MnTPP][TCNE]·2C6H5CH3 (Fig. 8) 17,000 13 24,000 (15,17)
V[TCNE]x ·yCH2Cl2 (x ∼ 2; y ∼ 0.5) 10,000 ∼400 15 (16b)

Figure 14. Folded soft iron rods (staples) are shown at-
tracted to a SmCo5 permanent magnet (left). The soft iron
rods hang freely when a pellet of V(TCNE).x y(CH2Cl2) at
room temperature shields the magnetic field.

Co5Sm magnet

Staples attracted

Soft iron
staples

V (TCNE)x.y(solvent)
magnet
covering

Co5Sm magnet

Staples not attracted

Magnetic shielding
deflects magnetic fields

reported to magnetically order in many cases. Prussian
blue, FeIII

4 [FeII(CN)6]3.xH2O, possesses a 3-D network
structure, with · · · FeIII-N≡C-FeII-C≡N-FeIII · · · linkages
along each of the three unit cell axes, Fig. 11. It is
a prototype structure that stabilizes both the ferro-
and ferrimagnetic orders. Replacement of iron with
other spin-bearing metal-ions leads to strong magnetic
coupling and magnetic ordering with high Tc’s. Ex-
amples include ferromagnetic CsNiII[CrIII(CN)6].2H2O
(Tc = 90 K) (23) and ferrimagnetic CsMnII[CrIII(CN)6].H2O
(Tc = 90 K) (24) as well as thin films (≤2µm), both oxidized
and reduced, of CrIII[CrIII(CN)6]0.93[CrII(CN)6]0.05(Tc =
260K) (25) that exhibit negative magnetization, Fig. 12.
Verdaguer and co-workers (48) report that ferrimagnetic
VII

0.42VIII
0.58[CrIII(CN)6]0.86 · 2.8H2O magnetically ordered

above room temperature (Tc = 315 K). Further studies of
this class of materials (26) have led to an enhancement of
the Tc to about 100◦C (373 K), Fig. 13 (27).

USES OF ORGANIC/POLYMERIC MAGNETS

The magnetic (Table 2) as well as chemical/physical pro-
perties of organic/polymer magnets, especially in conjunc-
tion with other physical properties, may well lead to their
use in smart materials in the future (2). Applications in-
clude the next generation of electronic, magnetic, and/or
photonic devices ranging from magnetic imaging to data
storage and to static and low-frequency magnetic shielding
and magnetic induction. Particularly promising is the ap-
plications, in static and low-frequency magnetic shielding
and magnetic induction (2b), as relatively high initial per-
meabilities have been reported for the V(TCNE).x y(solvent)
materials. Combined with their low density (∼1 g/cm3),

relatively low resistivity (∼104 ohm-cm), and low power
loss (as low as ∼2 erg/(cm3 cycle), these properties sug-
gest that magnetic shielding will have future practical
applications especially for devices requiring low weight.
The feasibility of using V(TCNE).x y(CH2Cl2) in magnetic
shielding applications is demonstrated in Fig. 14. Other
potential applications include photoinduced magnetism
based on recent studies of Prussian blue–like materials
(28,29). Studies of the effects of light on the zero-field cooled
and field-cooled behavior show the importance of disorder
and defects in stabilizing the photoinduced magnetic phe-
nomena (29).
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INTRODUCTION

Magnetorheological (MR) materials are a class of materi-
als whose rheological properties may be rapidly varied by
applying a magnetic field. This change is in proportion to
the magnitude of the magnetic field applied and is imme-
diately reversible. MR material behavior is often modeled
by the Bingham plastic model. Advances in the applica-
tion of MR materials are parallel to the development of ad-
vanced MR materials. These applications include brakes,
dampers, and shock absorbers.

DEFINITION

Magnetorheological materials are a class of material whose
rheological properties may be rapidly varied by applying a
magnetic field. Most commonly, these materials are fluids
that consist of micron-sized, magnetically polarizable fer-
rous particles suspended in a carrier liquid. When exposed
to a magnetic field, the suspended particles polarize and
interact to form a structure aligned with the magnetic
field that resists shear deformation or flow. This change
in the material appears as a dramatic increase in appa-
rent viscosity, or the fluid develops the characteristics of a
semisolid state. The magnitude of this change is controlled
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by the strength of the magnetic field and is immediately
reversed upon removing the magnetic field. In addition
to fluids, magnetorheological materials also include mag-
netic field responsive gels, foams, powders, greases, and
elastomers.

HISTORY

Jacob Rabinow made advances in early magnetorheologi-
cal research while at the National Bureau of Standards in
the 1940s and early 1950s (1,2). Rabinow’s early work on
MR fluids eventually led to a host of devices and products
based on dry magnetic powders, for example, the magnetic,
powder brake. Interest in MR fluids languished until the
early 1990s when advancements in MR material compo-
sition and the advent of readily available digital control
electronics fostered renewed interest. Magnetorheological
materials share much in common with their counterpart,
electrorheological (ER) materials. These are materials that
change their behavior in an electric field. This phenomenon
was first documented by Duff in the 1800s, (3), but its
potential was not realized until Willis Winslow began
working with electrorheological fluids in 1938 (4). Winslow
also contributed to early research on MR materials and
combined electromagnetorheologial materials.

Research in magnetorheology has gone forward in three
main areas; developing advanced materials, characterizing
the mechanism that causes the MR effect, and applications
of MR materials. Advancement in these areas is necessary
for the development of mechanical systems that will opti-
mize MR materials. Descriptions of MR compositions, basic
models of the MR phenomenon, characteristics of common
MR materials, and popular MR applications follow.

COMMON NOMENCLATURE

Some terms commonly used with magnetorheological ma-
terials include

Rheology—the study of the deformation and flow of
matter

H = Magnetic field strength (a/m) (1 a/m = 4π ×
10−3 oersted)
B = Magnetic flux density (tesla) (1 tesla =
104 gauss)
γ̇ = Shear rate (s−1)
τ = Shear stress (Pa)
τy = Yield stress (Pa)
ηa = Apparent viscosity (Pa · s) = γ̇ /τ

ηp = Plastic viscosity (Pa · s) = dγ̇ /dτ

MATERIAL CHOICE

Common Materials

Magnetorheological materials usually consist of micron-
sized (3–8 µm) magnetizeable particles suspended in a

liquid. A typical MR fluid consists of 20–40% by volume of
relatively pure iron particles suspended in a carrier liquid
such as mineral oil, synthetic oil, water, or glycol. A variety
of proprietary additives similar to those found in commer-
cial lubricants are used to discourage gravitational settling
and promote particle suspension, enhance lubricity, change
initial viscosity, and inhibit wear.

Some materials exhibit both MR and ER behavior and
react in both magnetic and electric fields. In fact, almost all
MR fluids exhibit some ER response due to moisture and
mobile ions in the native oxide surface layer on virtually
all ferrous particles. For more information on commercially
manufactured MR fluids, see (5).

BASIC COMPOSITION

A simple MR fluid may be constructed by mixing fine iron
powder (3–8 µm) into mineral oil at approximately one part
filings to three parts oil by volume. Stir the mixture with a
plastic or wooden implement until a consistent mixture is
obtained. Place the mixture in a plastic or glass container
(a 50–100 ml beaker works well). A horseshoe magnet or
two bar magnets can be used to observe the MR effect.
Stir the mixture to observe its viscosity and the way it
feels. Now, place the container between the two poles of
the magnet, and stir it again. The mixture should feel stiff.
If you look closely, you can see the particle structure form
between the two poles of the magnet (6).

THEORY

Currently, there is no universally accepted theory for the
causes of the MR effect. However, it is generally agreed
that the change in properties is due to the realignment of
particles in the fluid to form fibrils, or long strands of sus-
pended particles, that resist shear (Fig. 1). It is believed
that the observed alignment of particles is related to the
displacements and torque produced in the medium by the
field and the translational motion and relocation of par-
ticles to positions that have local minimum potential en-
ergy. This results in an increase in viscosity and an in-
crease in the shear strength of the material. A Bingham
plastic model is often considered sufficient to model MR
devices:

τtotal = τy (H ) + ηpγ̇ , (1)

where τ total is the total shear stress of the material, τ y is
the yield stress as a function of the magnetic field, H is the
magnetic field strength, ηp is the plastic viscosity or post
yield viscosity, and γ̇ is the shear strain rate in the fluid.
Apparent viscosity ηa is defined as the total shear stress
divided by the shear rate:

ηa = τtotal

γ̇
. (2)
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Applied shear Applied shear

Figure 1. Suspended magnetizable particles align in
a magnetic field. The MR fluid will then resist a certain
amount of shear before the chains begin to break. This
yield point increases as magnetic field strength in-
creases until the magnetic saturation point is reached.
This results in the solid feel of MR materials.

dvx /dy

η

(a)

dvx /dy

η

(b)

τ

τv

Increasing magnetic
field

Figure 2. Bingham plastic behavior. Graph (a) shows that the
apparent viscosity η is very large until a certain shear rate, dvx/dy,
is obtained. This shows that the fluid acts as a solid and does not
flow until a certain threshold stress, the yield stress, is exceeded.
Graph (b) shows that yield stress τ is a function of shear rate and
that Bingham plastics experience shear thinning. The yield stress
of the material τy is the y intercept of the linear regression curve fit
of shear stress vs. shear rate. Yield stress τy increases as magnetic
field increases.

The apparent viscosity of a Bingham plastic material in-
creases dramatically at a low shear rate. At a very high
shear rate, the magnitude of the apparent viscosity ap-
proaches that of the plastic viscosity, as shown in Fig. 2. Al-
though plastic viscosity is sometimes observed to be a weak
function of magnetic field strength, it is often assumed that
it is constant for constant magnetic field strength (typically
0.10 to 0.70 Pa · s) (7).

The Bingham plastic model indicates that the material
property that changes as magnetic field strength increases
is the yield stress τ y, where flow of the material is initi-
ated. Ideally, below a certain threshold of stress, a Bingham
plastic does not flow at all. Beyond this threshold, the flow
rate increases in proportion to the applied stress minus the
threshold stress (Fig. 2a). Plastic viscosity ηp is the slope
of a linear regression curve fit to a measured stress ver-
sus shear strain data set, and the yield stress τ y of an MR
fluid is the y intercept of that same linear regression curve
(Fig. 2b).

MR PROPERTIES

Magnetorheological materials are useful because the
change in their material properties is so large (Fig. 3).
Typical magnetorheological materials can achieve yield
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Figure 3. One example of a change in the effective modulus of
elasticity (Emr vs. magnetic field strength (Ho) for a specific MR
material.

strengths up to 50–100 kPa at magnetic field strengths
of about 150–250 ka/m. For low strains prior to yield, the
shear modulus of a MR fluid also shows a very large in-
crease in an applied magnetic field. MR materials eventu-
ally reach a saturation point where increases of magnetic
field strength do not increase the yield strength of the MR
material. This typically occurs around 300 ka/m. MR ma-
terials have been developed that are stable in temperature
ranges from –40 to 150◦C. There are slight changes in the
volume fraction and hence slight reductions in the yield
strength at these temperatures, but they are small. The
MR effect is immediately reversible if the magnetic field is
reduced or removed. Response times of 6.5 ms have been
recorded (8).

Magnetorheological materials exhibit some advantages
over typical ER materials. Unlike ER materials, they are
not sensitive to impurities, and thus MR materials are
candidates for use in dirty or contaminated environments.
They are also unaffected by the surface chemistry of sur-
factants as ER materials are. The power (1–2 amps or
50 watts) and voltage (12–24V) requirements for MR ma-
terial activation are relatively small compared with ER
materials (8).

Other MR properties that have also been explored in-
clude the following. Ginder and Davis (7) investigated
the effect of magnetic saturation on the strength of MR
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materials by using finite element analysis. It was found
that wall roughness on contact with the fluid is important
for yield strengths, especially in low magnetic fields (9,10).
Size and size distribution of the suspended particles also
affect the change in properties of the MR fluid when placed
in a magnetic field (11,12). The combined effect of magnetic
and electric fields on magnetoelectrorheological materials
has also been explored (13). Tang and Conrad conducted
a series of systematic experiments to characterize the
rheology of MR fluids from technological and scientific
viewpoints (14).

APPLICATIONS

Because the state of MR materials can be controlled by the
strength of an applied magnetic field, it is useful in applica-
tions where variable performance is desired. Many smart
systems and structures would benefit from the change
in viscosity or other material properties of MR materi-
als. Beginning with the commercialization of MR fluid
rotary brakes for use in aerobic exercise equipment in
1995, application of magnetorheological material technol-
ogy in real-world systems has grown steadily. The past
few years have witnessed a blossoming commercializa-
tion of MR fluid technology. MR fluid technology has been
embraced by a number of manufacturers for inclusion in
a diverse spectrum of products that are now commercially
available (15):

� linear MR dampers for real-time active vibrational
control systems in heavy duty trucks

� linear and rotary brakes for low-cost, accurate, po-
sitional and velocity control of pneumatic actuator
systems

� rotary brakes to provide tactile force-feedback in
steer-by-wire systems

� linear dampers for real-time gait control in advanced
prosthetic devices

� adjustable shock absorbers for NASCAR oval and dirt
track racing

Other applications that are near commercialization
include

� low-cost MR sponge dampers for washing machines
(16,17)

� very large MR fluid dampers for seismic damage miti-
gation in civil engineering structures (17)

� large MR fluid dampers to control wind-induced vi-
brations in cable-stayed bridges (18)

� real-time controlled shock absorbers and struts for do-
mestic automobiles

MR materials are also being considered for use in com-
pliant mechanism design to change the compliance of flexi-
ble members. This behavior can be modified as a function
of time resulting in a variably compliant mechanism (19).
More applications are being considered and it is likely that,

as MR materials continue to improve, many more applica-
tions will be forthcoming.
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INTRODUCTION

Magnetostrictive materials are a class of smart materi-
als that can convert energy between the magnetic and
elastic states. For this reason, magnetostrictive materials
and devices based on these materials are often referred
to as transducers. Due to the bidirectional nature of this
energy exchange, magnetostrictive materials can be em-
ployed for both actuation and sensing. Alloys based on the
transition metals iron, nickel, and cobalt in combination
with certain rare-earth elements are currently employed in
actuator and sensor systems in a broad range of industrial,



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-M-drv January 12, 2002 1:4

MAGNETOSTRICTIVE MATERIALS 601

biomedical, and defense applications. Because magne-
tostriction is an inherent property of ferromagnetic
materials, it does not degrade over time as do some poled
piezoelectric substances. In addition, newer magnetostric-
tive materials provide strains, forces, energy densities,
and coupling coefficients that compete favorably with more
established technologies such as those based on piezo-
electricity. As evidenced by the ever-increasing number
of patented magnetostrictive systems, transducer design-
ers are finding new opportunities to employ magnetostric-
tive materials in a wide variety of applications ranging
from stand-alone transducers to complex smart structure
systems.

A number of design and modeling issues, however, com-
plicate the implementation of magnetostrictive materi-
als in certain applications in which other smart material
technologies are currently favored. For instance, due to
the required solenoid and related magnetic circuit compo-
nents, magnetostrictive transducers are usually larger and
bulkier than their piezoelectric or electrostrictive coun-
terparts. Hence, they are employed primarily in appli-
cations that require high strains and forces but where
weight is not an issue. One additional consideration is
that the most technologically advanced magnetostrictive
materials are costly to manufacture. Advanced crystalline
materials are manufactured by employing sophisticated
crystal growth techniques that produce directional solid-
ification along the drive axis of the transducer material.
The manufacturing process also includes precision ma-
chining of laminations, final diameters, and parallel ends
of cut-to-length drivers, as well as thorough quality as-
surance and performance evaluation throughout the pro-
cess. These technological and cost-related problems have
been mitigated to some extent through the advent of new
manufacturing techniques that have enabled more capable
magnetostrictive materials in various forms, including
amorphous or crystalline thin films, magnetostrictive
particle-aligned polymer matrix composite structures, and
sintered powder compacts suitable for mass production of
small irregular shapes. From the perspective of model-
ing and control, magnetostrictive materials exhibit non-
linear effects and hysteretic phenomena to a degree which
other smart materials, for instance electrostrictive com-
pounds, do not. These effects are particularly exacerbated
at the moderate to high drive level regimes in which mag-
netostrictive materials are most attractive. These issues
have been addressed through recent modeling techniques,
and as new applications are developed, model accuracy and
completeness will almost surely follow.

The term magnetostriction is a synonym for magneti-
cally induced strain, and it refers to the change in physical
dimensions exhibited by most magnetic materials when
their magnetization changes. Magnetization, defined as
the volume density of atomic magnetic moments, changes
as a result of the reorientation of magnetic moments in
a material. This reorientation can be brought about by
applying either magnetic fields, heat or stresses. The lin-
ear magnetostriction �L/L that results from applying a
longitudinal magnetic field on a sample of length L, illus-
trated in Fig. 1, is the most commonly employed attribute
of the magnetostrictive principle in actuator applications.

Though most ferromagnetic materials exhibit linear mag-
netostriction, only a small number of compounds that con-
tain rare-earth elements provide “giant” magnetostrictions
in excess of 1000 × 10−6. These large magnetostrictions
are a direct consequence of the strong magnetomechani-
cal coupling that arises from the dependence of magnetic
moment orientation on interatomic spacing. When a mag-
netic field is applied to a magnetostrictive material, the
magnetic moments rotate to the direction of the field and
produce deformations in the crystal lattice and strains in
the bulk material. Referring again to Fig. 1 which per-
tains to a material that has positive magnetostriction, note

(a)

L ∆L +   L

i

H

(b)

H

H

H

L

H

t

∆L
(c)

Figure 1. Joule magnetostriction produced by a magnetic field H.
(a) H is approximately proportional to the current i that passes
through the solenoid when a voltage is applied to it. (b) The ro-
tation of magnetic dipoles changes the length of the sample, and
(c) curve �L/L vs. H obtained by varying the field sinusoidally.
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that the sample elongates irrespective of the direction of
rotation of the magnetic moments. A symmetrical magne-
tostriction curve is obtained when the field is cycled, as de-
picted in Fig. 1b,c. If stress is applied instead, the material
deformations lead to magnetic moment reorientation and a
subsequent change in the magnetization M. This magneti-
zation change can be detected through the voltage induced
in a sensing solenoid wrapped around the sample, which
provides a mechanism for sensing. In applications, either
one sensing solenoid or a plurality of them arranged along
the length of the driver can be placed inside of the driving
coil. Alternatively, it is possible to employ only one solenoid
to drive the magnetostrictive material and sense its
magnetization changes. This configuration exhibits the
major disadvantage that additional signal processing
hardware is required to extract the sensing voltage from
the driving signal.

This article provides an overview of magnetostrictive
materials in the next section, followed by a description of
the physical origin of magnetostriction and a discussion
of material behavior. The subsequent section is devoted to
linear magnetostriction, and other magnetostrictive effects
are discussed in the following section. Finally, a discussion
of current transducer designs and modeling techniques is
presented.

MATERIALS OVERVIEW

The study of magnetostriction began in 1842 when James
P. Joule first observed that a sample of iron changes in
length when magnetized by a magnetic field. Subsequent
work using other materials such as nickel, cobalt, and their
alloys led to numerous applications, including telephone
receivers, hydrophones, scanning sonar, fog horns, oscil-
lators, and torque sensors. During World War II, sonar
transducer were driven primarily by nickel, which ex-
hibits saturation magnetostrictions of about 50 × 10−6. A
breakthrough in magnetostrictive materials occurred in
1963 when the largest-known magnetostrictions in the
rare-earth elements terbium and dysprosium were dis-
covered. The strains in these elements are of the order
of 10,000×10−6, or three orders of magnitude larger than
those of nickel, but they are achieved exclusively at cryo-
genic temperatures. The temperature limitation and the
fact that the field of piezoelectricity was gaining techni-
cal maturity hindered the development of magnetostrictive
materials and led, in the early 1970s, to a search for a new
class of transducer materials capable of high room tem-
perature strains. Highly magnetostrictive rare earths (R),
principally samarium (Sm), terbium (Tb), and dysprosium
(Dy), were combined with the magnetic transition metals
nickel, cobalt, and iron by direct compound synthesis and
by rapid sputtering into amorphous alloys. In contrast to
the normal Curie temperature behavior of the R–Ni and
R–Co compounds, R–Fe compounds exhibit an increase
in the Curie temperature as rare-earth concentration
increases. Consequently, huge room temperature mag-
netostrictions up to 3,000×10−6 were achieved, partic-
ularly in the TbFe2 compound. However, because the

magnetostriction originates in the strain dependence of
magnetic anisotropy, the large magnetostriction in these
compounds is obtained at the expense of large anisotropies.
This poses a technological limitation since impractically
large fields of more than 2 MA/m are needed to bring these
compounds to technical saturation.

Partial substitution of dysprosium for terbium in the
TbFe2 system resulted in improved magnetostriction and
anisotropy properties. The resulting pseudobinary com-
pound Tb0.3Dy0.7Fe1.9−1.95 has been available commercially
since the 1980s under the name Terfenol-D (Ter = ter-
bium, Fe = iron, N = Naval, O = Ordnance, L = Labo-
ratory, D = dysprosium). The highest room temperature
magnetostriction for Terfenol-D is 1,600×10−6 at a moder-
ate saturation field of 0.16 MA/m, but even larger mag-
netostrictions up to 3,600×10−6 are possible when the
material is employed in transducers driven at resonance.
The utility of Terfenol-D as a rugged, high-power trans-
ducer driver has been increasingly recognized in recent
years. At present, Terfenol-D is used in active noise and
vibration control systems; low-frequency underwater com-
munications (sonar); linear and rotational motors; ultra-
sonic cleaning; machining and welding; micropositioning;
and detecting motion, force, and magnetic fields. Terfenol-
D is currently available in a variety of forms, including
monolithic rods (1,2), particle-aligned polymer matrix com-
posites (3–5), and thin films (6,7). Because of the large
magnetostrictive anisotropy and strong magnetoelasticity,
Terfenol-D and other pseudobinary rare-earth–iron com-
pounds can be synthesized to exhibit a broad range of prop-
erties (8).

A second new magnetostrictive material based on amor-
phous metal was introduced in 1978, produced by rapid
cooling of iron, nickel, and cobalt alloys together with one
or more of the elements silicon, boron, and phosphorus.
These alloys are known commercially as Metglas (metallic
glass) and are commonly produced in thin-ribbon geome-
tries. Because of the extremely high coupling coefficients
(k > 0.92), Metglas is a prime candidate for sensing appli-
cations in which a mechanical motion is converted into an
electrical current or voltage (2).

The latest materials science research on magnetostric-
tive materials includes the development of new compounds
to minimize magnetic anisotropy and hysteresis and new
manufacturing techniques to produce Terfenol-D thin films
efficiently (9). Substantial advances have been achieved in
the quaternary compounds Terfenol-DH, which are pro-
duced by substituting holmium for terbium and dyspro-
sium (10). In addition, new manufacturing techniques are
enabling the production of multilayered driver rods which
will lead to reduced dynamic losses, thus facilitating op-
eration over a broad frequency spectrum into the mega-
hertz range. Ferromagnetic shape-memory alloys are an-
other class of smart materials which hold much promise
due to the large strains that they can provide. The nickel–
titanium alloy commercially known as Nitinol features
large recoverable strains of the order of 60,000×10−6, but
it suffers from inferior dynamic response. The possibility
of combining the desirable aspects of shape memory with
magnetostriction through actuating an SMA in a magnetic
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Figure 2. In highly magnetostrictive materials, the spin moment
mspin and orbital moment morbit are strongly coupled. When the
spin moment rotates to align with the external field H, the orbital
moment rotates along with it and produces considerable lattice
deformation.

field is currently being investigated. Promising candidate
materials are the Ni2MnGa system and the Fe-based In-
vars, which exhibit, in principle, the desired characteris-
tics. Further details on the Ni–Mn–Ga alloys can be found
in (11,12).

PHYSICAL ORIGIN OF MAGNETOSTRICTION

Magnetic coupling within atoms can be of two forms, spin–
spin and spin–orbit interactions. In ferromagnetic materi-
als, the spin–spin coupling that keeps neighboring spins
parallel or antiparallel to one another within domains can
be very strong. However, this exchange energy is isotropic
because it depends only on the angle between adjacent
spins, not on the direction of the spins relative to the crys-
tal lattice.

Magnetostriction is due mainly to spin–orbit coupling,
which refers to a kind of interaction between the spin and
orbital motion of each electron. This type of coupling is
also responsible for crystal anisotropy. Referring to Fig. 2,
when a magnetic field is applied and an electron spin tries
to align with it, the orbit of that electron also tends to be
reoriented. But because the orbit is strongly coupled to
the crystal lattice, the orbit resists the rotation of the spin
axis. Thus, the energy required to rotate the spin system
of a domain away from the preferred orientations is the
energy required to overcome spin–orbit coupling. Spin–
orbit coupling is weak in most ferromagnetic materials, as
evidenced by the fact that a moderate field of a few thou-
sand kiloamperes per meter suffices to rotate the spins.
Spin–orbit coupling in rare-earth metals is much stronger
by about an order of magnitude. When a magnetic field
rotates the spins, the orbital moments rotate, and consid-
erable distortion, and hence magnetostriction, results (13).

MATERIAL BEHAVIOR

Magnetic Anisotropy

Magnetic anisotropy refers to the dependence of magnetic
properties on the direction in which they are measured.
It can be of several kinds, including crystal, stress, shape,

and exchange anisotropy. Of these, however, only crystal
anisotropy is intrinsic to the material, whereas the other
types are externally induced.

In crystalline materials, the magnetic moments do not
rotate freely in response to applied fields, but rather
they tend to point in preferred crystallographic directions.
This phenomenon is called magnetocrystalline (or crystal)
anisotropy, and the associated anisotropy energy is that
required to rotate the magnetic moments away from their
preferred direction. Crystal anisotropy energy and linear
magnetostriction are closely related. If anisotropy is in-
dependent of the state of strain, there will be no linear
magnetostriction (14). In rare-earth elements, for instance,
large strains are a direct consequence of the huge strain
dependence of magnetic anisotropy (8). Under the action
of a magnetic field, measurable strains result from the de-
formations that the crystal lattice undergoes to minimize
the energy state of the material.

When a sinusoidal magnetic field is applied to a ma-
terial that has sufficiently large anisotropy, the result-
ing magnetization curve is not smooth due to the pres-
ence of magnetic moment “jumping.” For example, Fig. 3a,b
shows the magnetization and magnetostriction of the alloy
Tb0.67Dy0.33, which has substantial magnetic anisotropy.
The discontinuity in both curves near a field value of
40 kA/m occurs because the magnetic moments abruptly
enter or leave low energy directions. Elements that have
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Figure 3. (a,b) Magnetization and magnetostriction jumps in
Tb0.67Dy0.33, a material that has large anisotropy. (c), (d) The same
measurements are much smoother in a material that has near zero
anisotropy such as Tb0.6Dy0.4 (36).
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Figure 4. Crystallographic orientations in monolithic Terfenol-
D. The square brackets represent the indexes of particular direc-
tions such as the edges of a cube: [100], [010], [001], [100], [010],
and [001], in which 1 denotes −1. The entire set of directions is
designated by any one direction in angular brackets, for instance,
<100>. Finally, planes of a form are designated by rounded brack-
ets, such as the six faces of a cube: (100), (010), (001), (100), (010),
and (001).

opposite anisotropies are often alloyed together to re-
duce the jumping and associated nonlinearities in material
behavior. Such a material is shown in Fig. 3c,d. In this case,
the same system but in a different composition (Tb0.6Dy0.4)
exhibits a much smoother response to the applied field.

Accurate models for crystal anisotropy and its relation-
ship to the magnetization process exist for simple cases of
cubic and hexagonal crystals (15,16), but models of com-
plex crystal structures often rely on simplifying assump-
tions that reduce the problem to the simpler cases. For
instance, it is often useful to assume operating regimes
in which stress anisotropy dominates crystal anisotropy,
thus enabling the modeling of highly complex cases such
as that of Terfenol-D whose crystals are grown in dendritic
twin sheets oriented in the [112] direction, as shown in
Fig. 4 and discussed in (1). Terfenol-D has a large and pos-
itive magnetostrictive coefficient of λ111 = +1,600 × 10−6,
so a compressive stress applied along the (112) direction
produces a significant decrease in the internal energy of
the crystal at right angles to the applied stress. On the
other hand, although the anisotropy coefficient of Terfenol-
D varies significantly, depending on temperature and sto-
ichiometry (K1 = −4 to −50 kJ/m3 [3,17]), it is sufficiently
large to resist such energy changes by favoring alignment
in the <111> directions. Then, it is inferred that a suf-
ficiently large compressive stress will raise the elastic
energy above that of the crystal anisotropy, shifting the

preferred orientation of domains to the <111> magnetic
easy axes that are perpendicular to the [112] direction.
Under such compressive stress, the population density
in these two orientations increases, and a magnetic field
applied in the [112] direction produces nearly isotropic 90◦

rotations because the energy wells of crystal anisotropy
have been effectively removed from the path of the ro-
tations. In addition, under compression, as large popula-
tions of magnetic moments align normally to the stress
direction, the demagnetized length decreases to a mini-
mum, and the saturation magnetostrictive potential in-
creases to a maximum. The 90◦ rotations subsequently
provide the maximum possible magnetostrictions. To sum-
marize, in materials that have positive magnetostrictions
like Terfenol-D, the stress anisotropy generated by com-
pression effectively improves the magnetoelastic state
that leads to enhanced magnetostrictions. The manner in
which this is implemented in transducer applications is
discussed later. In nickel, which has a negative magne-
tostrictive coefficient, the effect is reversed, and enhanced
magnetoelasticity is obtained from tensile stresses. Fur-
ther details regarding crystal anisotropy can be found in
(18–20).

Domain Processes and Hysteresis

The changes in magnetization that result from an applied
magnetic field can be either reversible or irreversible. Re-
versible changes in magnetization are energetically con-
servative and occur for small field increments in which the
material can return to the original magnetic state upon
removing the field. Irreversible magnetizations are dissi-
pative because external restoring forces are needed to re-
turn the magnetism to its original state, for example, when
large fields are applied. In applications, both types of mech-
anisms contribute to the magnetization process. Magneti-
zation, either reversible or irreversible, can be explained by
considering two related mechanisms: the rotation of mag-
netic moments and the movement of domain walls. The
presence of domain walls lies in the domain structure char-
acteristic of ferromagnetic materials below their magnetic
phase transition temperature or Curie temperature, Tc (see
Table 1 for values of Tc for several magnetostrictive mate-
rials). When a ferromagnetic material is cooled below its
Curie temperature, the magnetic moments become ordered
across volumes, called domains, that contain large num-
bers of atoms. The domain structure can be observed under
a microscope, and it typically consists of 1012−1015 atoms
per domain. The transition regions between neighboring
domains are called domain walls. All of the moments of
each domain are aligned parallel, producing a spontaneous
magnetization Ms, but without a field, the direction of Ms

varies from domain to domain, so that the bulk magneti-
zation in the material averages zero. This is illustrated by
the randomly oriented regions of Fig. 5a.

When a small magnetic field H is applied, as depicted
in Fig. 5b, domains oriented favorably to the field grow at
the expense of the remaining domains, and the main mag-
netization mechanism is domain wall motion. As the field
is increased (see Fig. 5c), entire domains rotate to align
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Table 1. Magnetoelastic Properties of Some Magnetostrictive Materials

Material 3
2 λs(×10−6) ρ (g/cm3) Bs (T) Tc(◦C) E (GPa) k

Fe –14 (8) 7.88 (14) 2.15 (14) 770 (14) 285 (14)
Ni –50 (14) 8.9 (14) 0.61 (14) 358 (14) 210 (1) 0.31 (8)
Co –93 (14) 8.9 (14) 1.79 (14) 1120 (14) 210 (1)
50% Co–50% Fe 87 (2) 8.25 (8) 2.45 (76) 500 (14) 0.35 (8)
50% Ni–50% Fe 19 (2) 1.60 (76) 500 (14)
TbFe2 2630 (8) 9.1 (14) 1.1 (2) 423 (8) 0.35 (8)
Tb 3000 (−196◦C) (36) 8.33 (14) –48 (13) 55.7 (1)
Dy 6000 (−196◦C) (36) 8.56 (14) –184 (1) 61.4 (1)
Terfenol-D 1620 (8) 9.25 1.0 380 (76) 110 (77) 0.77 (78)
Tb0.6Dy0.4 6000 (−196◦C) (36)
Metglas 2605SC 60 (36) 7.32 (2) 1.65 (76) 370 (2) 25–200 (2) 0.92 (1)

aUnless otherwise specified, all measurements were performed at room temperature.

with the easy [111] axis. This produces a burst region in
the magnetization versus field (M–H) and strain versus
field (ε–H) curves by virtue of which small field changes
produce large magnetization or strain changes. In the fi-
nal stage shown in Fig. 5d, the material acts as a single do-
main as magnetic moments rotate coherently from the easy
axis to the direction of the field. This produces saturation of
the magnetization. Typical magnetization and strain loops
shown in Fig. 6 illustrate the burst region and saturation
effects. From a design perspective, magnetic biasing de-
scribed later is used to center operation in the burst region
for optimum performance.

For low magnetic field levels, partial excursions in the
M–H or ε–H curve are observed that are approximately
linear. However, hysteresis is always present, particularly
when the materials are employed at high field levels such

[110]

[111]

[112]

[001]

(b)

H

(a)

H = 0

H

(c)

H

(d)

Figure 5. Domain processes in the (110) plane of single crystal Terfenol-D under the application of
a field H along the [112] axis: (a) demagnetized specimen, (b) partial magnetization by domain-wall
movement, (c) from partial magnetization to the knee of the magnetization curve by irreversible
domain magnetization rotation into the [111] axis, and (d) from the knee of the magnetization curve
to technical saturation by reversible (coherent) rotation to the [112] axis (21).

as those of Fig. 6. The hysteresis can be attributed to the ir-
reversible impediment to domain motion by pinning sites,
such as when domain walls move across twin boundaries
in Terfenol-D. Modeling hysteresis and nonlinear behav-
ior is currently a focal point in designing and controlling
magnetostrictive materials. Extensive details on the topic
of ferromagnetic hysteresis can be found in (14,21,22).

Material Properties

Strains are generated by magnetostrictive materials when
magnetic moments rotate to align with an applied field.
This phenomenon is governed by an energy transduction
process known as magnetomechanical coupling that is in-
trinsically bidirectional and that facilitates both actuat-
ing and sensing mechanisms in a material. From a design
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Figure 6. Relative magnetization M/Ms and total strain ε as a
function of magnetic field H in a magnetostrictive material.

standpoint, the linear coupling coefficient k that quanti-
fies the conversion efficiency between mechanical and elas-
tic energies must be close to unity. Significant magnetic
moment rotation occurs only when a domain structure is
present, that is to say, in the ferromagnetic state below
the Curie temperature Tc. Hence, the material must be
designed so that its Curie temperature is well above the
operating temperature range. In smart structure systems,
large forces are often involved that the magnetostrictive
material must support. The stiffness of the material is
quantified by the elastic modulus E. The material must
have a large value of E to support large forces. Finally, the
magnetostrictive material must feature a large saturation
magnetization Ms (or, equivalently, a large saturation in-
duction Bs), and the magnetic anisotropy must be small.

Shown in Table 1 is a list of nominal properties for
several magnetostrictive materials of interest. Note that
the magnetomechanical coupling responsible for diverse
material properties is a highly complex function that de-
pends on quantities such as magnetic field, stress, tem-
perature, and frequency. These quantities are collectively
known as “operating conditions” and typically vary during
device operation. It has been demonstrated that small vari-
ations in operating conditions often produce large changes

in material properties (23). Efficient transducer design
requires accurately assessing how material properties
behave under varying operating conditions.

LINEAR MAGNETOSTRICTION

Linear or Joule magnetostriction pertains to the strain
produced in the field direction and is the most commonly
used magnetostrictive effect. Because linear magnetostric-
tion occurs at constant volume, there must be a transverse
strain of sign opposite to that of the linear magnetostric-
tion,

λ⊥ = −λ

2
.

Isotropic Spontaneous Magnetostriction

It was mentioned earlier that when a ferromagnetic mate-
rial is cooled through its Curie temperature, a transition
from paramagnetism to ferromagnetism takes place, and
magnetic moments become ordered giving rise to sponta-
neous magnetization Ms within domains. This process is
also accompanied by a strain which is known as sponta-
neous magnetostriction λ0. It is possible to derive a use-
ful relationship between λ0 and saturation magnetostric-
tion λs. To that end, we consider an isotropic material
in the disordered state above Tc, which is therefore mod-
eled by spherical volumes, as shown in Fig. 7a. As the
material is cooled below Tc, spontaneous magnetization
Ms is generated within magnetic domains along with the
corresponding spontaneous magnetostriction λ0. The do-
mains are represented in Fig. 7b by ellipsoids that have
spontaneous strain e. Because the material is isotropic, the
magnetic domains are oriented randomly; each bears an
angle θ with respect to the direction of measurement. Net
magnetization is consequently zero, and the length in the

e

(a)

(b)

(c)

H

λ0

λs

Figure 7. Schematic diagram illustrating the magnetostriction
of a ferromagnetic material: (a) paramagnetic state above Tc; (b)
after it has been cooled through Tc; and (c) after it has been brought
to saturation by a field H.
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direction of interest is given by (13)

e(θ ) = e cos2 θ. (1)

Then, the average domain deformation at the onset of spon-
taneous magnetostriction can be obtained by integration in
all possible directions,

λ0 =
∫ π/2

−π/2
e cos2 θ sin θ dθ = e

3
.

Spontaneous magnetostriction λ0 is homogeneous in all di-
rections, so that the material has changed its dimensions
but not its shape. When a magnetic field is applied, the do-
mains rotate and become aligned either parallel to the field
or perpendicular to it, depending on whether the material
exhibits positive or negative magnetostriction. Assuming
positive magnetostriction, the domains will rotate into the
field direction, as depicted in Fig. 7c. Near saturation, the
material will be a single domain, and the total strain will
be e. Then, the total available saturation magnetostriction
is given by the difference between e and λ0,

λs = e − λ0 = 2
3

e = 2 λ0. (2)

This expression provides a method of measuring the spon-
taneous strain λ0 by measuring λs. Methods to determine
λs are discussed next.

Saturation Magnetostriction

Assuming again for simplicity that the medium is isotropic,
saturation magnetostriction at an angle θ to the direction
of the field is given by (13)

λs(θ ) = 3
2

λs

(
cos2 θ − 1

3

)
, (3)

where λs(θ ) is the saturation magnetostriction at an angle θ

to the field and λs is the saturation magnetostriction along
the direction of magnetization.

The saturation magnetostriction is then calculated from
the difference between the maximum magnetostriction
when the field is parallel to a given direction (λs‖) and that
when the field is perpendicular to the given direction (λs⊥).
Substituting θ = 0◦ and θ = 90◦ in Eq. (3) gives

λs‖ − λs⊥ = λs + 1
2

λs = 3
2

λs, (4)

which defines λs independently of the demagnetized state.
Magnetostriction data from Clark (8) taken from poly-

crystalline TbxDy1−xFey samples are reproduced in Fig. 8.
The data points correspond to λs‖ − λs⊥ at room temper-
ature and field values of H = 10 kOe (0.8 MA/m) and
H = 25 kOe (2 MA/m). Near x = 0.3, the magnetostric-
tive curve shows a peak in accordance with the near zero
magnetic anisotropy observed at this composition. From
the magnetostrictive value at the peak, about 1600 × 10−6,

1−x
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− 
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× 

10
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(800 kA/m)

H = 25 kOe
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Figure 8. Magnetostriction of polycrystalline TbxDy1−xFe2 at
room temperature (8).

Eq. (4) gives λs = 1000 × 10−6 which is a widely employed
value for the saturation magnetostriction of Terfenol-D.

Anisotropy is present to some degree in all magnetic
materials, and therefore, the saturation magnetostriction
needs to be defined relative to the axis along which the
magnetization lies. One exception is nickel, whose mag-
netostriction is almost isotropic (see Table 2). Recognizing
that there are two independent magnetostriction constants
λ100 and λ111 for cubic materials, the saturation magne-
tostriction, assuming a single crystal, single domain ma-
terial is given by a generalization of Eq. (3) for isotropic
materials:

λs = 3
2

λ100

(
α2

1β2
1 + α2

2β2
2 + α2

3β2
3 − 1

3

)
+ 3 λ111 (α1α2β1β2 + α2α3β2β3 + α3α1β3β1), (5)

where λ100 and λ111 are the saturation magnetostrictions
along the <100> and <111> axes of the crystal. Cosines αi

Table 2. Magnetostrictive Coefficients
of Cubic Crystal Materials

Material λ100 (10−6) λ111 (10−6)

Nickel −46 −24
Iron 21 −21
Terfenol-D 90 1600
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(i = 1, 2, 3) define the direction along which the magnetic
moments are saturated, and cosines βi define the direc-
tion in which the saturation magnetization is measured.
The saturation magnetostriction in the field direction is
obtained by using αi = βi in Eq. (5), which leads to

λs = λ100 + 3 (λ111 − λ100)
(
α2

1α2
2 + α2

2α2
3 + α2

3α2
1

)
. (6)

Note that Eqs. (5) and (6) apply only to single domain ma-
terials. In the saturated state, the whole specimen consists
of a single domain whose magnetization Ms is aligned par-
allel to the applied field. However, when a domain struc-
ture is present such as in polycrystals, the magnetostric-
tion can be calculated only by averaging the effects, unless
the domain structure is known specifically. Note that dif-
ferent domain configurations can give the same bulk mag-
netization and different magnetostrictions (see Fig. 9). So,
assuming that there is no preferred grain orientation,
Eq. (6) simplifies further and becomes

λs = 2
5

λ100 + 3
5

λ111.

Extensive magnetostriction data on the R–Fe2 compounds
can be found in (8), and calculations of λs in different
crystallographic structures such as cubic, hexagonal, and
polycrystalline can be found in (2,13,16,21).

Magnetostriction below Saturation

Although saturation magnetostriction λs can be deter-
mined by employing the methods previously discussed,
magnetostriction between the demagnetized state and
saturation is structure sensitive, so general constitutive

M = 0 M = 0

(a)
(b)

∆ L

Figure 9. Demagnetized specimen featuring a 180◦ domain wall
in the (a) horizontal or (b) vertical direction. The length of the spec-
imen is different in either case, even though the magnetization is
the same.

relationships for magnetostriction are not feasible. How-
ever, an explicit solution exists when strains are due pri-
marily to 90◦ domain rotations. In practice, these rotations
occur in (1) a single crystal that has uniaxial anisotropy in
which the field is applied in a direction perpendicular to the
easy axis or (2) a polycrystalline material in which the mag-
netic moments have been completely aligned in a direction
perpendicular to the applied field, such as Terfenol-D un-
der extreme compression or nickel under tension. The lat-
ter implies that perpendicular stress energy is sufficient to
dominate crystal anisotropy, as discussed earlier. For that
regime, combining Eqs. (1) and Eq. (2) gives

λ = 3
2

λs cos2 θ, (7)

where θ is the angle between the Ms vectors and the field
direction. Recognizing that the bulk magnetization in the
field direction is given by M = Ms cos θ , Eq. (7) becomes

λ = 3
2

λs

(
M
Ms

)2

, (8)

which provides a quadratic relationship between magneti-
zation and magnetostriction. It has been shown that this
expression is sufficiently accurate in a broad range of trans-
ducer regimes in which high mechanical preloads are em-
ployed to optimize transducer performance (24). A gener-
alized version of this equation has been given in (25), and
more elaborate models of magnetostrictive hysteresis have
been presented in (19,26–28). Additional effects such as
stress dependences have been also considered (25,29). Fi-
nally, the dependence of the magnetostriction of the R–Fe2

compounds on temperature has been discussed in (8).

OTHER MAGNETOSTRICTIVE EFFECTS

Linear magnetostriction is just one of several manifesta-
tions of a more general phenomenon, the coupling between
the magnetic and elastic states in a material. These ef-
fects are briefly discussed following and are summarized in
Table 3.

Villari Effect

The Villari effect, also known as the magnetomechanical
effect, are the changes in magnetization that a magne-
tostrictive material undergoes when subjected to an ap-
plied uniaxial stress. This effect pertains to the trans-
duction of energy from the elastic to the magnetic state
and is inverse of Joule magnetostriction. Furthermore, the
Villari effect exhibits many of the attributes of the direct
magnetostrictive effect inasmuch as its physical origin also
lies in magnetoelastic coupling. The Villari effect has been
the object of much study, given its relevance in applications
such as nondestructive evaluation and sensing. Extensive
theoretical and experimental details can be found in (25).
The effect of stress on magnetostrictive materials in par-
ticular has been discussed in (30).
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Table 3. Magnetostrictive Effects

Direct Effects Inverse Effects

Joule magnetostriction Villari effect
Change in sample dimensions in the direction of the applied

field
Change in magnetization due to applied stress

∆E effect
Magnetoelastic contribution to magnetocrystalline anisotropy Magnetically induced changes in elasticity

Wiedemann effect Matteuci effect
Torque induced by helical anisotropy Helical anisotropy and emf induced by torque

Magnetovolume effect Nagaoka–Honda effect
Volume change due to magnetization (most evident near the

Curie temperature)
Change in the magnetic state due to a change in volume

∆E Effect

The elasticity of magnetostrictive materials is composed
of two separate but related attributes, the conventional
stress–strain elasticity that arises from interatomic forces
and the magnetoelastic contribution due to the rotation
of magnetic moments and the ensuing strain that occur
when a stress is applied. The latter contribution, known
as the �E effect, is quantified by �E = (Es − E0)/E0,
where E0 is the minimum elastic modulus and Es is
the elastic modulus at magnetic saturation. Because the
strain produced by magnetic moment rotation adds to the
non-magnetic strain [see Eq. (9)], the material becomes
softer when the moments are free to rotate. This is illus-
trated in Fig. 10. Note that the material becomes increas-
ingly stiff as saturation is approached and magnetic mo-
ment mobility decreases. The �E effect is small in nickel
(�E = 0.06) but is quite large in Terfenol-D (�E up to
5) and certain transverse-field annealed Fe81B13.5Si3.5C2

(Metglas 2605SC) amorphous ribbons (�E = 10). The
�E effect of Terfenol-D can be advantageously employed
in tunable vibration absorbers and broadband sonar
systems (31).
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Figure 10. Magnetoelastic modulus of Tb0.3Dy0.7Fe2 under
various stresses (79).

Wiedemann Effect

A current-carrying ferromagnetic or amorphous wire pro-
duces a circular magnetic field in a plane perpendicular
to the wire, and the moments align predominantly in the
circumferential direction. When an axial magnetic field is
applied, some of the moments align helically and create
a helical magnetic field. The twist observed in the wire
is called the Wiedemann effect. The inverse Wiedemann
effect, known as the Matteuci effect, is the change in ax-
ial magnetization of a current-carrying wire when it is
twisted. Further details can be found in (2).

Magnetovolume Effect

The volume of a magnetostrictive material remains vir-
tually unchanged during normal operation, but in certain
extreme regimes, the volume of the material may change
in response to magnetic fields. This anomalous volume
change is called the volume magnetostriction or Barret ef-
fect. The effect has little applicability in smart structure
systems. For instance, the magnetostriction curve of nickel
rapidly reaches −35 × 10−6 at only 10 kA/m, but the frac-
tional volume change is only 0.1 × 10−6 in a much larger
field of 80 kA/m. In the alloy Invar (36% nickel–64% iron),
the fractional volume change at the Curie temperature,
which is slightly above room temperature, compensates
for the intrinsic thermal expansion and gives a compound
that has nearly zero thermal expansion at room tempera-
ture. The inverse of the Barret effect, the Nagaoka–Honda
effect, is the change in magnetic state caused by a volume
change (2,14).

MAGNETOSTRICTIVE TRANSDUCERS

One advantage of magnetostrictive transducers over other
types of transducers is that they can be driven by con-
ventional low impedance amplifiers, particularly at fre-
quencies well below resonance; in this case, the low
impedance of a magnetostrictive transducer means that
driving voltages can be low. This can prove useful in medi-
cal applications and in general can greatly simplify ampli-
fier design. Figure 11 shows the measured complex elec-
trical impedance frequency response function Zee = V/I
of a Terfenol-D transducer designed following the generic
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Figure 11. Total electrical impedance Zee versus frequency, ex-
pressed as magnitude and phase: (a) bias condition of 5.2 MPa,
24 kA/m (0.75 ksi, 300 Oe), and varied ac drive levels; (b) constant
ac drive level of 8 kA/m (100 Oe) and varied bias conditions (79).

configuration indicated in Fig. 12 (32,33). This transducer
consists of a cylindrical magnetostrictive rod, a surround-
ing copper-wire solenoid, a preload mechanism that con-
sists of a bolt and a spring washer, magnetic couplers, and
a barrel-like permanent magnet that provides bias magne-
tization. Specific design details depend on the particular
smart structure application; however, this configuration
depicts the basic components needed to extract maximum
performance from a magnetostrictive material.

Because magnetostriction is produced by the rotation of
magnetic moments, a magnetostrictive transducer driven
by an ac magnetic field vibrates at twice the drive fre-
quency, and the motion occurs in only one direction. This
is illustrated in Fig. 13, where the solid lines represent
the unbiased input and corresponding strain output. The
dashed lines demonstrate the performance improvements
achieved by applying a magnetic bias. In the biased regime,
the frequency of the input is preserved, the output is bidi-
rectional, and the ratio of output per input is substan-
tially larger. To center operation accurately around the

Displacement plunger

Prestress bolt

Magnetostrictive rodMagnetic coupler

Permanent magnet Compression springSolenoid

Figure 12. Cross section of a typical magnetostrictive transducer.

desired bias point, a permanent magnet is often employed
in combination with a static field generated by passing a
dc current through the solenoid. Note that exclusive per-
manent magnet biasing has the advantage of substantial
power savings, but it has the disadvantage of added bulk
and weight. Conversely, dc currents produce considerable
power losses through ohmic heating but facilitate savings
in bulk and weight. Magnetic biasing can be alternatively
provided by magnets located in series with the rod or rods;
this design is known as a stacked-magnet configuration.
The stacked-magnet configuration can improve the magne-
tomechanical coupling up to 5% for large rods (L > 20 cm,
D > 2.5 cm) compared to the barrel-magnet configuration.
However, collateral problems such as saturation effects
and resonance frequency shifts are common in stacked-
magnet designs. Carefully designed transducers must pro-
vide efficient magnetic flux closure within the circuit
formed by the rod itself, the couplers, and the permanent
magnets.

0

Strain

Magnetic field

Unbiased

Biased

Inputs

Outputs

Figure 13. Effect of magnetic bias on the strain produced by a
magnetostrictive transducer.
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Finally, although modern magnetostrictive materials
such as Terfenol-D are manufactured so that their mag-
netic moments are nearly perpendicular to the rod axis,
a static stress (mechanical preload) is nevertheless, re-
quired to achieve full alignment of all of the moments.
The moments of a mechanically free rod are aligned ran-
domly, and the rod produces only about half of its max-
imum magnetostriction because the moments initially
aligned with the rod axis do not contribute to the mag-
netostriction. Furthermore, the stress anisotropy gener-
ated by the static compression (or tension for materials
of negative magnetostriction) enhances the overall mag-
netoelastic state, as described previously. Note that in de-
signs that employ linear washers for preloading, the stress
in the magnetostrictive rod can vary significantly rela-
tive to the nominal preload during dynamic transducer
operation. By virtue of the magnetomechanical coupling,
this can have a profound impact on the performance of the
magnetostrictive transducer and driving electronics by af-
fecting the magnetic state and, through it, the electrical
regime (see Fig. 11). The effects of mechanical preload and
magnetic bias on the performance of a Terfenol-D trans-
ducer have been studied in (34). A second reason for em-
ploying a mechanical preload is to avoid operating the rod
in tension, particularly when driving brittle materials such
as Terfenol-D (σt = 28 MPa, σc = 700 MPa) at or near me-
chanical resonance.

Actuator Applications

The number of actuator applications based on magne-
tostrictive materials, mainly Terfenol-D, is continuously
increasing as a consequence of the high energy density,
high force, broad frequency bandwidth, and fast response
that these materials provide. Even though the cost of
Terfenol-D is high at present, the range of applications is
likely to continue increasing as manufacturing techniques
are perfected and prices decline. Actuators designed ac-
cording to the configuration shown in Fig. 12 have been em-
ployed in these applications: sonar, chatter control for bor-
ing tools, high-precision micropositioning, borehole seismic
sources, geological tomography, hydraulic valves for fuel
injection systems, deformable mirrors, hydraulic pumps,
bone-conduction hearing aids, exoskeletal telemanipula-
tors, self-sensing actuators, degassing in manufacturing
processes such as rubber vulcanization, and industrial ul-
trasonic cleaning. Four main application subgroups of cur-
rent transducer designs are discussed here: sonar trans-
ducers, linear motors, rotational motors, and hybrid smart
material transducers. The reader is directed to (1,2) for
more complete details.

Sonar Transducers. Efficient sonar transducers must
produce high mechanical power at low frequencies and of-
ten have the additional constraint that a broad frequency
bandwidth or equivalently, a low quality factor Q, must be
attained. Although nickel was widely employed in sonar
applications during World War II, it has a low magneto-
mechanical coupling coefficient of k = 0.30 which typi-
cally demands a high Q to achieve good efficiencies. In

contrast, the newer giantmagnetostrictive materials have
much higher coupling coefficients of more than k = 0.70
which makes it possible to operate the transducer at low
Q and attain high power output simultaneously. For ex-
ample, a Terfenol-D Tonpilz transducer similar to that de-
picted in Fig. 14a can produce a bandwidth of 200 Hz at a
resonance frequency of 2 kHz (Q = 10) and a source level
of 200 dB ref. 1 µPa at 1 m (35). Another Terfenol-D trans-
ducer reportedly produces a maximum output of 206 dB
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Nodal support

Housing

Head mass

(b)

Magnetostrictive Rod

Shell
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elements
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Figure 14. Magnetostrictive sonar transducers: (a) Tonpilz,
(b) flextensional, and (c) square ring.
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ref. 1 µPa at 1 m and operates across a broad usable band-
width of 5–50 kHz (36). Other designs employ the linear
motion of cylindrical magnetostrictive rods to flex a sur-
rounding shell or to induce radial vibrations in a tube or
ring, as shown in Fig. 14b,c. Further details and references
are provided in (37).

Linear motors. Direct coupling between the load and the
magnetostrictive element in Fig. 12 implies that the net
load displacement is limited by magnetostriction. For in-
stance, an 11.4-cm Terfenol-D actuator provides maximum
displacements of about 0.2 mm. This displacement level is
sufficient for many vibration control applications, but cer-
tain applications such as flow control valves or aircraft flap
positioners typically require much larger strokes.

The fact that Joule magnetostriction takes place at con-
stant volume is employed in the Kiesewetter motor to
displace loads beyond the maximum strain normally
achievable by a Terfenol-D rod. This motor (38) consists
of a cylindrical Terfenol-D rod that fits snugly inside a stiff
stator tube when no magnetic field is applied. Several short
coils surround the stator to produce a magnetic field pro-
file that sweeps along the Terfenol-D rod. When one of the
coils is energized, for instance, coil 1 in Fig. 15a, the section
of rod directly exposed to the magnetic field elongates and
shrinks. As the field is removed, the rod clamps itself again
inside the stator but at a distance d to the left of the original
position. As the remaining coils are energized sequentially
and the magnetic field profile is swept, the rod moves in
a direction opposite to the sweeping field. The direction of
motion is changed by inverting the sequence in which the
coils are energized. From a design perspective, the total
displacement is limited only by the length of the Terfenol-
D rod, whereas the speed of motion is proportional to the
sweeping frequency and the magnetostriction of the rod.
Other factors that affect the smoothness and speed of the
motor are the number of traveling pulses, the spacing bet-
ween excitatory coils, the stiffness of the Terfenol-D mate-
rial, and skin effect degradation due to eddy currents. The
Kiesewetter motor is self-locking when unpowered, which
is an important attribute for many robotic applications.

A proof-of-concept Kiesewetter motor presented in (39)
produces 1000 N of force and 200 mm of useful stroke at
a speed of 20 mm/s; it is intended for uses such as control
of coat weight and fiber distribution in the paper industry
and valve operation and precision positioners for the ma-
chine tool industry. An improved design presented in (40)
addresses some of the technical problems of the Kiesewet-
ter motor, particularly the degradation of fit between the
stator and the rod caused by wear and thermal expansion.
Furthermore, this revised design enables rotary motion in
a way that is otherwise impossible to achieve by using the
original Kiesewetter design.

Another variant of the inchworm principle is shown in
Fig. 15b. This motor consists of translating clamps, fixed
clamps, pusher transducers, and a load shaft. By coordi-
nating the clamping and unclamping actions of the clamps
with the action of the pushing transducers, it is possible
to induce bidirectional motion of the load shaft. The load
rating is limited by the frictional force between the clamps
and the load shaft. Note that the inchworm principle can
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Figure 15. (a) The Kiesewetter inchworm motor. Black rectangles
indicate energized coils; white rectangles indicate inactive coils.
(b) Inchworm linear motor.

also be implemented by using other smart materials such
as piezoelectric stacks (41) or a combination of piezoelectric
and magnetostrictive elements, as shown later.

Piezoelectric transducers are often preferred for ultra-
sonic power generation in the megahertz range, but certain
applications in the low-ultrasonic range benefit from the
ruggedness and lack of depoling mechanisms of magne-
tostrictive materials. For instance, nickel is extensively
used in applications such as degassing liquids (20–50 kHz)
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Figure 16. Schematic diagram of an ultrasonic Terfenol-D device
consisting of a quarter-wave transducer coupled to a quarter-wave
titanium waveguide and a half-wave acoustic horn. Different tool
tips can be used as needed.

and cleaning dental or jewelry pieces (more than 50 kHz). A
surgical ultrasonic tool based on Terfenol-D was developed
recently that reportedly provides enhanced power and dis-
placement output compared to existing piezoelectric tools;
it is also lighter, more compact, and can deliver a 600-V,
1-MHz signal to cauterize bleeds without affecting its
surgical function. In this device, illustrated in Fig. 16, a
laminated quarter-wavelength Terfenol-D rod is coupled
to a quarter-wavelength titanium waveguide that provides
the resonant subassembly to which a half-wavelength
acoustic horn is attached. The acoustic horn has an am-
plification factor from 15–30; thus, it provides extreme
accelerations and energy concentration at the tip of the
tool (42,43). Other current or potential uses for this trans-
ducer design include industrial cleaning, sonic cell disrup-
tion and sterilization, friction welding, and treatment of
diverse chemical and biological processes (1).

Rotational Motors. Smart material motors based on the
magnetostrictive principle are potentially simpler and
more reliable than conventional hydraulic or electromag-
netic systems. The inchworm technique has been employed
in a rotational motor that produces a torque of 3 Nm at a
speed of 0.5 rpm (44). Another inchworm type device also
provides a speed of 0.5 rpm but produces a very high torque
of 12 Nm and precision microsteps of 800 µrad (45). Despite
the great positional accuracy and high holding torques, the
current inchworm-type rotational motors tend to lack effi-
ciency. Much of the efficiency limitation has been overcome
in the resonant rotational motor proposed by Claeyssen et
al. (46). Two linear Terfenol-D actuators are used to in-
duce elliptical vibrations in a circular ring that acts as
a stator and transmits the vibrations to rotational rotors
pressed against the ring. The prototype reportedly pro-
vides a maximum torque of 2 Nm at a maximum speed of
17 rpm.

The field of ultrasonic rotational motors has aroused
much research and commercial interest. These motors are
employed in a wide range of applications from autofocusing
camera lenses to robotic manipulators. A rotational actua-
tor developed by Akuta (44) employs Terfenol-D to achieve
a relatively high speed of 13.1 rpm and a maximum torque

Shaft

Motion of tip
of driving piece

Element A Element B

Figure 17. Rotational ultrasonic motor (44).

of 0.29 Nm. As depicted in Fig. 17, this motor employs two
Terfenol-D exciter rods to induce rotations in the shaft.

Hybrid Magnetostrictive/Piezoelectric Devices. Given
their technological interest, hybrid smart material actu-
ators can be considered a separate class independently of
whether they are intended for sonar, linear, or rotational
applications. Because magnetostrictive materials are in-
ductive and piezoelectric elements are capacitive, it is ad-
vantageous to combine both types of materials in the same
device, so that a resonant electric circuit is formed. When
driven at resonance, such a device behaves like a purely
resistive load and only the energy that is effectively con-
verted to mechanical motion or lost to inner losses needs
to be supplied externally. This greatly simplifies amplifier
design and helps to attain high efficiencies.

The hybrid device has been demonstrated that over-
comes the difficulties involved in achieving motion at
only one end of a Tonpilz piston-type sonar transducer;
it consists of a quarter-wavelength stack of piezoelectric
Navy type I ceramic rings joined to a quarter-wavelength
Terfenol-D composite tube [see Fig. 18a and (47)]. The in-
herent 90◦ phase shift between the magnetostrictive and
piezoelectric velocities in combination with the quarter-
wavelength design of the elements ensures addition at one
end and cancellation at the other. The device is mechani-
cally unidirectional, but it becomes acoustically unidirec-
tional only under array-baffled operation. The measured
front-to-back pressure ratio is 5 dB for the device alone and
15 dB under array-loaded conditions. The concept of hybrid
piezoelectric/magnetostrictive transduction has also been
implemented for linear inchworm motors (48,49) and rota-
tional motors (50). For example, the prototype presented
in (48) has the configuration shown in Fig. 15b, but the
clamping is done by piezoelectric stacks, and the transla-
tion is provided by Terfenol-D rods. The intrinsic 90◦ phase
lag between the two types of elements provides natural
drive timing for the inchworm, and the direction of motion
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Figure 18. Hybrid magnetostrictive/piezoelectric transducers:
(a) sonar projector (47); (b) rotational motor (50).

is easily reversed by changing the magnetic bias on the
Terfenol-D elements. This motor achieves a zero-load speed
of 25.4 mm/s and a stall load of 115 N.

The hybrid magnetostrictive/piezoelectric rotational
motor illustrated in Fig. 18b follows the proof-of-concept
transducer presented in (50). A piezoelectric stack clamps
a piece of friction material onto the rotating disk, and two
magnetostrictive rods move the clamp tangentially to the
disk to produce rotational motion. As indicated before, the
sequence of the motion is determined by the natural timing
of the piezoelectric and magnetostrictive responses. The
device produces a speed of 4 rpm at excitatory voltages
from 30–40 V and frequencies from 650–750 Hz.

Sensor applications

Magnetostrictive materials are being employed in a wide
variety of sensor designs as evidenced by the growing num-
ber of publications and patents. In this overview, the term
sensor is used in a broad sense to indicate the attributes
of magnetostrictive materials that facilitate generation of
electrical signals in response to mechanical excitations,
such as force, strain, and torque, or magnetic excitations
such as magnetic fields. By virtue of the magnetomechan-
ical coupling, changes in the magnetoelastic state through
these parameters (or a combination of them) produce mea-
surable change in magnetization anisotropy. To complete
the sensing mechanism, a pick-up coil is often wrapped

around the magnetostrictive material to detect magneti-
zation changes; this effectively provides a mechanism for
conversion of energy from magnetic to electrical regimes.
The principle that links the magnetization with the volt-
age V generated across a pick-up coil is the Faraday–Lenz
law of electromagnetic induction:

V = −N A
dB
dt

,

in which N and A are, respectively, the number of turns
and constant cross-sectional area of the coil and B is the
magnetic induction that quantifies the magnetization state
through the relationship B = µ0(H + M ) (21). Alterna-
tively, interferometric techniques can be employed to de-
tect the changes in wave speed that occur when the magne-
tostrictive material changes its properties in the presence
of external excitations, for instance, the stiffness changes
associated with the �E effect described earlier.

An overview of sensor designs is presented next. The
main principles that enable operation of the sensors are
emphasized. The list is not comprehensive, but it shows
that a huge number of alternative designs can be de-
vised based on the fundamental operation principles pre-
sented here. Further details can be found in the references
provided.

Torque sensors. Magnetostrictive noncontact torque me-
ters have been devised based on the principle that the
torque applied to a shaft generates stresses of opposite
sign, +τ and −τ , oriented ±45◦ from the shaft axis. If the
shaft is magnetostrictive or has a magnetostrictive amor-
phous ribbon bonded to it, the magnetic properties along
the directions of +τ and −τ change as discussed previ-
ously. These properties can be measured either differen-
tially by a set of perpendicular coils, as shown in Fig. 19a,
or through a single Hall effect or similar magnetic field in-
tensity sensor (51). This kind of sensor can be employed,
for instance, in fly-by-wire steering systems for the auto-
motive and aerospace industries. Additional details and
references can be found in (2).

Another class of noncontact torque meters relies on the
changes in permeability exhibited by a magnetostrictive
material subjected to torsional stress. In particular, appli-
cations that require less sensitivity can benefit from the
elevated mechanical strength that magnetic steels or al-
loys provide. One example is shown in Fig. 19b, where the
working torque on a drill bit is detected by two sensing
coils connected in series, one located over the flutes and
the other over the shank (the permeability of the shank is
less sensitive to changes in torque than the flutes.) A coil
provides the ac magnetic field excitation, and the sensor’s
proportional output is the differential voltage generated by
the sensing coils as the permeability of the bit changes due
to the applied torque (52).

Deformational and Position Sensors. Transverse-field an-
nealed magnetostrictive ribbons or wires make very sensi-
tive strain gauges. A sensor of this kind has been made
from strips of Metglas 2605SC transverse annealed for
10 min in a 208 kA/m (2.6 kOe) magnetic field at 390◦C
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Figure 19. Magnetostrictive noncontact torque sensors: (a) Dif-
ferential reading in directions oriented ±45◦ from the shaft axis
and (b) differential reading of the permeability changes experi-
enced by a drill bit subjected to a torque.

and rapidly cooled in a saturation field (53). The sensor
responds to the changes in the permeability of the rib-
bon, which by virtue of the magnetomechanical coupling
depends in turn on the state of strain in the material.
Defining a dimensionless gauge factor as the fractional
change in the measured parameter (in this case perme-
ability) divided by the change in strain, F = (∂µ/∂S )/µ,

Magnetostrictive
waveguide

Emitter /Receiver
head

Motion

Moving magnet

Damper

Figure 20. Magnetostrictive waveguide position sensor.

this sensor has an F value equal to about 250,000, which
compares extraordinarily well with resistive strain gauges
(F = 2) and semiconductor gauges (F = 250). One problem
encountered in using this device is that normal thermal
expansion can saturate the sensor. This problem can be
overcome by bonding the material using a highly viscous
liquid, although this limits operation to ac regimes.

A position detector can be made by using a magne-
tostrictive material as an acoustic waveguide. This device,
shown in Fig. 20, consists of a permanent magnet that is
connected to the target and rides along the length of the
waveguide, an emitter/receiver head that sends and re-
ceives either an acoustic or current pulse down the waveg-
uide, and a damper that prevents unwanted wave reflec-
tions. The sensor’s operating principle is rather simple;
the magnet interacts with the magnetostrictive waveguide
and locally changes its material properties. These material
property changes can be detected in different ways. In one
version, the stiffness discontinuity produced by the magnet
(�E effect, see earlier) partially reflects an acoustic pulse
sent by the emitter. In a second version, the emitter sends
a continuous current pulse down the waveguide that pro-
duces a circumferential magnetic field that interacts with
the axial field from the magnet. The resulting helical field
produces a twist in the wire (Wiedemann effect) that trav-
els back to the receiver head. In both versions, the transit
times of the original and reflected pulses provide a mea-
sure of the location of the magnet along the waveguide.
This sensor can be used for measuring fluid levels by con-
necting the magnet to a float or for generic position sensing
of up to 50 m at ±1 mm accuracy (2).

Magnetometers. If the magnetostriction of a given ma-
terial is known as a function of magnetic field, the problem
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Figure 21. Hybrid magnetostrictive/piezoelectric magnetic field
sensors. When a magnetic field is applied to one of these sensors,
the magnetostrictive material strains, which either (a) generates
a voltage across the piezoelectric plate or (b) induces an emf in
a surrounding pick-up coil that can be extracted from the alter-
nating carrier emf produced as the piezoelectric plate resonates.

of measuring the magnetic field reduces to one of measur-
ing length. The length can be measured by a laser inter-
ferometer, optic fiber, strain gauge, capacitor, or another
calibrated material such as a piezoelectric compound. For
example, a very simple design consists of two slabs of mag-
netostrictive and piezoelectric materials bonded together
(Fig. 21a). When a magnetic field is applied to the magne-
tostrictive material, it strains and induces a proportional
voltage in the piezoelectric material. In another version,
shown in Fig. 21b, a magnetometer is realized by bonding
a field-annealed metallic glass ribbon onto a resonating
PZT plate by using a viscous fluid. An alternating voltage
is applied to the PZT plate, which generates a longitudi-
nal stress field. By using proper bonding techniques, the
dynamic stress in the metallic ribbon is congruent with
that in the PZT, and the static component is filtered out
by the viscous fluid. By virtue of the Villari effect, these
dynamic stresses create an oscillating electromotive force
(emf) in the surrounding pick-up coil. When exposed to
low-frequency magnetic fields, a low-frequency emf is gen-
erated in the coil that is extracted from the carrier emf
by conventional phase sensitive detection techniques. The
measured detection limit can reach 6.9 × 10−6 A/m at 1 Hz
(54), which compares with that of fluxgate magnetometers.
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plate

Rigid end
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Figure 22. Magnetostrictive force sensor based on the Villari
effect.

Another type of magnetometer consists of a magneto-
strictive film bonded to an optic fiber. When the sensor is
exposed to magnetic fields, the magnetostrictive material
deforms and induces a deformation in the optic fiber. This
causes changes in the optical path length of laser beams
that pass through the optic fiber and can be detected by an
interferometer (55). Highly sensitive metallic glass ribbons
have been employed in devices so designed that yield quasi-
static resolutions from 1.6 × 10−3−8.0 × 10−3 A/m (56). Fi-
nally, a diode laser interferometer has been used to detect
changes in the length of a Terfenol-D rod that are produced
when a magnetic field is applied (57). A maximum sensitiv-
ity of 160×10−6 A/m was achieved, although certain non-
linear dependences were observed that make it critical to
operate the sensor within its optimum mechanical preload
range.

Force Sensors. By employing the Villari effect, it is pos-
sible to realize a simple and rugged force sensor from
either crystal or amorphous magnetostrictive materials.
The magnetostrictive attribute that provides the operat-
ing principle for such a sensor is the dependence of magne-
tization on the state of stress in a material. To illustrate,
the design in Fig. 22 consists of two magnetostrictive ele-
ments, one surrounded by an excitation coil and the other
surrounded by a pick-up coil, and two rigid end plates. In
one mode of operation, an ac voltage is applied to the ex-
citation coil that generates a magnetic flux in the sensor
and a corresponding voltage in the sensing coil. As a force
is applied, the magnetostriction in the elements produces
a change in the magnetic flux that is detected as a pro-
portional voltage change in the pick-up coil. In a second
mode of operation at constant flux, the excitation voltage
is allowed to change to maintain a constant pick-up coil
output voltage. The change in excitation voltage is then
related to the change in the applied force. Compared to
conventional force sensors such as those based on strain
gauges, this sensor is simpler, more rugged, and requires
simpler electronics. A similar Villari effect sensor based on
amorphous ribbons has been discussed in (58). Numerous
other designs have been discussed or patented, including
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percussion sensors, pressure sensors, and force sensors
based on magnetoelastic strain gauges. The reader is di-
rected to (2) for further details and references.

Transducer Models

Fundamental models of the performance of magnetostric-
tive materials used in smart structure systems are
particularly difficult to develop. The difficulty lies in the
coupling between regimes and the strong nonlinear de-
pendence of material behavior on operating conditions
and the hysteresis inherent in the materials. Notwith-
standing, models based on physical principles are neces-
sary to optimize transducer design and control, particu-
larly considering that first-principles models provide the
ability to scale the results in a sense that empirical mod-
els typically do not. These include magnetization models
based on Preisach, Stoner–Wohlfarth, Jiles–Atherton, and
micromagnetic theories, as well as domain rotation and
higher order magnetostrictive models. However, compre-
hensive models for designing and controlling integrated
smart structure systems must address the interaction bet-
ween the magnetostrictive material’s elastic, magnetic,
thermal, and electrical regimes and the dynamics of the
underlying structure. This can include elastic dynamics
and also acoustics attributes. Following is an overview of
models that have been employed to design and control mag-
netostrictive transducers. The reader is directed to the ref-
erences for more comprehensive details on individual mod-
eling techniques.

Piezomagnetic Constitutive Equations. Piezomagnetic
models analogous to those classically employed for piezo-
ceramics can prove useful for low drive level applications
where hysteresis is minimal and behaviors are quasi-
linear. Neglecting thermal effects, the total strain ε of
a magnetostrictive material includes two contributions:
(1) the magnetostriction λ produced by the rotation of
magnetic moments as they align with externally applied
magnetic fields and (2) a purely elastic component ε = s σ

of the kind found in conventional nonmagnetic materi-
als. Analogously, the magnetic induction B consists of
two contributions: (1) a magnetomechanical component
dependent on the stress and (2) the constant-stress
magnetic constitutive law B = µH. From these considera-
tions, the constitutive linearized equations that describe
magnetostriction or piezomagnetism can be written in
differential form, as follows:

�ε = sH �σ + d�H,

�B = d∗ �σ + µσ �H,
(9)

where ε is the total strain in the magnetostrictive material,
sH is the compliance at constant field H, d and d∗ are the
piezomagnetic coefficients, σ is the stress, B is the magnetic
induction, and µσ is the magnetic permeability at constant
stress.

The ratio of fundamental constants k2 = d2 / (sHµσ ) for
this one-dimensional linearized case provides a formu-
lation which has been of value in describing the mag-
netomechanical coupling coefficient k of magnetostrictive

materials. This coupling coefficient provides a measure of
the conversion efficiency between magnetic and mechani-
cal energies. Specifically, the magnetomechanical coupling
coefficient squared represents the fraction of maximum
stored magnetic energy that can be converted into elas-
tic energy or conversely, the fraction of maximum stored
elastic energy that can be converted into magnetic energy.
It has been shown (59) that k can be expressed in terms of
suitable internal energies,

k = Ume√
Ue Um

,

in which Ume = (1/2) H d∗ σ is the magnetic energy due
to elastic energy, Ue = (1/2) s σ 2 is the elastic internal en-
ergy and Um = (1/2) µ H2 is the magnetic internal energy.
Note that these expressions for k are based on the intrin-
sic assumption of piezomagnetic reciprocity, that is, d = d∗

and Ume = Uem = (1/2) d H σ . In that sense, these expres-
sions must be employed strictly within the linear operating
regimes in which the reciprocity assumption is sufficiently
accurate. Typical values of the coupling constant are pro-
vided in Table 1. Further details can be found in (1,8).

The piezomagnetic model given by Eq. (9) has been aug-
mented by adding saturation phenomena, temperature de-
pendences, and the quadratic relationship between the
magnetization and free strains given by Eq. (8). This higher
order anhysteretic model has been described elsewhere (4).
Like the original formulation from which it derives, this
augmented model has the advantage of simplicity in ad-
dition to adding certain nonlinear features. In this model,
however, complete nonlinear phenomena or hysteretic ef-
fects can be addressed only by using complex model pa-
rameters. Furthermore, this model addresses material
attributes primarily but disregards important transducer
effects such as the electrical and dynamic regimes. These
effects have been addressed to some degree by coupling the
piezomagnetic equations (9) with transducer models such
as the linearized canonical equations for electromechanical
transducers,

V = Ze I + Tem v,

F = Tme I + zm v, (10)

that describe the behavior of a “black box” analog of a trans-
ducer system that consists of two coupled electrical and me-
chanical regimes (60,61). In these equations and Fig. 23,
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Figure 23. Schematic representation of an electromechanical
transducer.
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V and I are the voltage and current in the coil, Ze is the
blocked electrical impedance (electrical impedance that is
observed when the mechanical system is prevented from
moving), F and v are force and velocity on the mechan-
ical side, zm is the mechanical impedance, and Tem and
Tme represent transduction coefficients that describe the
electromechanical coupling. Although this model is phe-
nomenological, certain loss mechanisms based on physical
effects such as eddy currents have also been incorpo-
rated (1).

Magnetization Models. Magnetization plays a funda-
mental role in both the magnetostriction that arises from
the rotation of magnetic moments (actuator mode) and
the change in magnetic anisotropy that occurs when the
material strains (sensor mode). From a modeling perspec-
tive, the hysteretic phenomena that arise as magnetic mo-
ments rotate in response to magnetic fields, stresses, or
thermal energy are often the primary magnetization at-
tribute that needs to be quantified. Models for magneti-
zation hysteresis in ferromagnetic materials range from
micromechanical models to phenomenological characteri-
zations. Micromechanical models (28,62) describe the cou-
pled magnetoelastic interactions through first-principles
formulations that involve the elasticity, thermodynamics,
and the electromagnetic energy states. This can lead to
highly accurate results at the magnetic domain level, but
the large number of parameters required currently pro-
hibits implementing micromechanical models at the sys-
tem level. The Preisach model has been extensively used to
characterize the magnetization of ferromagnetic materials,
and more recently of magnetostrictive materials as well
(63–66). This model approximates the multivalued hys-
teretic map by employing a parallel collection of operators.
This method has the advantage of intrinsic generality, but
typically it requires identifying a large number of nonphys-
ical parameters, and it does not employ or provide insights
regarding the dynamics of the system. One advantage of
this method is that the Preisach operator can be inverted
to facilitate linear control design. Domain rotation mod-
els include the classical anisotropic formulation of Stoner
and Wohlfarth (18) and later extensions to include cubic
anisotropies (67) and compressive loading effects (19). A
more complete generalization includes anisotropy, magne-
toelastic, and field energies in all three spatial directions
(20). Although model results agree well with measured
data, identifying the fractional occupancies that define the
participation of different easy axes in the total magneti-
zation is rather complex. The domain wall theory of Jiles
and Atherton has provided accurate results in ferromag-
netic (68), magnetostrictive (30,69), and ferroelectric (70–
72) materials. This model is constructed from a thermody-
namic difference between the magnetic energy available
to magnetize a material and the energy lost as domain
walls attach to and detach from inclusions or pinning sites
in the material. This yields a set of differential equations
that depend on five physical parameters which quantify re-
versible, irreversible, and total magnetization changes. In
the limit when domain wall pinning goes to zero, the Jiles–
Atherton model reduces to Langevin’s anhysteretic func-
tion, although alternative anhysteretic models that employ

the Isin spin relation have been studied (72). Finally, the
Jiles–Atherton model has been employed in combination
with Eq. (8) to map the H–λ constitutive relationship (24),
and later with dynamical transducer effects to provide a
set of reciprocal constitutive relationships among H, M, ε,
and σ (30,69). This modeling approach has proven useful
in inverse compensation designs (73), characterization of
collocated actuation and sensing in transducers (74), and
quantification of the �E effect in magnetostrictive materi-
als (75).

CONCLUDING REMARKS

Magnetostrictive materials are a class of smart materials
that can convert energy between the magnetic and elastic
states. The phenomenon of magnetostriction is ultimately
due to the coupling between magnetic moment orientation
and interatomic spacing, or magnetomechanical coupling.
This type of coupling provides a mechanism for bidirec-
tional conversion of energy between magnetic and elastic
regimes which is attractive for actuator and sensor systems
because it does not degrade in time and it provides almost
immediate response. Newer materials such as Terfenol-D
or amorphous metallic ribbons exhibit a unique combi-
nation of high forces, strains, energy densities, operating
bandwidths, and coupling coefficients that justify their use
in an ever-increasing number of applications ranging from
micropositioners to vibration control systems for heavy
machinery. The excellent performance of magnetostrictive
materials is sometimes obscured by the large magnetic
hysteresis losses and substantial nonlinear effects exhib-
ited by these materials when operated at the high regimes
in which their attributes become more prominent. In this
sense, realizing the full potential of magnetostrictive ma-
terials presents rigorous engineering challenges in a way
that other less capable smart materials do not. However,
as evidenced by the increasing number of patented devices
based on magnetostrictive principles, designers continue
to overcome these challenges and make advances in de-
signing, modeling, and controlling magnetostrictive trans-
ducers. Furthermore, clever transducer designs are possi-
ble solely due to the rich performance space that arises
from the otherwise undesirable nonlinear characteristics
of these materials. As material advances continue, it is ex-
pected that magnetostrictive device designers will find new
magnetostrictive solutions for an ever-growing variety of
transducer applications.
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INTRODUCTION

For the past few years, consumer products such as com-
puters, mobile phones, and cameras have drastically de-
creased in size and their functionalities have increased.
In addition, mini-invasive techniques in surgery have led
to a growing need for small, highly reliable components
that can go through arteries or veins. In general, there
are nearly no highly technological products that do not
benefit from miniaturization. However, one cannot sim-
ply scale down electrical or mechanical components from
“macroscale” because physical forces do not scale down
at the same amplitude. Therefore, the efficiency of actu-
ators depends on their size. Consequently, there is a need
for new actuating technologies adapted to the microworld

that can replace usual actuators such as electromagnetic
motors. Among these technologies, smart materials such
as piezoceramics, magnetostrictive, electrostrictive, and
shape-memory materials are of particular interest. This
article describes the use of shape-memory alloys (SMA) for
microengineering applications.

In the first part, a brief description of SMA properties is
given. The second part addresses some usual design princi-
ples. Finally, a literature survey and a concept of monolithic
microdevices concludes the article.

SHAPE-MEMORY ALLOYS (SMA): A SUMMARY
OF THEIR PROPERTIES

Properties of SMA: A Brief Description

Three main functionalities can be associated with the
martensitic transformation: the shape-memory effect, su-
perelasticity, and high damping capability. Special care is
taken to describe the shape-memory effect, which is the
essence of the SMA actuator. For a thorough understand-
ing, the reader may refer to other sections of this ency-
clopedia. General books about SMA material may also be
consulted (1–3).

The shape-memory effect. This happens when a ma-
terial, previously deformed in martensite—the low-
temperature phase—recovers its original shape when
heated up to the austenite—the high-temperature phase.
Figure 1 illustrates the shape-memory effect. The graph
on the left side represents the stability zone for the two
phases in a stress–temperature representation. Accord-
ing to the Clausius–Clapeyron relationship between stress
and temperature, the oblique lines indicate the boundary
between phases and the transition period. The martensitic
transformation occurs across a given range of temperature
(Ms to Mf, from austenite to martensite and As to Af, from
martensite to austenite).

Let us consider an example: a strip that is flat in the
austenite phase, that is, the “memorized shape” (step 1
in Fig. 1). If a stress is applied below the martensite fin-
ish temperature (Mf) and if this stress is higher than the
critical stress to detwin martensite, the variant reorien-
tation occurs, and the strip is deformed in a plasticlike
way (step 2). This means that when the stress is released,
almost all of the deformation remains. When the mate-
rial is heated above Af (step 3), the material transforms to
austenite and recovers its original shape. Repetitive cool-
ing (step 4) does not cause any shape change.

The term “one-way, shape-memory-effect” is often used
to address this effect, because it is a one-time occurrence;
the material keeps its original austenitic shape upon fur-
ther cooling cycles below Mf. Because nonoriented marten-
site is created upon cooling, martensitic structures have
the same specific macroscopic volume as the austenitic
crystal. A plasticlike deformation of martensite (“detwin-
ning”) is required to observe a shape change while heat-
ing up to the austenite. This phenomenon can be well un-
derstood using a one-dimensional phenomenological model
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Figure 1. An example of the one-way shape-memory effect: step-by-step description and represen-
tation in a stress–temperature diagram.

(Fig. 2). This description is considerably simplified, but it
conveys some of the fundamental aspects of the shape-
memory effect.

Two martensitic variants are symbolically represented
by vertical and horizontal rectangles (M1, M2). The mate-
rial is assumed to be free of any internal stress. When there
is no stress (set 1), the martensitic variants are randomly

Set 1:

Martensite variants : M1        , M2      

Set 2:

Set 3:

Set 4:

Stress

Heating

Cooling
Reverse transformation

DeformationOriginal configuration after cooling from the annealing
temperature. {M1}={M2}

A stress is applied : martensitic variants reorient themselves
(« de-twinning ») {M1}>{M2}

The material is heated up to the high-temperature phase (austenite).

The material is cooled down to the low-temperature phase (martensite)
{M1}={M2}.

M1

M2

.

Figure 2. A one-dimensional phenomeno-
logical description of the one-way shape-
memory effect. The twinned martensitic vari-
ant occupies the same specific volume as the
austenitic.

distributed: each variant has the same probability. When
applying a force (set 2), the variants are reoriented to
minimize the stress within the structure. Therefore, the
distribution between thetwo variants is modified. When
heated because the austenite that is symbolically repre-
sented by a square has higher symmetry than martensite,
the two martensitic variants are transformed into the same
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“crystallographic” structure, the so-called parent phase:
whatever the set of martensite variants is (set 1 or set 2,
for instance), the parent shape will be the same. On cooling
(set 4), if no stress is applied, the two martensitic variants
are equally distributed: the macroscopic shape will remain
the same as the austenitic shape. This nonreversibility,
from the point of view of change of shape, is the basis for
understanding the design of shape-memory actuators. As
we see later, all of the design concepts deal with methods
for obtaining a reversible effect.

The Superelastic Effect. This occurs when the marten-
sitic transformation is induced by applying a stress at a
constant temperature. Figure 3 shows a schematic rep-
resentation of the superelastic transformation on stress–
temperature and stress–strain graphs. The material in its
austenitic state is loaded at a constant temperature. The
mechanical transformation is purely elastic until the stress
reaches a critical level where the transformation starts.
At this point, the stress remains constant, and the strain
is still increasing. This region, usually called the stress
“plateau” extends until the strain has reached typically 8%
and even 15% or more for single crystals. When all of the
austenite has been transformed into martensite, another
elastic domain can be observed that corresponds to the
elasticity of the martensite. When unloading, the material
displays hysteresis. It is very important to note that the
stress level of the plateau is temperature-dependent.

Dissipation Mechanism and Damping

Due to a large density of mobile interfaces between marten-
sitic variants and the austenitic matrix during marten-
sitic transformation, the material displays a very efficient
energy dissipation mechanism. Moreover, in martensite,
these alloys have very high damping capacity due to in-
ternal friction of martensitic variants. Unlike other high-
damping metals, the dissipation mechanism in SMAs
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Figure 3. Superelastic behavior: representation on stress–temperature (left) and stress–strain
graphs (right). The hatched zone represents the superelastic window, that is the temperature
window where the material is fully transformed to martensite when loading and where no residual
strain due to incomplete transformation is observed when unloading. Datas displayed on the graph
are for a binary NiTi and a stainless steel.

does not significantly affect other important mechanical
parameters of the material. The high damping capacity of
SMA has been successfully used in composite structures
that have embedded shape-memory fibers (4) as well as in
developing a competition ski (5):

Material Selection (see “Shape Memory Alloy, Types
and Functionalities” in this Encyclopedia
for an in-depth Description)

Among all of the shape-memory alloys, three main types
are commercially available: Ni–Ti–X (where X is an ad-
ditional component such as Cu, Pd, Hf), Cu–Zn–Al, and
Cu–Al–Ni. Ni–Ti alloys are the most interesting for
many reasons: they are ductile (about 30 to 40%), bio-
compatible (binary alloys), and they have high electri-
cal resistivity, which allows efficient actuation by Joule
heating.

To appreciate the mechanical properties of Ni–Ti al-
loys, Table 1 compares Ni–Ti alloys to stainless steels.
Ni–Ti alloys have other useful properties such as high
wear resistance (6) and good corrosion resistance. More-
over, some Ni–Ti alloys have an additional martensitelike
transition: the so-called R-phase transition (1,2). The R-
phase transition appears upon cooling before the marten-
sitic transformation under certain conditions of material
fabrication and processing. This phase has a narrow hys-
teresis (nearly 1.5◦C) and very good thermal cycling stabil-
ity. For these reasons, the R-phase has been used in many
actuator applications. However, the strain is fairly small
(about 1%).

SMA Compared to Other Smart Materials
and Bimorph Structures

Criteria for comparison between smart materials obvi-
ously depend on the application specifications, function-
alities, and technological aspects such as machinability,
miniaturization capability and control properties.
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Table 1. Mechanical Properties of Ni–Ti Compared to Stainless Steela

Ni–Ti Typical Data for a Stainless Steel

Max. reversible Typ. 8% 0.8%
elastic deformation

Mass density 6450 kg.m−3 12.52 slugs.ft−3 7850 kg.m−3 15.2 slugs.ft−3

Young’s modulus (E) M: 28–41 Gpa M: 4–6 × 103 ksi 190–210 GPa 28–30 103 ksi
A: 83 GPa A: 12 × 103 ksi

Shear modulus (G) M: 10–15.5 GPa M: 1.5–2.2 × 103 ksi 75–80 GPa 11–12 103 ksi
A:31 GPa A: 4.5 × 103 ksi

Poisson’s ratio (v) 0.33 0.27–0.30

Yield stressb A: 195–690 MPa A: 28–100 ksi 400–1600c MPa 60–240c ksi
M: 70–140 MPa M: 10–20 ksi

Ultimate stress 895–1900 MPa 130–275 ksi 700–1900∗∗ MPa 100–270∗∗ ksi

Coefficient of A: 11 × 10−6/◦C A: 6.11 × 10−6/◦F 8–10 10−6/◦C 4.5–5.5 10−6/◦F
thermal expansion M: 6.6 × 10−6/◦C M: 3.67 × 10−6/◦F

aThe data or Ni–Ti, are taken from (2,7). The data for stainless steel are taken from (8). “A” refers to austenite and “M”
refers to martensite.
bThe yield stress for the SMA is not really a yield stress but rather a critical stress to induce martensite when in the
austenitic state and a critical stress to reorient martensitic variants when in the martensitic state.
cThese values apply typically to a spring steel.

However, comparing several physical properties of dif-
ferent smart materials allows a quick assessment of some
of the major advantages and drawbacks of shape-memory
materials (Table 2). The energy density of SMA is the high-
est. However, the bandwidth is rather small compared to
magnetostrictive and piezoelectric material, for instance.
Considering the working mode, SMA can be loaded in bend-
ing, torsion, tension, and compression. Unlike bimorph
actuators or conducting polymers where the bending re-
sponse is a consequence of the actuator structure, the
stress/strain response will depend on the direction of the
applied strain. Piezoelectric and giant magnetostrictive
also have different working modes that will correlate with
polarization and the applied field. Conducting polymers
can achieve higher strain than SMA materials. However,
Young’s modulus of conducting polymers is rather low com-
pared to SMA.

Table 2. Comparison Between SMA and Other Smart Materials and Bimorph Actuators

Conducting
Giant Polymers Bimorph

SMA Piezoelectric Magnetostrictive (11) Actuators

Physical phenomenon Martensitic Piezoelectricity Magnetostriction Electrochemical Differential thermal
transformation doping expansion coefficient

Actuation principle Thermal Electrical field Magnetic field Voltage Thermal

Energy ∼106 to 107 ∼102 (PZT) ∼104–105 ∼103 ∼105 (Ni / Si) (10)
density (J m−3) ∼103 (PMN) (9) (Terfenol D) (9)

Bandwidth Lowa (102 Hz) High (100 kHz) High (100 kHz) High (10 kHz) Lowa (102Hz)
(order of magintude)

Working mode Bending, torsion, Depends on the Depends on the Electrolyte Bending
tension, compression electrical field magnetic field storage scheme

direction direction

Typical 1–8%b 0.12–0.15% 0.58–0.81% >10% ∼5, 23 10−4%/C
strain

aStrongly size and shape dependent.
bDepends on the lifetime specification. For single crystals, the maximum strain can increase up to 15%.

DESIGNING SMA ACTUATORS: GENERAL PRINCIPLES

Introduction

Now, it is clear that SMAs have some very interesting pro-
perties that can be used for actuating. Their unique behav-
ior requires some appropriate design principles based on
material properties.

Because the shape-memory effect is a one-time occur-
rence, it is not sufficient to create a reversible actuator. To
bypass this intrinsic property, two main strategies can be
pointed out:

� The first is to find a way to make the material re-
versible by itself without any external “help.” This re-
quires thermomechanical treatment or specific man-
ufacturing processes.
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� The second consists of using an additional element,
usually called a biasing element, which will be used
as a buffer to provide the required energy to reori-
ent the martensite upon cooling and thus “reset” the
actuator.

Another important thing to notice is the complexity of the
thermomechanical behavior of these alloys: they have non-
linear, dissipative, and temperature-dependent mechani-
cal behavior. Therefore, usual design methods based on
linear mechanics of structure, for instance, Castigliano’s
theorem and the superposition principle, are valid only in
the elastic domain of the mechanical characteristic. Nev-
ertheless, the isothermal behavior can be simulated rea-
sonably accurately by using an elastoplastic model. In ad-
dition, several models, which consider thermomechanical
coupling, have also been proposed in the literature [see, for
instance, (12–14)].

Study of Some Loading Modes

The shape-memory effect can be used in any direction of
space. This means that an SMA actuator can work under
tensile–compressive stress, bending load, torsion load, or
any combined mode. This kind of isotropy greatly enhances
the design capabilities of these materials. The trade-off be-
tween one loading mode and another can be done, depend-
ing on actuator specification such as stroke, force, volume,
efficiency, etc.

In the next section, we examine briefly some usual load-
ing modes. A simple way to convey isothermal mechanical
behavior is to consider elastoplasticlike behavior, such as
that shown in Fig. 4.

This kind of approximation can be used for a superelas-
tic curve as well as a martensitic curve. In the martensitic
case, the critical stress will refer to that required to induce
a reorientation of martensitic variants, above Af, and the
critical stress will refer to the plateau’s stress.

Tension. This is the simplest loading mode; the ma-
terial is axially loaded. The normal stress is uniformly
distributed within the material. The force is directly

Strain

Stress

Loading from austenite

Loading from martensite

σ

ε

σA>M

Ea
Ea

Em

σM>A

σr

Figure 4. Isothermal elastoplastic model of the SMA mechanical
characteristics.

h

h/
2 z r

b

M

M

Z
+σr

−σr

X

Transformed region

Elastic region

b

Figure 5. Pure bending loading mode.

proportional to the normal stress. In term of efficiency of
energy transformation, this is the optimal mode because all
of the material contributes to the transformation. Nonethe-
less, the motion range is very small.

Bending. Stress distribution in the bending mode is not
constant across the material. Figure 5 shows a cantilever
subjected to bending deformation. The outer part of the
material is in tension and the inner part is in compres-
sion. The strain on the neutral fiber is equal to zero, and
in a first approximation, the position of the neutral fiber
can be mixed with the center of gravity. To characterize
the stress distribution, the deformation process during
loading can be divided into periods of different deforma-
tion mechanisms (8,15) (see Fig. 5). The first period is deter-
mined by pure linear-elastic deformation behavior until the
stress reaches a critical value corresponding to the begin-
ning of the stress-induced martensitic transformation. The
second period is a combination of elastic deformation and
ideal-plastic deformation. In a first approximation, the be-
havior upon loading can be approximated by elastoplas-
ticlike behavior. In this case, the tensile behavior, it is
assumed, is the same as compressive behavior. However,
Liu et al. (16) showed that this assumption is not true for
Ni–Ti alloys: there is no real “plateau” in compression but
rather a decrease of the slope of the stress–strain curve.
Therefore, Eq. (1) is a rough approximation. The accu-
racy of this model can be enhanced by adding a strain
hardening condition. Let σR be the critical stress to in-
duce a reorientation of the martensite, where a cantilever
beam of thickness h and width b is considered. Let R
be the radius of curvature and z the relative thickness
measured from the neutral line which, in a first approx-
imation, can be considered the center of the strip. The
strain is a function of z and is equal to z/R. If it is as-
sumed that the cantilever is in the austenitic state, the
stress within a section of a cantilever beam can be ex-
pressed by

σ (z) =
{

E
z
R

z ≤ zR

σR z > zR

,
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where

−h
2

≤ z ≤ h
2

, (1)

where zR is the boundary between the elastic and the trans-
formed zones.
Therefore, the bending moment can be written

M =
∫
A

zσ (z)dA = 2
3

Ebz3
R

R
+ bσR

(
h2

4
− z2

R

)
. (2)

The first term of the bending moment expresses the elastic
contribution, and the second term denotes the plasticlike
mechanical behavior of the transformed region.

Assuming zR = σRR/E, the bending moment can be
written as a function of the radius of curvature:

M(R) =




bh2

4
σR − bσ 3

RR2

3E2
, R ≤ Eh

2σR

bh3

12
E
R

, R >
Eh
2σR

. (3)

Torsion. As in bending, the stress distribution is not uni-
form (see Fig. 6). Consider a wire to which a pure torsion
moment is applied: the middle of the wire remains in the
elastic region, and the first transformed region is on the
edge. Let Mt be the torsional moment, τ the shear stress,
G the shear modulus, r the radius along the cross section
of the wire, R the wire radius, and θ the twist angle per
unit length.
Assuming elastoplastic behavior, the shear stress is

τ =
{

Grθ, 0 ≤ r ≤ rT

τR, rT < r ≤ R
, (4)

where τR is the transition between the elastic region and
the transformed region. The torsional moment � is:

� =
∫
A

τrdA = 2π

R∫
0

τr2dr

= 2π


 rT∫

0

(Grθ )r2dr +
R∫

rT

τrr2dr


.

(5)

T

T
R

Stress

Transformed region

Elastic region

RadiusrT

τR

τ

Figure 6. Loading mode in pure torsion.

The first integral expresses the elastic contribution, and
the second expresses the contribution of the transformed
region. Thus, the torsional moment can be written as a
function of the twist angle ϕ:

�(ϕ) =




πr4

2
Gϕ

L
, ϕ ≤ τRL

GR

2π

(
τR

R3

3
− 1

12
L3τ 4

R

G3ϕ3

)
, ϕ >

τRL
GR

,

(6)

where L is the length of wire.

Application Example: Equation of a SMA Helical Spring.
Let us consider a spring whose outer radius is ρ, wire
radius is R, and has n coils. Considering the expression of
torsion from (Eq. 6), the moment becomes

�t = P
ρ

2
=




πr4

2
Gϕ

L
, ϕ ≤ τRL

GR

2π

(
τR

R3

3
− 1

12
L3τ 4

R

G3ϕ3

)
, ϕ >

τRL
GR

.

(7)

The deflection can be expressed by

δ = ρLϕ = 2πnρ2ϕ. (8)

Substituting Eq. (8) for ϕ in Eq. (7), we find the equation
for an SMA helical spring:

P =




Gr4

4nρ3
δ δ < δe

2πτpr3

3ρ

[
1 − 2

(
πnτpρ

2

Gδr

)3
]

δ ≥ δe,

where

δe = ρτp

GR
. (9)

Tobushi and Tanaka (17) showed that this method pro-
vides reasonably accurate results in analyzing a SMA he-
lical spring.

Creating a Reversible Actuator: The External Way

Several studies, for instance, Hirose et al. (18), Waram (1),
and Liang and Rogers (13), have been conducted to give
basic principles for SMA actuator design. This section gives
an overview of these basic design principles.

Constant Force Loading and Transformation under Cons-
traint. The simplest actuator is one working under con-
stant force loading or deadweight (Fig. 7). The stroke
is given by the intersection between austenitic and
martensitic mechanical characteristics and the straight
line corresponding to the force level. If the actuator is
mechanically constrained during the transformation to the
high-temperature phase, recovery stresses are generated
at a constant stress rate (2) until the stress reaches the
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Figure 7. Constant force loading of a SMA
actuator. A*f and M*f are the end-of-transfor-
mation temperatures for a given load P.

P

Austenite
(T > A∗f)

Austenite (T > A∗ f)

Martensite (T< M
∗ f)

Martensite
(T< M∗f)

P δ

δ

F
or

ce

P

Displacement

yield strength of the material. Using the constrained recov-
ery property, one can design a fixture that has a grasping
force nearly independent of the tolerances of the grasped
object. In addition, the stress is well defined. A detailed and
clever presentation of constrained recovery can be found in
Duerig and Proft (1).

Figure 8 illustrates this phenomenon: for a stainless
steel fixture, the applied force will be variable depending
on the stiffness of the fixture and the tolerances of the
object. However for SMA fixtures that have at least 1.5%
of unresolved recovery, the force remains nearly constant
whatever the object’s tolerances are.

Spring-Biased Actuator (“Pullback Spring Design”). In this
configuration, a passive mechanical element is used to ap-
ply a force on the SMA element. This mechanical element
or “bias spring” has a known elastic characteristic.

Figure 9 illustrates the principle of this actuator. The
SMA element and the bias spring are symbolically repre-
sented by two helical springs attached together. The out-
put of the mechanism is symbolically represented by a
black rectangle. It is clear that this concept is general and

A
pp

lie
d 

fo
rc

e

F0 ± ∆F

F0 ± ∆F

F0 ± ∆F

δ0 ± ∆δ/2 δ0 ± ∆δ/2 Displacement

∆δ
δ0

Stainless steel

Shape memory alloys

Fixation

Figure 8. Illustration of the constant clamping force obtained
using the constrained-recovery property of an SMA material.

applies for any kind of SMA design and bias spring chara-
cteristics. During the assembly process, the SMA is de-
formed and prestressed in its martensitic phase (distance
OO’ in Fig. 9). When the SMA element is heated up to the
austenitic temperature, the material tries to recover its
original shape and thus generates a recovery force. This
force pulls the bias spring which stores some elastic energy.
When cooling, the reverse transformation occurs resulting
in a change in the mechanical characteristics within the
SMA (a decrease in Young’s modulus and nucleation of
martensitic variants). Thus, the elastic energy stored by
the bias spring is released and induces the reorientation of
martensitic variants resulting in macroscopic deformation
of the SMA element. The two equilibrium points (A and B)
can be found by using the corresponding isothermal load-
ing curves of the SMA element.

Antagonistic or “Push-Pull Design”. The push-pull actua-
tor consists of two SMA elements that move in opposite di-
rections. A design is shown on the left side of Fig. 10. In this
example, it is assumed that the two SMA springs are iden-
tical. The motion reference is taken between the two SMA
actuators. As for the spring-biased actuator, the structure
is prestressed to deform each SMA element in martensite.
The principle is to heat up one actuator at a time. The
heated element pulls the mobile part in its direction and
deforms its counterpart. Inverting the actuation between
the heated SMA element and the cool element has the re-
verse motion. The graph on the right side of Fig. 10 repre-
sents the mechanical characteristics of the two actuators:
the intersection between the martensitic characteristic of
one of the actuators and the austenitic characteristic of the
other gives the two extreme positions of the linear stage.
Between these two points, different paths are available, de-
pending on heating/cooling strategy. For example, one can
choose to supply one actuator at a time or to modulate the
power applied to the two actuators at the same time: the
dynamic behavior will be different.

Creating a Reversible Actuator: The Internal Way

The Two-Way Shape-Memory Effect (Induced by a Training
Process). The “two-way” shape-memory effect (TWSME)
(1,2,19), in contrast with the “one-way” shape-memory
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Figure 9. Design characteristics of a SMA actuator
working against a bias spring. K denotes the stiff-
ness of the bias spring. A∗

f and M∗
f are the end-of-

transformation temperatures for a given prestrain
length (OO′) and stiffness K.

effect, is reversible. This means that the material “mem-
orizes” a shape when cooling, resulting in a spontaneous
shape change without any external stress. However, this
effect is not intrinsic to the alloy properties: as mentioned
by Perkins and Hogdson in (1), this is “learned” behav-
ior. In other words, the material must be subjected to spe-
cial thermomechanical treatments to exhibit this strange
effect. The term “training process” is often used to de-
scribe these processes. The TWSME can be explained by
the presence of internal stress that results from the train-
ing process and creates a given distribution of martensitic
variants upon cooling. In the opposite of the one-way ef-
fect, the TWSME, preferred oriented martensitic variants
are created. The TWSME usually has strain amplitude be-
tween 1 and 2%. However, the force generated when heat-
ing is much larger than when cooling. This drawback limits
the TWSME to specific applications. In the next sections,
other methods, that have a reversible effect, are presented.
Nevertheless, for better understanding, the term TWSME
is reserved throughout this article to the reversible motion
induced by training processes.

All-Round Effect [20]. This effect has been observed in
Ni-rich Ti–Ni alloys (Ni content > 50.6 at%) (Fig. 11):
a flat strip is annealed under constraint into a round
shape at a temperature where formation of precipitates
is possible (typically above 673 K). After this heat treat-
ment, the specimen has a ring shape in austenite and an

{

δ

δA B O O′
O′

Prestrain length

X O

A
B

Displacement

F
or

ceAustenite
(T > A∗f)

Austenite
(T > A∗f)

Martensite
(T< M∗f)

Martensite
(T< M∗f)

Austenite
(T > A∗f)

Martensite
(T< M∗f)

Figure 10. Characteristics of an antagonistic design of
SMA actuators. A∗

f and M∗
f are the end-of-transformation

temperatures for a given prestrain (OO′) and mechanical
characteristic of an SMA actuator.

opposite ring shape in martensite so that the inner part of
the ring becomes the outer part and vice versa. Kainuma
et al. (20) described the mechanism of this phenomenon:
oriented precipitates are created within the structure. Un-
der compression, these precipitates have a given orien-
tation, which is perpendicular to the orientation of the
precipitates formed in tension. When the specimen is an-
nealed in a round shape, the inner part of the strip is in
compression, and the outer part is in tension, resulting
in two different groups of oriented precipitates that are
perpendicular to each other. When cooling, due to the in-
ternal stress induced by precipitates, preferred oriented
martensite variants appear, leading to the opposite round
shape.

Irradiation. Neutron irradiation can suppress marten-
sitic transformations in Ti–Ni alloys (21). By controlling
this effect, one can create a cantilever beam, for example,
half of whose thickness is irradiated, and the other half is
unaffected. The lattice in the irradiated zone has been al-
tered and does not exhibit any martensitic transformation.
Using the irradiated part as the biasing element and the
unaffected zone as the actuator allows creating a reversible
motion. In a certain way, a bimorphlike structure is cre-
ated, and the resulting motion is a bending motion (21).

Special Production Methods. Some fabrication processes
can create reversible effects in SMA. For instance, melt
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(Tensile stress side)

(Compressive stress side)

Austenite to
R-phase transf.

R-phase to
martensite phase
transformation

Figure 11. Mechanism of the all-round shape-memory effect [af-
ter Kainuma et al. (20)].

spinning produces an intrinsic reversible effect under cer-
tain conditions (22). Another example is the fabrication
process of Ni–Ti shape-memory films developed by Lehnert
et al. (23). The method consists of successively depositing
pure layers of Ni and Ti ranging from 10 to 20 nm thick.
The heat process allows interdiffusion of Ni and Ti and sub-
sequent crystallization. This process leads to an intrinsic
two-way effect resulting in a bending motion.

Outlook for Reversible SMA Actuators

SMAs actuators can be divided into two categories, depend-
ing on the method used to produce the reversible effect
(Fig. 12). The first, called monolithic, refers to methods
for which no external elements are used to produce the
reversible effect, and the second, called multiparts or
mechanism, refers to a reversible effect obtained by adding
a second element. The subclass “smart design” denotes the
use of design strategies to obtain a reversible motion within
a single piece of material. These design methods are pre-
sented later.

Thermal Response of SMA Actuators

Time response is the well-known limitation of shape-
memory alloys. Because the actuation method is thermal,

only a limited bandwidth can be achieved. However, as
the mass decreases, scaling down SMA actuators increases
their time response. Table 3 shows the thermal and related
properties of Ni–Ti alloy compared to pure copper.

Modeling heat transfer within an SMA can be a tough
job if all effects are considered. However, using a few
assumptions, the transient response can be evaluated
reasonably accurately. One of the basic assumptions is to
use the lumped capacitance method. In this method, the
solid, it is assumed, is spatially uniform at any instant
during the transient process. In other words, the tempera-
ture gradient within the solid is negligible, and the thermal
equilibrium equation can be written as follows:

ρVc
dT
dt

= Qh − (Qconduction + Qconvection + Qradiation), (10)

where ρ is the material density, V the volume, c the specific
heat, T the temperature, and Qh denotes the heat source.
Considering the usual working temperature of SMA actua-
tors and an application at ground level, the loss by radia-
tion can be neglected (Qradiation = 0). Convection is sim-
ply expressed by hA(T − T∞), and the conduction heat loss
should be evaluated depending on the application.
Then, the transient response can be expressed as

T(t) =

T∞ + Q

hA
[1 − e−τ t] (heating)

,
T∞ + (T0 − T∞)e−τ t (cooling)

(11)

where T∞ is the temperature of the surrounding medium,
T0 the initial temperature, A the area of the material, V the
volume, h the convection coefficient, and Q describes the
uniform heat medium. The time constant τ is simply τ =
ρVc/hA, where ρ is the density and c the specific heat.
For electrical heating, which is the most common way to
provide heat to an SMA actuator, Q is equal to I2 R, where
I is the current through the material and R is the electrical
resistance.
Using Eq. (11), the heating and cooling time can be ex-
pressed by

t =




ρVc
hA

ln

(
T − T∞
T0 − T∞

)
(cooling)

ρVc
hA

ln

[
(T − T∞) − Q

hA

(T0 − T∞) − Q
hA

]
. (heating)

(12)

However, this simple approach does not consider the re-
lease and absorption of internal latent heat due to the
phase transformation. Therefore, using Eq. (12), the time
response is always underestimated. To include the effect
of latent heat, a method used is based on a temperature-
dependent specific heat. For instance, Brailovski et al.
(24) considered a polynomial approximation of the specific
heat during the transformation, where the polynomial’s
coefficients are determined by using differential scanning
calorimeter (DSC) measurements. The delay introduced by
the phase transformation is often negligible in heating. It
is also interesting to note that the latent heat depends on



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-M-drv January 12, 2002 1:4

MICROROBOTICS, MICRODEVICES BASED ON SHAPE-MEMORY ALLOYS 629

Reversible actuator

Monolithic
M

el
t-

sp
in

in
g

M
ul

ti-
la

ye
rs

 th
in

 fi
lm

s

O
th

er
 p

ro
ce

ss
es

T
w

o-
w

ay
 s

ha
pe

 m
em

or
y 

ef
fe

ct
ob

ta
in

ed
 b

y 
tr

ai
ni

ng
 p

ro
ce

ss
es

.

T
w

o-
w

ay
 s

ha
pe

 m
em

or
y 

ef
fe

ct
 o

bt
ai

ne
d

by
 p

re
ci

pi
ta

te
 (

A
ll-

ro
un

d 
ef

fe
ct

)

Ir
ra

di
at

io
n 

(n
eu

tr
on

s,
 io

ns
, e

le
ct

ro
ns

)

Lo
ca

l h
ar

de
ni

ng

Lo
ca

l h
ar

de
ni

ng

Lo
ca

l a
nn

ea
lin

g 
/ L

as
er

 a
nn

ea
lin

g

Lo
ca

l t
ra

ns
fo

rm
at

io
n

A
nt

ag
on

is
tic

 d
es

ig
n

“D
ea

d 
w

ei
gh

t”
 a

ct
ua

to
r

A
nt

ag
on

is
tic

 d
es

ig
n

A
ct

ua
to

r 
w

ith
 b

ia
s 

sp
rin

g

C
om

po
si

te
s 

m
at

er
ia

ls

S
m

ar
t d

es
ig

n M
ec

an
is

m

T
he

rm
o-

m
ec

ha
ni

ca
l t

re
at

m
en

ts

F
ab

ric
at

io
n 

pr
oc

es
se

s

Figure 12. SMA reversible actuators: an outlook on the known methods for producing reversible
motion.

Table 3. Thermal Properties of SMA vs. Copper at 300 K

Ti–Ni Copper (pure)

Density
6450 kg·m−3

(12.52 slugs/ft3)
8933 kg·m−3

(17.34 slugs/ft3)

A: 18 W/m K
(10.4 BTU/ft h◦F)

Thermal conductivity
401 W/mK
(231.67 BTU /ft h◦F)

M:8.6 W/m K
(5.0 BTU/ft h◦F)

Specific Heat (cp)
836 J/kg K
(0.20 BTU/lb◦F)

385 J/kg K
(0.09 BTU/lb ◦F)

the applied stress and the material. The higher the stress,
the smaller the latent heat. Of course, this stress also af-
fects the fatigue performance of the actuator.

Fatigue

An actuator working at a strain level of 8% obviously
does not have the same lifetime as an actuator working
at a strain level of 2%. Therefore, fatigue specifications
contribute to establishing the design parameters of the
actuator.

Many parameters make fatigue analysis complex. Al-
loy composition, loading speed, heat treatment, amount of
cold-work, etc. are some of the relevant parameters that
need to be considered. A method based on factorial analysis
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Table 4. Fatigue Properties as a Function of Strain
and Stressa

Maximum Stress
Number of Cycles Typical Strain (%) [MPa (ksi)]

1 8 500 (72.57)
100 4 275 (39.91)

10000 2 140 (20.32)
+100000 1 70 (10.16)

a Ref. 26.

was proposed by Morgan (25) to determine critical param-
eters involved in fatigue. Moreover, as Van Humbeeck and
Stalmans suggested in (2), three different types of fatigue
have to be considered:

� failure by fracture due to stress or strain cycling at
constant temperature

� changes in physical, mechanical and functional
properties, for instance, the two-way, shape-memory
effect.

� degradation of the shape-memory effect due to stress,
strain, or temperature cycling in the transformation
region

Considering all of these aspects, it is difficult to give some
general rules. However, some recommendations are made
about the maximum strain versus the number of cycles
(Table 4).

For binary Ni–Ti, long cycle lifetimes higher than
1,000,000 have been obtained using the R-phase transfor-
mation, which, it is known, is very stable (1,2).

Figure 13. Micromechanisms: a definition as
a function of dimensions and resolution of
motion.
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SHAPE-MEMORY ALLOYS FOR MICROAPPLICATIONS

Introduction

In the previous sections, some basic design rules were
briefly introduced. These rules fit quite well with conven-
tional size actuators such as devices that can be assembled
where frictional and adhesive forces do not interfere with
the functionalities of the device. What happens if we de-
crease the size of components? How reliable are the afore-
mentioned design methods?

As Richard Feynman mentioned about miniaturization
in his visionary and famous talk “There’s Plenty of Room
at the Bottom” (27): “the electrical equipment won’t simply
be scaled down; it has to be redesigned.” Let us focus now
on the use of shape-memory alloys in microengineering.

Microrobotics and Microdevices

We usually speak of microdevices when the resolution of
the motion and the dimensions of the parts are smaller
than the precision and dimension usually achievable
in a workshop. In a resolution-of-motion versus size-of-
components representation, microrobotics is typically lo-
cated in a region defined by resolutions ranging from
10 microns (about 4 × 10−4 inch) to 1 nanometer (about 4 ×
10−8 inch) and dimensions ranging from 10 mm (about 0.4
inch) to 1 micron (about 4 × 10−5 inch). These boundaries
are rather a trend than a definition. Figure 13 schema-
tically illustrates this idea and some well-known mecha-
nisms are presented.

Micro-devices, which integrate other functions such
as controlling integrated circuits, are usually called “mi-
croelectromechanical systems” (MEMS). The MEMS are
also often associated with silicon-based technologies and
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Figure 14. An illustration of the scaling effect
on cube: ratio between electrostatic force and
gravitational force as a function of cube dimen-
sion.

processing. However, according to the definition, MEMS
should not be restricted to these special processes.
Therefore, as a clever definition, the term “microdevices” is
used throughout this article, rather than MEMS, to qualify
small mechanisms, integrated or not.

Scaling Effect

We have all tried to manipulate small objects in our child-
hood and found that they stick very well to our fingers! This
means that the relevant force is not gravity but rather ad-
hesive forces. For instance, electrostatic or surface tension
forces cannot be neglected when considering manipulation
on a millimeter scale. This idea is briefly illustrated in
Fig. 14 where the ratio between electrostatic force and
gravitational force for a small cube is plotted as a function
of the cube’s dimensions.

These scaling effects drastically modify our perception
of the microworld and a lot of things have to be redesigned
to adapt to “this new world.” New actuators and new me-
chanical components have to be created. SMA is certainly
one of the most interesting candidates in this fascinating
field of research as actuators and also as high strain flexi-
ble structures, as shown later.

SMA as a Smart Material for Microrobotics

The shape-memory effect in combination with an appro-
priate design or treatment can be used for microactuators
as well as for microfastening devices. For instance, super-
elasticity can provide an efficient method for enhancing
the stroke of flexural hinges. In the previous section, SMA
materials were compared to other candidates for small ap-
plications. In addition to some of the advantages already
described, several interesting properties, relevant to mi-
croengineering applications, can be mentioned:

� As mentioned before, SMAs have the highest
power/weight ratio among all known actuators in
microengineering. Applications that require force pro-
duction can be very compact.

� SMAs offer solid-state actuation and thus do not pro-
duce any dust. They are suitable for clean room con-
ditions.

� The resistivity of the material (similar to stainless
steel) is low, which allows efficient Joule heating. Low
voltage and simple electronics can be used to power
SMA actuators.

� Ni–Ti is compatible with MEMS processes.

However, a few drawbacks need to be considered care-
fully, such as their thermal activation, which limits the
bandwidth. For fast applications, an SMA cannot compete
with electrically or magnetically field driven actuators. The
actuator efficiency is also very poor (typically a few %),
which often excludes SMA microactuators from applica-
tions whose power consumption is very low. For example,
the power consumption of a watch motor is typically a few
picowatts!

Micromachining and Fabrication of SMA Microdevices

Silicon-Based MEMS: Fabrication Processes (28,29). Sili-
con technologies and related processes were major break-
through in microelectronics as well as in sensors, actua-
tors, and microsystems. Silicon based processes provide
a unique method for large-scale production and minia-
turization in the development of microactuators. These
production methods are massively parallel and allow batch
processing. However, these fabrication processes have a
few limitations:

� Silicon microstructuring technologies are planar.
� The technological investment is very high.
� These methods are usually confined to structures of

limited aspect ratios.

Ni–Ti and Ni–Ti–X (where X = Cu, Hf, Pd) alloys can be
deposited on various substrates such as silicon, silicondiox-
ide (SiO2) or titanium. However, the Si substrate is usu-
ally avoided because of the possible formation of silicide
(SiNi) during crystallization of Ni–Ti thin films. The most
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Table 5. HF/HNO3/H2O Etching of a Ni–Ti Thin Film Deposited
on a Si Substratea

HF (46%): HNO3 (61%): H2O Si Etching Ratea Ni–Ti Etching Ratea

Etchant Composition (nm/s) (nm/s) Etch Factor

1:1:0 730 180 0.1
1:1:2 1.3 50 0.45
1:1:4 <1.3 30 0.55

a Ref. 32.
b(1 nm = 4 × 10−8 in).

common process for producing Ti–Ni thin films is depo-
sition by dc or RF magnetron sputtering. An in-depth de-
scription of this process as well as the properties of thin film
produced can be found in (29). Other processes such as de-
position by flash evaporation (30), laser ablation (31), and
multilayer processing (23) can also be used to produce thin
films.

Ni–Ti thin films are usually etched by using HF/ HNO3/
H2O solutions. Table 5 shows experimental data obtained
by Makino et al. (32). According to their results, a solution
of HF:HNO3:H2O = 1:1:4 allows selectively etching of a
Ni–Ti film deposited on a Si substrate.

Different fabrication methods can be used that depend
on the type of actuator. When the actuator is moving freely,
an intermediate layer, the so-called sacrificial layer, is re-
quired.

Figure 15 presents a method of producing a freely mov-
ing micromechanical element represented by a spring (33).
In the first step, a polyimide layer is deposited by spin coat-
ing and is subsequently cured. The second step is Ni–Ti
thin film deposition on the polyimide layer. In the next
step, a photoresist thin film is spin coated over the Ni–Ti
thin film. Then, the photoresist is baked, patterned, and
developed to expose specific portions of the Ni–Ti layer se-
lectively. Then the Ni–Ti film is etched. Finally, the struc-
ture is freed through reactive ion etching of the sacrificial
polyimide layer.

In another process proposed by Buchaillot et al. (34),
the Ni–Ti film is deposited just before removing the sacri-
ficial layer, as is illustrated in Fig. 16 (29). A sacrificial Cr
layer is deposited on a SiO2 substrate. A polyimide layer is
spin-coated on the Cr layer. Then, a second Cr layer is de-
posited on the polyimide. The upper Cr layer is patterned
by photolithography and wet etched. The polyimide layer
is vertically etched by oxygen plasma using the previously
patterned Cr layer as a mask. Then, the Ni–Ti layer whose
thickness is less than that of the polyimide layer is de-
posited. The final step consists of removing the polyimide
layer by wet etching (“liftoff”) and releasing the mobile
part by wet etching the Cr layer. Because the Ni–Ti layer
is never etched, the aspect ratio of the structure is theore-
tically not limited.

Several applications such as microvalves use membrane
actuators or biomorphs of Ni–Ti on SiO2. This structure
can be fabricated by using the process proposed by Wolf
et al. (35) (Fig. 17). A Si wafer that has an oxide layer on
both sides (SiO2) is coated by a photoresist and softbacked.
The back side photoresist is patterned and results in direct
exposure of the Si in defined parts that creates window-
like structures. Then, the Si is etched and almost all of the

volume “behind the window” is removed. The front layer is
then removed using a buffered oxide etchant. The next step
is depositing the Ni–Ti layer. Finally, the rest of the silicon
is removed. When bimorphlike structures are desired, the
front SiO2 layer is not removed, and Ni–Ti is deposited
directly on it.

Laser Machining. A laser can be used for milling and
cutting SMA elements. Nd–Yag lasers are usually used.
The sample is fixed on a two-axis linear stage under a
fixed focusing objective. A rotational stage is sometimes
added for tube cutting. The laser is focused on the sample,
and an additional gas flow is usually used to drain off the
molten material. The cutting precision depends on the ob-
ject size and the material. It is possible to cut sheets whose
thicknesses range from a few millimeters down to 0.005 m

(a)

Ni-Ti

Polyimide

(b) Photoresist

Wet etching (HF/HNO3)

(c)

Plasma etching

(d)

Figure 15. Thin-film microactuator fabrication process: (a) de-
position of the layers, (b) photoresist deposition and patterning,
(c) wet etching of SMA layer, and (d) plasma etching of the poly-
imide layer [after Walker et al. (33)].
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Figure 16. “Liftoff” fabrication process: (1) deposition of the layers (Cr, Polyimide), (2) Cr upper
layer patterning and polyimide etching, (3) Ti–Ni sputtering (4) liftoff by removing polyimide using
KOH, and (5,6) CR wet etching [after Buchaillot et al. (34)].

(2 × 10−4 in). The spot size varies according to the sample’s
thickness. Results for Ni–Ti have shown that the minimum
spot size ranges from 0.02 mm (8 × 10−4 in) for 0.01-mm
sheet thickness to 0.08 mm (4 × 10−3 in) for 1-mm sheet
thickness (0.04 in).

SiO2

SiO2

Si

(a)

SiO2

SiO2

Si

(b)

SiO2

SiO2

TiNi

Si

(c)

Si

(c')

SiO2

SiO2

TiNi

Si

(d)

Si

(d')

Figure 17. Microfabrication of Ni–Ti diaphragms with and without a SiO2 layer. (a) Coating SiO2
layers and patterning of the bottom one, (b) silicon etching, (c,c’) Ni–Ti deposition on Si, (c) (the
SiO2 has been etched) or directly on the SiO2 layer, and (d,d’) removing the remaining silicon (35).

Figure 18 shows part of a microgripper machined by
a Nd–Yag slab laser working in the fundamental mode
(TEMoo). An additional treatment has been used to de-
crease the edge surface roughness. For small to medium
production volume and prototyping, laser cutting is an
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Figure 18. A Ni–Ti structure that was
laser-cut by a Nd: Yag slab laser.

Acc. V    Spot Magn
10.0 kV 4.0    222x

100 µm
EPFL - IGA - ISR - IOA

efficient method for Ni–Ti. However, due to laser heating,
a heat-affected zone exists around the cutting edge. The
depth of this heat-affected zone is typically of the order of
10 microns (4×10−4 inch).

Electrodischarge Machining. Electrodischarge machin-
ing (EDM) consists of using sparks created between an
electrode and a sample to machine the material. There
are two different processes: diesinking EDM and wire-cut
EDM. In die-sinking EDM, the required shape is formed
negatively in the metal by using a three-dimensional elec-
trode. Various shapes, indentations, and cavities can be
created. In the wire-cut process, the required shape is cut
by guiding the wire along the given stretch.

Figure 19. A Ni–Ti micro-surgical tool:
the groove was machined by electro-
discharge machining. The groove is
40 microns wide (0.0015 inch) by about
200 microns deep (0.0078 inch) (36).

Acc. V     Spot Magn
5.00 kV 2.0    73x

Det    WD    Exp
SE     22.4   8

500 µm
(0.0197 Inch)EPFL - ISR - H.Langen

Figure 19 shows a microsurgical tool in which a groove
about 40 microns (1.57×10−3 inch) wide and about 200 mi-
crons (7.9×10−3 inch) deep has been machined by using a
micro-EDM (36). The groove is 7 millimeters (0.27 inch)
long. EDM is the most efficient method for creating struc-
tures of high aspect ratios that have low surface roughness.
EDM is usually used for micromachining of elastic struc-
tures of high aspect ratio.

Recent Developments in Microrobotics and Microdevices:
The State of the Art

In this section, some recent applications are presented.
This discussion is not extensive but gives some general



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-M-drv January 12, 2002 1:4

MICROROBOTICS, MICRODEVICES BASED ON SHAPE-MEMORY ALLOYS 635

Tip of the manipulator

1st SMA plate

1st link

Unit combining
sensing and heating
functions

2nd SMA plate

Flexible tube

Electrode

External
electrode

3rd link

2nd link Unit combining
sensing and heating
functions

4th link

5th link

Guiding element

MIF
Tube

MIF

Figure 20. The Olympus Co. microendoscope
[39]. (a) The endoscope winding around a
match; (b) exploded view of the inside structure.

trends in the field of microengineering. Electronic connec-
tors and other small fasteners are not mentioned in this
section. The reader interested may consult the applica-
tions section of this encyclopedia or (1,2) for a more detailed
description.

Active Catheter and Snakelike Robotic Systems. One of
the first microrobotic applications was a prototype of an
active miniature endoscope for a gastrointestinal inter-
vention system (18). This endoscope was designed to pass
smoothly through the sigmoid colon, which has a very
small radius of curvature. The outside diameter was about
13 mm (0.51 in). As one can easily imagine, the heat dis-
sipation of active surgery instruments is a critical issue.
To address this problem, authors have proposed a cool-
ing water tube going through the structure. As a result
of this pioneering research, many active endoscopes for
gastrointestinal surgery have been developed worldwide,
for example, by Reynaerts et al. (37). All of these projects
are minirobotic rather than microrobotic. Outside diam-
eters range from 8 mm (0.31 in) to 15 mm (0.59 in). In
the 1990s, smaller active endoscopes and active catheters
were proposed in Japan. Fukuda et al. (38) designed an ac-
tive catheter whose diameter ranged from about 1.33 mm
(0.052 in) to 2 mm (0.079 in). The catheter has also been
tested in vivo.

A very impressive five-degrees-of-freedom tube-type mi-
cromanipulator was recently introduced by Olympus Op-
tical Company in Japan (39). This manipulator, shown in
Fig. 20, is dedicated to inspection and maintenance in nar-
row spaces and for medical applications. The diameter is
one mm (0.04 in), which makes this snakelike robot one of
the thinnest in the world. The active parts consist of SMA
strips working in bending modes. The strips have a two-
way reversible effect and are heated by thermal conduc-
tion. A “multifunction integrated film” (MIF) is attached
to the SMA strip. This circuit combines a heating function
and a strain sensor by using a strain gauge measurement
principle. The integrated circuit is constructed by succes-
sive sputtering of Ti and Pt on a polyimide layer. The au-
thors developed a position controller based on strain sens-
ing feedback, which gives positional accuracy of less than
±0.25 mm (0.04 in). In another version, tactile sensors have
been added that give reflex functions to the catheter, and

when the tube touches something, it automatically bends
in the opposite direction.

Mini-to Microgrippers. At the end of the 1980s Ikuta
(40) proposed a miniature gripper suitable for clean room
conditions. The device consists of two bronze fingers that
have two SMA coil springs attached to each finger. The coil
springs are mounted opposite one another in an antagonis-
tic or “push-pull” actuating arrangement. These springs
were made from a thin film sputter-deposited on a glass
substrate. The alloy showed an R-phase transformation
around 320 K. The electrical resistivity change was used
as an internal variable for monitoring the transformation.
In this design, Ikuta proposed a controller scheme that
combined a resistance and positional feedback where the
positional feedback is given by a photosensor.

In another realization, Hesselbach et al. (41) in
Germany developed a compliant microgripper.

In one version (Fig. 21), the compliant structure with
flexural hinges is machined by electricodischarge machin-
ing (EDM) from a superelastic material. Thus, the gripper
uses SMA materials for two purposes: for actuation and for
the guiding mechanism. The compliant mechanism uses a
four-bar linkage that has a transmission ratio of −1 be-
tween the input and the output of the mechanism. If the

5 mm
α

α

Flexible hinges Link

Gripping
jaws

Mechanical
links

Figure 21. The microgripper developed by Hesselbach et al. (41).
(a) Overall view of the microgripper (5 mm = 0.2 in); (b) design
and mechanical equivalent of the flexible structure.
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Figure 22. The Lawrence Livermore National Laboratory’s mi-
crogripper (200 microns = 0.008 inch) (42).

input is one jaw and the output is the other jaw, a move-
ment of the input jaw induces exactly the opposite move-
ment of the output jaw. Hence, the jaws center every
grasped object, regardless of the different stiffness of the
flexural hinges or disturbance forces. An SMA actuator
that has a strip shape deforms the compliant structure.
The reversible motion is obtained by using the elasticity
of the compliant structure, which acts as a bias spring.
A resistance feedback is used to control the position of
the finger. The authors have reported a lifetime of more
than 450,000 gripping cycles and a close/open time of
0.5 s.

In microrobotics, Lee et al. (42) realized one of the small-
est SMA microgrippers (Fig. 22). This gripper’s dimensions
are 1 × 0.2 × 0.38 mm3 (0.04 × 0.008 × 0.015 in). The de-
sign principle is a kind of “bimorph” of SMA/Si materials.
The Si layer acts as a bias spring. The mechanism con-
sists of two identical jaws actuated by Ni–Ti–Cu. The thin
films are deposited on both external sides of the gripping
jaws. The jaws are made of silicon and were shaped by a

SMA fiber

Notches

Supporting
disks

Preloading
spring

25 mm
(0.98 inch)
Side view

17 mm
(0.67 inch)
Top view

Figure 23. The “woven structure” developed by Grant and Hayward (44).

combination of precision sawing and bulk micromachining
of silicon. The upper part of the gripper is bonded to the
lower part by selective eutectic bonding. The silicon gripper
cantilevers act as bias springs. When heated, the Ti–Ni–Cu
films bend the silicon cantilever, and when cooled, the can-
tilever deflects back and stretches the shape-memory film.
A pushing pad is designed to assist in releasing the gripped
object by pushing forward as the gripper is opened. An IC
fabricated thin-film resistor heater pad applies heat to the
microgripper. Experimental results have shown a gripper
opening to 110 microns (4.3 × 10−3 inch), when fully actu-
ated, and an estimated gripping force of 13 mN. The time
response was estimated at 0.5 second.

A microgripper (43) for micro endoscopic (i.e., an endo-
scope whose diameter is about 1 mm (0.04 inch)) assembly
is presented in more detail in the next paragraph.

Linear Actuator and Other Small Actuators. Grant and
Hayward (44) proposed a high-speed linear actuator con-
sisting of several thin Ni–Ti fibers woven in a counterro-
tating helical pattern around supporting disks (Fig. 23).
The volume required by the actuator is a 17-mm diameter
cylinder × 30 mm (0.67 in × 1.18 inch) long that belongs to
the category of “minirobotics” rather than “microrobotics.”
Preloaded springs separate the disks, which keep the fibers
under tension when unheated. When heated, the fibers
shrink and pull the disks, together. The weave pattern of
the fibers accomplishes displacement amplification. A ro-
tary actuator has been developed using two of these linear
actuators mounted opposite each other. In this configura-
tion, a time response of less than 100 ms was obtained.
However, due to the large amount of fibers in parallel,
this woven design requires a high level of electrical cur-
rent (typically 4–8 A).

Using Si-based processes, Buchaillot et al. (34) de-
veloped an XY linear stage made of Ni–Ti thin films.
This linear stage consists of four leaf springs operat-
ing in the same plane as the substrate. Each actuator
has two parallel leafs springs and is initially stretched
during mounting to induce a martensitic reorientation.
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Figure 24. The microvalve developed by Johnson et al. (47,48).

Actuators are mechanically connected to each other and
are designed to avoid any coupling between degrees of
freedom. Therefore, the basic actuating principle is an an-
tagonistic design, where each actuator deforms its coun-
terpart. The whole structure is a few millimeters square
(0.04 inch2).

Many other reversible actuators have been proposed in
the literature. Among these designs, Kuribayashi et al. (45)
in 1993 proposed a millimeter-sized robotic arm. The all-
round effect (see earlier) was used to produce a reversible
effect in a Ni–Ti alloy beam. Three of these microcan-
tilevers were combined to realize a SCARA-type microrobot
that has three degrees of freedom. Later, Kuribayashi and
Fujii developed a microcantilever made of a SMA thin film
prestressed by a polyimide layer (46). The polyimide layer
provides reverse motion when cooling.

Fluidic Applications. The pioneers of this field of re-
search were Busch and Johnson (47). In 1989, they
patented a micro valve, that uses a SMA thin film that has
been processed by MEMS technologies. The valve shown
in Fig. 24, consists of a silicon orifice die, an actuator die
that has a poppet controlled by a Ni–Ti shape-memory al-
loy microribbon, and a bias spring. An electrical current
heats the actuator (the Ni–Ti microribbon). When no elec-
tric current passes through the actuator, the bias spring
pushes the poppet against the orifice and closes the valve.
When an electric current is applied, the Ni–Ti actuator
contracts and lifts the poppet from the orifice, opening the
valve. The whole device is less than one-half square cen-
timeter (0.2 in2). The displacement of the poppet is more
than 100 microns (0.004 inch) and produces a force of one-
half newton. In a rough approximation, flow through the
valve is proportional to the current applied to the actuator.
The current and an appropriate feedback may be used to
control the flow (48).

In another realization, Kohl et al. (49) designed mi-
crovalves by integrating SMA bending actuators fabricated
from laser-cut, cold-rolled Ni–Ti sheets (Fig. 25).

Polyimide
membrane

PMMA
Substrate A

B

Pins

Valve seat

Polyimide spacer

NiTi microdevice

PMMA Cover

C

Figure 25. The microvalve developed at the Forshung Zentrum
in Karlsruhe (49).

The valve consists mainly of a PMMA housing that has
an integrated valve seat, a polyimide membrane, a poly-
imide spacer, and a SMA microdevice. The SMA microac-
tuator is used for deflection control of the membrane, which
opens or closes an opening in the valve seat. The actuator is
made of “stress-optimized” cantilever elements whose ac-
tuation direction is perpendicular to the plane of the sub-
strate.

A CONCEPT OF SMART SMA MICRODEVICES

Basic Idea

Active mechanical systems generally consist of a force
generator, a coupling device, a transmission system, a guid-
ing system, and an output element. The basic idea is to inte-
grate all of these elements and functions within one single
piece of material to form “a smart SMA microdevice.” This
concept is well adapted to microrobotics because a mono-
lithic device does not require any assembly and is free of
wear, friction, and dust. Nevertheless, to be reversible, a
monolithic design requires that one region of the material
act as a biasing spring. Thus, several methods have been
developed to address this issue (50,51).
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Figure 26. The EPFL’s microgripper for submillimeter lens ma-
nipulation (43,50).

The Two-Way Shape-Memory Effect (TWSME) Applied
to Small Devices

As presented before, thermomechanical treatment of a ma-
terial can introduce internal stress. This stress will gener-
ate preferentially oriented martensitic variants when cool-
ing. Using an appropriate design, the TWSME can also be
used to create reversible motion within a device that has a
more complex shape than wires, strips, or springs.

The TWSME microgripper shown in Fig. 26 was de-
signed and successfully introduced in a production line
of microendoscopes (43). The design consists of crablike
tweezers about 1 mm2 (0.04 inch2), and the gripper has a
moving arm that clamps object against a fixed part. Addi-
tional fixtures have been added for visual measurements
during calibration and a force limitation in case of mecha-
nical shock to the fixed part.

The material is a Ni–Ti–Cu sheet 0.15 mm (0.006 in)
thick. The training process is explained in Fig. 27:

1. The bulk material is annealed at 515◦C for 15 min.
The microgripper shape is then laser-cut from the
sheet. At this point, the gripper does not have any re-
versible motion: the austenitic shape is the cut shape.

2. The microgripper is fixed on a heat source (thick re-
sistive film, SMD-resistor, thermoelectric devices).

Operating mode

T

Martensitic shape Austenitic shape

Cut shape

3

1 2

Figure 27. The training process applied to the microgripper
(thermal cycles under constraint).

Then, the training process is applied to the device.
Different training methods have been reported in the
literature (1,2). In this special case, the best method
for achieving gripper specifications is to apply ther-
mal cycling under constraint. To perform this task,
a shaft is used to deform the gripper up to 4 to 5%.
The maximum motion range is reached after 50 cy-
cles. After training cycles, the austenitic shape is not
exactly the same as the cut shape. Residual plastic
deformation resulting from the training process is ob-
served and has to be considered while designing the
gripper.

3. During cooling, the gripper opens. When heating, the
gripper recovers its parent shape (high-temperature
shape) and closes its jaw. For a hinge thickness of
70 µm (2.7 × 10−3 in), a range of motion of 150 µm
(6 × 10−3 inch) was obtained, and a grasping force
of 16 mN was measured. If this force is compared
with the weight of the gripper itself, the gripper’s
force/weight ratio is 1000, and if only the active part
of the gripper is considered in the gripper weight es-
timate, this ratio increases to 30,000! However, the
force when cooling is about four times lower (appro-
ximately 4mN). This is a limitation of the TWSME:
the force induced when cooling is lower than the re-
covery force generated upon heating. Nevertheless,
a gripper needs forces when closing to grasp an ob-
ject but does not need force when opening. Fatigue
experiments consisting of grasping and releasing cy-
cles showed that motion loss saturates after 100,000
cycles. After 200,000 cycles, the motion loss is 10%,
and the loss after 1,000,000 cycles is estimated at the
same level.

Local Heating of the Material (“Martensite”
Spring-Biased Design)

To create a reversible effect, active and passive parts are
needed simultaneously within the material. One solution
consists of controlling the heating process through the
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Acc.V
10.0 kV  22x EPFL IGA-ISR-IOA PROJET SMA

Magn 1 mm

Figure 28. Optical switch using the lo-
cal heating design principle. (1) actuat-
ing part, (2) bias spring, (3) shutter, and
(4,5) fixture and connection pads (scale
1 mm = 0.04 in).

structure. By carefully designing the electrical path, for
example, part of the material can be in the austenitic
state, and the remainder is in the martensitic state. The
elasticity of the martensitic region can be used as a bias
spring. The optical switch shown in Fig. 28 illustrates this
idea.

The device was machined from a 20 µm thick (7.9 × 10−4

inch) Ni–Ti–Cu foil. The motion can be compared to that of
a semaphore. During assembly, the structure is prestressed
by pulling the fixed part (#5, see Fig. 28). Then, parts #4
and #5 are fixed and separated from each other (dashed
line). When a current passes between the two pads (#4 and
#5), the part that has the thinnest section (#1) is heated
up to the transformation temperature, recovers its original
shape, and pulls down the shutter (#3). When cooling down,
the bias spring—the part that has the largest section (#2)—
pulls back on the structure causing reverse motion. In this
design, the shutter range of motion is 190 µm (7.5 × 10−3

in). The time response when heating is less than 50 ms,
and the power consumption is typically 5 mW.

Antagonistic or “Push-Pull” Design

The working principle is the same as described before, ex-
cept that the two SMA actuators are part of the same piece
of material. By designing an appropriate electrical path,
one zone of the material is heated at a time. Depending on
which zone is heated, the device will move in one direction
or the opposite. The main difference from the previous case
is that the reverse motion is due to alternative heating of
actuating zones.

An illustration of this principle is shown in Fig. 29. This
device is a linear actuator that has one degree of freedom.
During assembly, the two leaf springs (#2, #2∗) are pre-
stressed and fixed on the contact pads (#3, #3∗). When a
current passes through one of the contacts (#3, #3*) and
the main body (#5), the corresponding spring is heated up

to the transformation temperature and pulls the mobile
part (#4) in its direction. When the springs are mounted
opposite each other, two-way motion is obtained. To ob-
tain precise motion in only one direction, a guiding system
(#1) has been added to compensate for machining and as-
sembly errors. The schematic of the mechanical equivalent
system is shown in Fig. 29. It consists of two serial four-
link structures. One four-link structure guides the motion
in one direction, but this guiding is not purely rectilinear,
rather it is motion that has a high radius of curvature.
Adding a second four-link structure in series compensates
for undesired motion in the perpendicular direction. This
linear actuator illustrates very well how smart a mono-
lithic design can be: this design is a complete linear stage
that includes actuators and guiding elements within one
single piece of material.

Leaf spring actuator Leaf spring actuator
Mobile part

Guiding system

IA IB

δ

δ
2

Figure 29. A one-degree-of-freedom linear stage. The mechanical
equivalent of guidance is explained.
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Figure 30. Mechanical behavior before and after annealing
a cold-worked sheet having a superelastic behavior at room
temperature.

Local Annealing

Basic Principle. During the fabrication of SMA devices,
annealing is required to obtain a martensitic transfor-
mation within the material. In a sputter-deposited thin
film, the material is amorphous after deposition. Anneal-
ing is required to crystallize the material. In a cold-rolled
sheet, the forming process introduces a large number of
dislocations which prevent martensitic transformation. In
that case, annealing induces recovery and recrystalliza-
tion of the material. Typical annealing temperatures range
from 400 to 900◦C.

The basic idea of local annealing is to limit annealing to
selected zones of the material. Martensitic transformation
occurs only in annealed zones. In other words, some parts
are active, and others are passive.

Figure 30 shows a tensile test on a cold-worked sheet of
Ni–Ti before and after annealing (the material is in the
austenitic state). The superelastic characteristic can be
seen only after annealing. In the framework of a monolithic
design, the annealed zone can be used for actuating pur-
poses, and the nonannealed zone can be used as a biasing
element for a reversible effect. Two methods can be used
for annealing small devices locally (51). The first is direct
Joule heating of the material, and the second uses a laser
to heat the structure.

Local Annealing by Joule Heating. Direct Joule heating
actuates most SMA actuators and devices. It can also be
used to heat up the material to the annealing temperature.
Kuribayashi et al. (52) used annealing by Joule heating
a microactuator consisting of a cantilever working in the
bending mode.

An example of a structure locally “Joule annealed” is
shown in Fig. 31. The device is a linear actuator that has
four leaf springs (51). These are the fabrication steps:

1. The structure is cut out by laser from an “as-received”
unannealed Ni–Ti–Cu sheet.

Mobile part
Annealed
springs

Figure 31. A one-degree-of-freedom linear stage, locally an-
nealed by using an electrical current.

2. An electrical current is passed through the left
springs causing the temperature to rise to the anneal-
ing temperature (about 500◦C). The right springs re-
main at room temperature. An infrared camera mea-
sures the temperature during annealing.

3. Once annealing is over, the springs are prestressed
along the axis and are fixed.

Because of this local annealing, one part of the material is
passive, and the other is active. The passive part is used
as a spring, and the active part is the actuator. The me-
chanical behavior of this structure is exactly the same as
the spring-biased multipart mechanism presented in the
previous section.

“Joule annealing” can be a low-cost and efficient method
of producing smart SMA microdevices. However, a few limi-
tations exist:

� This method can be applied only to devices that con-
tain loops for an electrical path.

� The cross section along the electrical path has to be
carefully designed with respect to temperature distri-
bution during heating. The thinnest section will be
the hottest and will be annealed first.

� Because the power dissipated in the structure is
directly proportional to the resistance and thus to
the cross section, the local temperature and the an-
nealing conditions will depend strongly on machining
tolerances.

Laser Annealing of SMA (the LASMA Process). A laser
beam is used for local heating. The laser is focused on
the point where annealing is desired. In contrast to Joule
annealing, laser annealing of SMA (LASMA) can be ap-
plied to all kinds of designs (51,55). This method has been
successfully used on various types and shapes of SMA mi-
crodevices. It can easily be applied to thin films, cold-rolled
sheets, cold-drawn wires, or other materials that have been
work-hardened.

Figure 32 shows some microstructures in a laser-
annealed thin film. The material’s microstructure was ob-
served at several distances from where the laser was fo-
cused. Near a distance of about 800 µm (3.15 × 10−2 in),
the transition from crystallized region to the amorphous
zone can be observed. The circularly shaped bubbles are
grains growing in the amorphous matrix.
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Figure 32. Microstructures along the irradiated zone—obser-
vation by transmission electron microscopy.

Two Examples of Laser-Annealed Devices (51,55). The
first example is a microcantilever moving up and down,
which is shown in Fig. 33.

The structure is machined from a sputtered-deposited
Ni–Ti thin film. The LASMA process is used to crystallize
the material locally. We have observed that after annealing,
the locally affected zone of the material is expanded. This
means that a prestrain can be introduced during the pro-
cess. Therefore, an active structure can be created without

Annealed zone

Bias spring

0.
1 

m
m

 (0
.0

04
 in

ch
)

2 mm (0.079 inch)

Figure 33. Locally annealed microcantilever: realization and
design.

any mechanical interaction. The annealing process is mon-
itored by the resistivity change.

When a current passes through the structure, the an-
nealed cantilever transforms into austenite and pulls the
structure downward. Reversible motion is obtained by us-
ing the elasticity of the unaffected zone. This example
demonstrates that successful reversible motion can be in-
troduced in the device without any mechanical interaction.
Moreover, this effect is not limited to bending motion.

Another example of an application is shown in Fig. 34.
This device is a microgripper for lens manipulation. The
structure is cut out from a cold-worked Ni–Ti sheet. The
laser is used to anneal the outer part of the gripper’s joint.
The inside part is not annealed and is the function of the
bias spring. The prestrain is realized by deforming the grip-
per’s unannealed zone well above its plastic limit. When
heating the whole structure, only the annealed region will
try to recover its original shape. Upon cooling, the inner
element, the unannealed portion, will push back the struc-
ture and open the gripper. Using the LASMA process, an
active element and a bias spring have been introduced in
one single piece of cold-worked material.Due to these prop-
erties, the LASMA process is a key technology for develop-
ing smaller highly integrated microdevices.

Flexible Structures

Flexural designs are a well-established technology in preci-
sion engineering (53,54). Their monolithic structure offers
many advantages such as freedom from wear, no assem-
bly, and smooth displacements that are contamination-
free. However, one of their disadvantages is that flexures
are restricted to small displacements for a given size and
stiffness in the drive direction. Moreover, like every spring
mechanism, the force increases linearly with the displace-
ment. Considering these two limitations, SMA flexures can
improve these aspects significantly. The large deformation
available enhances the output stroke for a reasonable vol-
ume. Moreover, due to their “plateau,” the force will satu-
rate and if the structure is prestrained, a low stiffness lin-
ear guiding system can be imagined (55).

Smart Monolithic SMA Microdevices: An Outlook
for Design Methods

Table 6 is a summary of some methods for smart design
(50). The local hardening mentioned in this table is the
exact reverse effect of the LASMA process. Instead of local
annealing, the basic idea is to harden or amorphize the
material locally. In the design context, one could say that
the LASMA process introduces an active region within a
passive structure, whereas local hardening introduces a
passive element within an active structure.

FUTURE TRENDS

As previously mentioned, scaling down things leads to
new design approaches. This rule applies to shape-memory
alloy microdevices. Successful breakthroughs have been
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Gripping jaws

Un-annealed zone
(bias spring)

1 mm (0.04 inch)

Annealed
zone
(actuator)

Figure 34. Locally annealed microgripper. (a) Design principle; (b) the microgripper and a cylin-
drical lens on a match head.

made in this field of research, but there is still a further
need to understand the behavior of small devices on the
microscale. It is well known that the mechanical behav-
ior of a thin film of a few microns is not the same as the
behavior of a sheet that is a few hundred microns thick. As
W. Nix mentioned (56), thin film materials are, for instance,
much stronger than their bulk counterparts. This may be
due to the fine grain sizes commonly found in thin films,
but single crystal thin films are also much stronger than
bulk materials. Many issues remain unresolved or little
addressed for SMA thin films:

� How thin can a functional SMA thin film be? In other
words, where is the size limit of the shape-memory
effect?

� If a micron-size structure is built, how smooth will the
motion be? Will we observe a discontinuous effect?

� How does the scaling law apply to fatigue properties?

Magnetostriction is the spontaneous deformation of a
material caused by a change in its state of magnetiza-
tion. Some materials have both a martensitic transfor-
mation and a Curie temperature (ferromagnetic marten-
sites). Depending on which phase has larger saturation

Table 6. A Summary of Design Methods for Smart Monolithic Designsa

Design Material
Methods State Prestressed Advantages Limitations

TWSME Annealed No Actuation methods, Low force in one direction,
low volume required training process

Local heating Annealed Yes No local treatment, Low stiffness of martensite,
simple method. special heating path

“Push-pull” Annealed Yes High range of motion Volume required

Local hardeningb Annealed No Different mechanical Miniaturization
hardening

LASMA Amorph. No Highly integrated design, Managing the annealing
Work-Hardened Yes different annealing process

conditions

aRef. 50.
bLocal hardening is the exact reverse effect of LASMA applied to a cold-rolled sheet.

magnetization, a field applied either above or below the
martensitic transformation temperature will induce a
transformation between austenite and martensite. If the
temperature is below the martensitic transformation, the
martensitic variants can be redistributed by a magnetic
field (57). These materials might be a solution to bypass
the main drawback of nonmagnetic SMAs, their response
time. Considerable effort is still needed to introduce this
material in applications.

The design of a controller for a SMA actuator was not
discussed in this article. Nevertheless, a lot of work has
been done within the robotics community. Most of them
have proposed PID controllers or close cousins (40). Many
control schemes use electrical resistance as the sensing
variable in the feedback loop, as proposed by Hirose et al.
(18). Other methods have been proposed by Gorbet (58)
who studied control using a Preisach representation and
by Grant and Hayward (44) who designed a variable struc-
ture control that consists of switching between a set of out-
put signals in response to an input signal. However, all
of the proposed methods have been applied only to simple
SMA actuator design consisting of a wire, strip, or spring
working against a bias spring. For instance, there still is
further room for controlling very complex designs, such as
antagonistic designs.
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CONCLUSION

Robotics gathers skills from mechanical, control, and com-
puter engineering. In addition to these fields, microrobotics
needs skills from materials sciences and physics. As you
come closer to the atomic scale, interaction between the
parts of a mechanism requires a more detailed analysis
of the physical phenomena involved in the scaling effect.
Microrobotics will never be a simple clone of robotic on a
smaller scale. Scaling down things leads to a new field of
research where our perception of physical interaction has
to be modified. New actuators and sensors have to be in-
vented. In this research trend, shape-memory alloys are
one of the most interesting candidates for miniaturization.
Due to their unique properties, SMA offers a powerful and
a flexible solution in many fields of microrobotics. Smart
monolithic SMA devices offer a unique approach to further
miniaturization and will contribute to exploring the “bot-
tom” scale using powerful robots and tools.
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INTRODUCTION

Background

Microtubes are very small diameter tubes (in the nanome-
ter and micron range) that have very high aspect ratios
and can be made from practically any material in any
combination of cross-sectional and axial shape desired. In
smart structures, these microscopic tubes can function as
sensors and actuators, as well as components of fluidic
logic systems. In many technological fields, including smart
structures, microtube technology enables fabricating com-
ponents and devices that have, to date, been impossible to
produce, offers a lower cost route for fabricating some cur-
rent products, and provides the opportunity to miniaturize
numerous components and devices that are currently in
existence.

In recent years, there has been tremendous interest in
miniaturization due to the high payoff involved. The most
graphic example that can be cited occurred in the electron-
ics industry, which only 50 years ago relied exclusively on
the vacuum tube for numerous functions. The advent of
the transistor in 1947 and its gradual replacement of the
vacuum tube started a revolution in miniaturization that
was inconceivable at the time of its invention and is not
fully recognized even many years later.

Miniaturization resulted in the possibility for billions of
transistors to occupy the volume of a vacuum tube or the
first transistor, and it was not the only consequence. The

subsequent spin-off developments in allied areas, such as
integrated circuits and the microprocessor, have spawned
entirely new fields of technology. It is quite likely that other
areas are now poised for revolutionary developments that
parallel those that have occurred in the electronics indus-
try since the advent of the first transistor.

These areas include microelectromechanical systems
(MEMS) and closely related fields, such as microfluidics
and micro-optical systems. Currently, these technologies
involve micromachining on a silicon chip to produce nu-
merous types of devices, such as sensors, detectors, gears,
engines, actuators, valves, pumps, motors, and mirrors on
a micron scale. The first commercial product to arise from
MEMS was the accelerometer that was manufactured as a
sensor for air-bag actuation. On the market today are also
microfluidic devices, mechanical resonators, biosensors for
glucose, and disposable blood pressure sensors that are in-
serted into the body.

The vast majority of microsystems are made almost ex-
clusively on planar surfaces using technology developed to
fabricate electronic integrated circuits. The fabrication of
these devices takes place on a silicon wafer, and the de-
vice is formed layer-by-layer using standard clean-room
techniques that include electron beams or photolithogra-
phy, thin-film deposition, and wet or dry etching (both
isotropic and anisotropic). Three variations of this conven-
tional electronic chip technology can be used, for example,
to make three-dimensional structures that have high as-
pect ratios and suspended beams. These include the LIGA
(lithographie, galvanoformung, abformung) process (1,2),
the Hexsil process (3), and the SCREAM (single-crystal
reactive etching and metallization) process (4). The tech-
nique most employed, the LIGA process, which was de-
veloped specifically for MEMS-type applications, can con-
struct and metallize high-aspect-ratio microfeatures. This
is done by applying and exposing a very thick X-ray sen-
sitive photoresist layer to synchrotron radiation. Features
up to 600 microns high that have aspect ratios of 300 to
1 can be fabricated by this technique to make truly three-
dimensional objects. The Hexsil process uses a mold that
has a sacrificial layer of silicon dioxide to form polysili-
con structures that are released by removing the silicon
dioxide film. A third approach is the SCREAM bulk mi-
cromachining process that can fabricate high-aspect-ratio
single-crystal silicon suspended microstructures from a sil-
icon wafer using anisotropic reactive ion etching. Note,
however, that like the conventional technique used to make
electronic circuits, all of these variations use a layered ap-
proach that starts on a flat surface.

In addition, there are some disadvantages of the conven-
tional electronic chip fabrication technique and its modifi-
cations, even though there have been numerous and very
innovative successes using these silicon wafer-based tech-
nologies. This is due to the fact that these technologies
require building up many layers of different materials as
well as surface and bulk micromachining which leads to
some very difficult material science problems that have
to be solved. These include differential etching and laying
down one material without damaging any previous layer.
In addition, there are the problems of interconnecting lay-
ers in a chip that have different functions. An example of
this is a microfluidic device in which there are both fluidic
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INTRODUCTION

Background

Microtubes are very small diameter tubes (in the nanome-
ter and micron range) that have very high aspect ratios
and can be made from practically any material in any
combination of cross-sectional and axial shape desired. In
smart structures, these microscopic tubes can function as
sensors and actuators, as well as components of fluidic
logic systems. In many technological fields, including smart
structures, microtube technology enables fabricating com-
ponents and devices that have, to date, been impossible to
produce, offers a lower cost route for fabricating some cur-
rent products, and provides the opportunity to miniaturize
numerous components and devices that are currently in
existence.

In recent years, there has been tremendous interest in
miniaturization due to the high payoff involved. The most
graphic example that can be cited occurred in the electron-
ics industry, which only 50 years ago relied exclusively on
the vacuum tube for numerous functions. The advent of
the transistor in 1947 and its gradual replacement of the
vacuum tube started a revolution in miniaturization that
was inconceivable at the time of its invention and is not
fully recognized even many years later.

Miniaturization resulted in the possibility for billions of
transistors to occupy the volume of a vacuum tube or the
first transistor, and it was not the only consequence. The

subsequent spin-off developments in allied areas, such as
integrated circuits and the microprocessor, have spawned
entirely new fields of technology. It is quite likely that other
areas are now poised for revolutionary developments that
parallel those that have occurred in the electronics indus-
try since the advent of the first transistor.

These areas include microelectromechanical systems
(MEMS) and closely related fields, such as microfluidics
and micro-optical systems. Currently, these technologies
involve micromachining on a silicon chip to produce nu-
merous types of devices, such as sensors, detectors, gears,
engines, actuators, valves, pumps, motors, and mirrors on
a micron scale. The first commercial product to arise from
MEMS was the accelerometer that was manufactured as a
sensor for air-bag actuation. On the market today are also
microfluidic devices, mechanical resonators, biosensors for
glucose, and disposable blood pressure sensors that are in-
serted into the body.

The vast majority of microsystems are made almost ex-
clusively on planar surfaces using technology developed to
fabricate electronic integrated circuits. The fabrication of
these devices takes place on a silicon wafer, and the de-
vice is formed layer-by-layer using standard clean-room
techniques that include electron beams or photolithogra-
phy, thin-film deposition, and wet or dry etching (both
isotropic and anisotropic). Three variations of this conven-
tional electronic chip technology can be used, for example,
to make three-dimensional structures that have high as-
pect ratios and suspended beams. These include the LIGA
(lithographie, galvanoformung, abformung) process (1,2),
the Hexsil process (3), and the SCREAM (single-crystal
reactive etching and metallization) process (4). The tech-
nique most employed, the LIGA process, which was de-
veloped specifically for MEMS-type applications, can con-
struct and metallize high-aspect-ratio microfeatures. This
is done by applying and exposing a very thick X-ray sen-
sitive photoresist layer to synchrotron radiation. Features
up to 600 microns high that have aspect ratios of 300 to
1 can be fabricated by this technique to make truly three-
dimensional objects. The Hexsil process uses a mold that
has a sacrificial layer of silicon dioxide to form polysili-
con structures that are released by removing the silicon
dioxide film. A third approach is the SCREAM bulk mi-
cromachining process that can fabricate high-aspect-ratio
single-crystal silicon suspended microstructures from a sil-
icon wafer using anisotropic reactive ion etching. Note,
however, that like the conventional technique used to make
electronic circuits, all of these variations use a layered ap-
proach that starts on a flat surface.

In addition, there are some disadvantages of the conven-
tional electronic chip fabrication technique and its modifi-
cations, even though there have been numerous and very
innovative successes using these silicon wafer-based tech-
nologies. This is due to the fact that these technologies
require building up many layers of different materials as
well as surface and bulk micromachining which leads to
some very difficult material science problems that have
to be solved. These include differential etching and laying
down one material without damaging any previous layer.
In addition, there are the problems of interconnecting lay-
ers in a chip that have different functions. An example of
this is a microfluidic device in which there are both fluidic
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and electronic functions. Clearly, there are numerous ma-
terials issues central to this technology.

Other technologies are available that, like conventional
lithography, can construct or replicate microscopic features
on a flat surface. These approaches include imprint lith-
ography that involves compression molding (5), lasers (6–
8), ion beams (9) and electron beam (10) micro-machining,
soft lithography (11), writing features into the surface us-
ing an atomic force microscope (12,13), and very limited
application of deposition using a scanning tunneling mi-
croscope (14,15). The majority of these technologies are not
discussed in detail because there is not a close link to mi-
crotube technology.

In addition to the processing problems mentioned be-
fore, there are other limitations inherent in conventional
lithographic techniques that are based on planar silicon.
For example, in some applications such as those that in-
volve surface tension in fluidics, it is important to have a
circular cross section. However, it is impossible to make
a perfectly round tube or channel on a chip by conven-
tional technology. Instead, channels on the wafer surface
are made by etching a trench and then covering the trench
by using a plate (16,17). This process can produce only an-
gled channels such as those that have a square, rectan-
gular, or triangular cross section. Because of the limita-
tions already mentioned, we heartily agree with Wise and
Najafi in their review of microfabrication technology (18)
when they stated, “The planar nature of silicon technology
is a major limitation for many future systems, including
microvalves and pumps.”

In the literature, there are at least two technologies in
addition to microtubes that remove microfabrication from
the flatland of the wafer. One uses “soft lithography,” and
the other uses laser-assisted chemical vapor deposition
(LCVD). “Soft lithography,” conceived and developed by
Whitesides’ outstanding group at Harvard, encompasses a
series of very novel related technologies that include micro-
contact printing, micromolding, and micromolding in cap-
illaries (11). These technologies can fabricate structures
from several different materials on flat and curved sur-
faces. By example, structures can be fabricated using mi-
crocontact printing by first making a stamp that contains
the desired features. This stamp, which is usually made
from poly(dimethylsiloxane) (PDMS) has raised features
placed on the surface by photolithographic techniques. The
raised features are “inked” with an alkanethiol and then
brought into contact with a gold-coated surface, for ex-
ample, by rolling the curved surface over the stamp. The
gold is then etched where there is no self-assembled mono-
layer of alkanethiolate. Features as small as 200 nm can
be formed by this technique. However, the microstruc-
tures produced by this technique are the same as those
produced by standard techniques, except that the start-
ing surface need not be flat. By using these techniques,
submicron features can be fabricated on flat or curved
substrates made of materials, such as metals (19), poly-
mers (20), and carbon (21). In addition, these technologies
can be used to make truly three-dimensional free-standing
objects (22,23).

Another step away from the standard planar silicon
technology is the LCVD process (24,25) which can “write
in space” to produce three-dimensional microsystems. In

this process, two intersecting laser beams are focused in a
very small volume in a low-pressure chamber. The surface
of the substrate on which deposition is to occur is brought
to the focal point of the lasers. The power to the lasers
is adjusted so that deposition from the gas phase occurs
only at the intersection of the beams. As deposition occurs
on the substrate surface, it is pulled away from the focal
point. Under computer control, the substrate can be mani-
pulated so that complex, free-standing, three-dimensional
microstructures can be fabricated.

In addition to LCVD and soft lithography, only mi-
crotube technology offers the possibility of truly three-
dimensional nonplanar microsystems. However, in con-
trast to these two technologies, microtube technology also
offers the ability to make microdevices from practically any
material because the technology is not limited by electrode-
position or the availability of CVD precursor materials. In
addition, in contrast to these other technologies, microtube
technology provides the opportunity to make tubing and
also to make it in a variety of cross-sectional and axial
shapes that can be used to miniaturize systems, connect
components, and fabricate components or systems that are
not currently possible to produce.

Microscopic and Nanoscopic Tubes and Tubules

Commercially, tubing is extruded, drawn, pultruded, or
rolled and welded which limits the types of materials that
can be used for ultrasmall tubes as well as their ultimate
internal diameters. In addition, it is not currently possi-
ble to control the wall thickness, internal diameter, or the
surface roughness of the inner wall of these tubes to a frac-
tion of a micron by these techniques. Using conventional
techniques, ceramic tubes are currently available only as
small as 1 mm i.d. Copper tubing can be obtained as small
as 0.05 mm i.d., polyimide tubing is fabricated as small as
50 µm i.d., and quartz tubing is drawn down as small as
2 µm i.d. This means that quartz is the only tubing com-
mercially available that is less than 10 µm i.d. This quartz
tubing is used principally for chromatography.

There are, however, other sources of small tubing that
are presently at various stages of research and develop-
ment. For some time, several groups have been using lipids
as templates (26–28) to fabricate submicron diameter tub-
ing. These tubes are made by using electroless deposi-
tion to metallize a tubular lipid structure formed from a
Langmuir–Blodgett film. Lipid templated tubes are very
uniform in diameter, which is fixed at ∼0.5 µm by the lipid
structure. Lengths to 100 µm have been obtained by this
technique which is extremely expensive due to the cost of
the raw materials.

Other groups are making submicron diameter tubules
using a membrane-based synthetic approach. This method
involves depositing the desired tubule material within the
cylindrical pores of a nanoporous membrane. Commercial
“track-etch” polymeric membranes and anodic aluminum
oxide films have been used as the porous substrate.
Aluminum oxide, which is electrochemically etched, has
been the preferred substrate because pores of uniform
diameter can be made from 5–1000 nm. Martin (29–31)
polymerized electrically conductive polymers from the liq-
uid phase and electrochemically deposited metal in the
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pore structure of the membrane. Kyotani et al. (32,33) de-
posited pyrolytic carbon inside the pores of the same type
of alumina substrate. In each case, after the inside walls of
the porous membrane are covered to the desired thickness,
the porous membrane is dissolved leaving the tubules. A
variation of this technique, used by Hoyer (34,35) to form
semiconductor (CdS, TiO2, and WO3) nanotubes, includes
an additional step. Instead of coating the pore wall directly
to form the tubule, he fills the pore with a sacrificial mate-
rial, solvates the membrane, and then coats the sacrificial
material with the material for the nanotube wall. The sac-
rificial material is finally removed to form the nanotube. As
in the lipid process, all of the tubules formed by this process
in a single membrane are uniform in diameter, length, and
thickness. But in contrast to the lipid process, the diameter
of the tubules can be varied by the extent of oxidation of
the aluminum substrate. Although diameters can be var-
ied in this process, it should be clear that these tubules are
limited in length to the thickness of the porous membrane.
In addition, the wall thickness is also limited in that the
sum of the inside tubule diameter and two times the wall
thickness is equal to the starting pore diameter.

Using a sol-gel method, tubules can be made in about
the same diameter range as in the membrane approach.
By hydrolyzing tetraethlyorthosilicate at room tempera-
ture in a mixture of ethanol, ammonia, water and tartaric
acid, Nakamura and Matsui (36) made silica tubes that had
both square and round interiors. The tubules produced by
this technique were up to 300 µm long, and the i.d. of the
tubes ranged from 0.02 to 0.8 µm. By introducing minute
bubbles into the sol, hollow TiO2 fibers that have internal
diameters up to 100 µm have also been made (37) by using
the sol-gel approach.

On an even smaller scale, nanotubules are fabricated
using a number of very different techniques. The most well-
known tube in this category is the carbon “buckytube” that
is a cousin of the C60 buckyball (38–42). Since carbon nano-
tubes were first observed as a by-product in C60 production,
the method of C60 formation using an arc-discharge plasma
was modified to enhance nanotube production. The process
produces tubules whose i.d. is in the range of 1–30 nm.
These tubules are also limited in length to about 20 mi-
crons. Similar nanotubes of BN (43), B3C, and BC2N (44)
have been made by a very similar arc-discharge process.
In addition, nanotubes of other compositions (45,46) have
been prepared using carbon nanotubes as a substrate for
conversion or deposition.

An alternative technique for manufacturing carbon
tubes that have nanometer diameters has been known to
the carbon community for decades from the work of Bacon,
Baker, and others (47–50). The process produces a hol-
low catalytic carbon fiber by pyrolyzing a hydrocarbon gas
over a catalyst particle. The fibers, which vary in diame-
ter from 1 nm to 0.1 µm have lengths up to centimeters,
can be grown either hollow or has an amorphous center
that can be removed by catalytic oxidation after a fiber is
formed.

Other nanoscale tubules whose diameters are slightly
larger and smaller than buckytubes have been made from
bacteria and components of cytoskeletons and by direct
chemical syntheses. Chow and others (51) isolated and

purified nanoscale protein tubules called rhapidosomes
from the bacterium Aquaspirillum itersonii. After the
rhapidosomes are metallized by electroless deposition and
the bacteria are removed, metal tubules approximately
17 nm in diameter and 400 nm long are produced. Us-
ing a similar metallization technique, metal tubes have
been fabricated (52) whose inner diameters are 25 nm by
using biological microtubules as templates. These micro-
tubules, which are protein filaments of 25 nm o.d. and
whose lengths are measured in microns, are components of
the cytoskeletons of eukaryotic cells. In contrast to tubules
produced from biological templates, the tubules produced
by direct chemical synthesis involve using the technique of
molecular self-assembly. Some of the nanotubules that fall
into this category are made from cyclic peptides (53), cy-
clodextrins (54), and bolaamphiphiles (55). Cyclic peptide
nanotubules have an 0.8 nm i.d: and can be made several
microns in length. Other self-assembled nanotubules that
range from 0.45 to 0.85 nm i.d. have been synthesized from
cyclodextrins (54,56) in lengths in the tens of nanometers.

Although it is clear that individual nanotubules are cur-
rently useful for certain applications, such as encapsula-
tion, reinforcement, or as scanning probe microscope tips
(57), it is not obvious how individual nanotubules can be
observed and economically manipulated for use in devices
other than by using a scanning probe microscope (58). Until
this problem is solved, the future of individual nanotubes
in devices is uncertain. However, this problem can be cir-
cumvented if the nanotubules are part of a larger body such
as in an array.

If oriented groups or arrays of submicron to micron dia-
meter tubes or channels perpendicular to the surface of the
wafer or device are desired, there are at least four means
available to make them. Using the technique described be-
fore for making anodic porous alumina, a two step repli-
cation process (59) can be used to fabricate a highly or-
dered honeycomb nanohole array from gold or platinum.
The metal hole array is from 1–3 micron thick and has holes
70 nanometers in diameter. For smaller tubes or channels,
a technique (60) has recently been developed to draw down
bundles of quartz tubes to form an array. This process pro-
duces a hexagonal array of glass tubes each as small as
33 nm in diameter. This translates to a density of 3×1010

channels per square centimeter. Even smaller regular ar-
rays of channels can be synthesized by a liquid crystal
template mechanism (61,62). In this process, aluminum
silicate gels are calcined in the presence of surfactants to
produce channels 2–10 nm in diameters. Finally, channels
of ∼4 nm in cross section can be produced (63) perpendicu-
larly to the surface of an amorphous silica film by forming
hematite crystals in a Fe–Si–O film and then etching away
the hematite crystals.

Finally, several technologies exist to make channels or
layers of channels of desired orientation in solid objects.
These technologies are another spin-off of the photolitho-
graphic process used for integrated circuits. On a two-
dimensional plane, channels that range in size from tens
to hundreds of microns in width and depth have been fab-
ricated (16,17) on the surface of silicon wafers by stan-
dard microphotolithographic techniques. Forming of mi-
croscopic channels and holes in other materials originated
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in the rocket propulsion community in 1964. Work at
Aerojet Inc. (64) produced metallic injectors and cooling
channels in metallic parts using a process that included
photolithographic etching of thin metallic platelets and
stacking the platelets followed by diffusion bonding of the
platelets to form a solid metallic object that has micron-
sized channels. The group at Aerojet has recently modified
its technique to use silicon nitride. Variations on this tech-
nique include electrochemical micromachining and sheet
architecture technology.

Electrochemical micromachining (65,66) avoids gener-
ating toxic waste from acid etching by making the thin
metal part covered with exposed photoresist the anode in
an electrochemical cell where a nontoxic salt solution is the
electrolyte. Sheet architecture technology (67) developed
at Pacific Northwest National laboratory is used to fabri-
cate numerous microscopic chemical and thermal systems,
such as reactors, heat pumps, heat exchangers, and heat
absorbers. These devices may consist of a single photolitho-
graphically etched or laser-machined laminate that has a
cover bonded to seal the channels, as described before, or
may consist of multiple layers of plastic or metal laminates
bonded together.

It is quite apparent from this brief and incomplete
review, that a number of very novel and innovative ap-
proaches have been used to make microsystems as well
as tubes and channels whose diameters are in the range
of nanometers to microns. In the next section, the basics
of microtube technology which complements these other
technologies are discussed.

AFRL MICROTUBE TECHNOLOGY

Properties and Production of Microtubes

Except for self-assembled tubules, the microtube tech-
nology developed at the Propulsion Directorate of the Air
Force Research Laboratory (AFRL) can produce tubes in
the size range of those made by all of the other techniques
cited. In contrast to tubing currently on the market and
the submicron laboratory scale tubing mentioned before,
microtubes can be made from practically any material (in-
cluding smart materials) and will have precisely controlled
composition, diameter, and wall thickness in a great range
of lengths. In addition, this technology can produce tubes
in a great diversity of axial and cross-sectional geometries.
For most materials, there is no upper diameter limit, and
for practically any material, internal diameters greater
than 5 µm are possible. In addition, for materials that
can survive temperatures higher than 400◦C, tubes can be
made as small as 5 nanometers by using the same process.

To date, tubes have been made from metals (copper,
nickel, aluminum, gold, platinum, and silver), ceramics
(silicon carbide, carbon, silicon nitride, alumina, zirconia,
and sapphire), glasses (silica), polymers (Teflon), alloys
(stainless steel), and layered combinations (carbon/nickel
and silver/sapphire) in sizes from 0.5–410 µm. Like many
of the techniques described before, microtube technology
employs a fugitive process that uses a sacrificial man-
drel, which in this case is a fiber. High-quality coating

techniques very faithfully replicate the surface of the fiber
on the inner wall of the coating after the fiber is removed.
By a proper choice of fiber, coating, deposition method, and
mandrel removal method, tubes of practically any compo-
sition can be fabricated. Obviously, a great deal of material
science is involved in making precision tubes of high qual-
ity. Some scanning electron microscope (SEM) micrographs
of a group of tubes are shown in Fig. 1.

Cross-sectional shapes and wall thickness can be very
accurately controlled to a fraction of a micron, which is
not possible by using any of the approaches cited before.
Numerous cross-sectional shapes have already been made,
and some of them are shown in Fig. 2. These micrographs
should be sufficient to demonstrate that practically any
cross-sectional shape imagined can be fabricated. As seen
in Fig. 2, the wall thickness of the tubes can be held very
uniform around the tube. It is also possible to control the
wall thickness accurately along the length of the individ-
ual tubes and among the tubes in a batch or a continuous
process. It can be seen in Fig. 2 that the walls can be made
nonporous. It will be shown later that the microstructure of
the walls and extent of porosity that the walls contain can
also be controlled. In addition to the possibility of cross-
sectional tube shapes, using a fugitive process also allows
fabricating tubes that have practically any axial geometry,
as is shown later.

The maximum length in which these tubes can be made
has yet to be determined because it depends on many vari-
ables, such as the type of tube material, the composition
of the sacrificial tube-forming material, and the degree of
porosity in the wall. It is possible that there is no limitation
in length for a tube that has a porous wall. For nonporous
wall tubing, the maximum length would probably be in the
meter range because there is a direct relationship between
the tube i.d. and the maximum possible length. However,
for most applications conceived to date, the length need
only be of the order of a few centimeters. Based on a quick
calculation, it is apparent that even “short” tubes have a
tremendous aspect ratio. For instance, a 10-µm i.d. tube
25 cm long has an aspect ratio of 2500.

Using microtube technology, there is no upper limitation
in wall thickness for most materials. To date, free-standing
tubes have been made whose wall thickness range from
0.01–800 µm (Fig. 3a). Most of the microtubes tested to
date have demonstrated surprising mechanical strength.
In fact, preliminary studies of both copper and silver tubes
whose wall thickness is in the micron range have shown
that microtubes can have up to two times the tensile
strength of an annealed wire of the same material of the
same cross-sectional area. Besides precise control of the
tube wall thickness and composition, the interior surface of
these tube walls can have practically any desired texture or
degree of roughness. In addition, the walls can range from
nonporous to extremely porous, as seen in Fig. 4, and the
interior or exterior surfaces of these tubes can be coated by
one or more layers of other materials (Fig. 5),

In addition to free-standing microtubes, solid monolithic
structures that have microchannels can be fabricated by
making the tube walls so thick that the spaces between the
tubes are filled (Fig. 6). The microchannels can be randomly
oriented, or they can have a predetermined orientation.
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(a) (b)

(c)
(d)

Figure 1. Examples of microtubes: (a) 10-µm silicon carbide tubes; (b) 410-µm nickel tubes;
(c) 26-µm silicon nitride tube; and (d) 0.6-µm quartz tube.

Any desired orientation or configuration of microtubes can
be obtained by a fixturing process. Alternatively, compos-
ite materials can be made by using a material different
from the tube wall as a “matrix” that fills in the space
among the tubes. The microtubes imbedded in these mono-
lithic structures form oriented microchannels that, like
free-standing tubes, can contain solids, liquids, and gases,
and as act as waveguides for all types of electromagnetic
energy.

Microtube Applications

Discrete thinner walled microtubes are useful in areas
as diverse as spill cleanup, encapsulation of medicine
or explosives, insulation that is usable across a very
wide range of temperature, and as lightweight structural
reinforcement similar to that found in bone or wood. The
cross-sectional shape of these reinforcing tubes can be tail-
ored to optimize mechanical or other properties. In addi-
tion, thinner walled tubes are useful as bending or ex-
tension actuators when fabricated from smart materials.
Thicker walled tubes (Fig. 3b: nickel and SS) that are just
as easily fabricated are needed in other applications, such

as calibrated leaks and applications that involve internal
or external pressure on the tube wall.

The ability to coat the interior or exterior surface of
these tubes with a layer or numerous layers of other ma-
terials enlarges the uses of the microtubes and also allows
fabricating certain devices. For example, applying oxida-
tion or corrosion protection layers on a structural or spe-
cialty tube material will greatly enlarge its uses. A catalyst
can be coated on the inner and/or outer tube surface to en-
hance chemical reactions. The catalytic activity of the tube
can also be enhanced by increasing the porosity in the wall,
as shown before in Fig. 4. Multiple alternating conductive
and insulating layers on a tube can provide a multiple-path
microcoaxial conductor or a high-density microcapacitor.

As stated before, the interior surface of these tube walls
can have practically any desired texture or degree of rough-
ness. This control is highly advantageous and allows using
microtubes in many diverse applications. For example, op-
tical waveguides require very smooth walls, whereas cat-
alytic reactors would benefit from rough walls. (Because of
the fabrication technique, the roughness of the tube wall
interior can be quantified to a fraction of a micron by using
scanning probe microscopy techniques on the mandrel.)
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(a) (b)

(c)
(d)

Figure 2. Tubes larger than 1 µm i.d. can be made in any cross-sectional shape such as (a) 17-µm
star, (b) 9 × 34-µm oval, (c) 59-µm smile, and (d) a 45-µm trilobal shape.

(a) (b)

Figure 3. Tubes can be structurally sound and have (a) very thin walls or (b) thick walls.
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Figure 4. Microtube that has a porous tube wall.

Microtubes can be made straight or curved (Fig. 7),
or they can be coiled (Fig. 8). Coiled tubes whose coils
are as small as 20 µm can be used, for example, as flex-
ible connectors or solenoid coils. For the latter applica-
tion, the coils could be of metal or of a high temperature
superconductor where liquid nitrogen flows through the

(a)

(b)

Figure 5. (a) Sapphire tube that has a silver liner. (b) Nickel tube
that has a silver liner.

Figure 6. Solid nickel structure that has oriented microchannels.

tube. Another application for coils is for force or pres-
sure measurement. No longer are we limited to quartz mi-
crosprings. Using microtube technology, the diameter and
wall thickness of the tube, the diameter of the coil, the
tube material, and the coil spacing can be very precisely

(a)

(b)

Figure 7. Examples of curved silver tubes: (a) single tube;
(b) multiple tubes.
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(a) (b)

Figure 8. (a) Section of “large” coiled tube. (b) Open end of coiled tube.

controlled to give whatever spring constant is needed for
the specific application. In addition, these microcoils can
be made from a variety of smart materials and used as
actuators or sensors. For example, the length of a spring
made from Nitinol ® can easily be changed by applying
heat. It is also possible to wrap one or more coiled spring
tubes around a core tube (Fig. 9). Applications for this kind
of device range from a counterflow heat exchanger to a
screwdrive for micromachines. (For the screw application,
the wrapped coil cross section could be made rectangular.)

Like coiled spring tubes, bellows can be used as microin-
terconnects, sensors, and actuators and can be made in
practically any shape imaginable. Figure 10a shows a bel-
lows that has a circular cross section, and the bellows in
Fig. 10b has a square cross section and aligned bellows
segments. The bellows in Fig. 10c is square and has a
twist. A slightly more complex bellows shown in Fig. 10d
is a tapered-square camera bellows that has a sunshade
to demonstrate the unique capability of this technology. It
demonstrates the ability to control cross section and ax-
ial shape and to decrease and increase the cross-sectional

Figure 9. A coiled tube wrapped around a tube or fiber that can
be used as a heat exchanger or as a microscopic screwdrive.

dimension in the same device. Bellows fabricated by mi-
crotube technology can have a variety of shaped ends for
connections to systems for use, for example, as finned heat
exchangers, hydraulic couplings for gas and liquid, or static
mixers for multiple fluids. The bellows in Fig. 10e has a
thicker transitional region and a dovetail on the end for
connection to a device machined on a silicon wafer. The fe-
male dovetail to mate with this bellows is a commercially
available trench design (68) on a silicon wafer that pro-
vides a way to attach the bellows to the wafer, which can be
pressurized by using proper sealing. (No other technology
available can join a fluidic coupling to a wafer for pressur-
ization to relatively high pressures.)

If one end of the bellows is sealed, an entirely new group
of applications becomes possible. For example, if a bellows
end is sealed, the bellows can be extended hydraulically
or pneumatically. In this configuration, a bellows could be
used as a positive displacement pump, a valve actuator, or
for micromanipulation. As a manipulator, a single bellows
could be used for linear motion, three bellows could be or-
thogonally placed for 3-D motion, or three bellows could
be attached at several places externally along their axes
(Fig. 11) and differentially pressurized to produce a bend-
ing motion. This bending motion would produce a microfin-
ger, and several of these fingers would make up a hand. The
large forces and displacements possible by using this tech-
nique far surpass those currently possible by electrostatic
or piezoelectric means and fulfill the need expressed
by Wise and Najafi (18) when they stated that “In the
area of micro-actuators, we badly need drive mechanisms
capable of producing high force and high displacement
simultaneously.”

For most applications, it is necessary to interface mi-
crotubes and the macroworld. This is possible in a num-
ber of ways. For example, a tapering process can be used
in which the diameter is gradually decreased to micron di-
mensions. Alternatively, the tubes and the macroworld can
be interfaced by telescoping or numerous types of manifold-
ing schemes (Fig. 12). An example of a thin-walled 5-µm i.d.
tube telescoped to a 250-µm o.d. tube is shown in Fig. 13.
A tube of this type could be used as a micropitot tube and, of
course, could be made more robust by thickening the walls.
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(a) (b)

(c) (d)

(e)

Figure 10. (a) A conventional round bellows. (b) A straight bellows that has a square cross section
(c) A square bellows that has a twist. (d) A tapered square camera bellows that has a sun shade to
demonstrate the versatility of the technique. (e) A round bellows that has a dovetail connector.

Although microtube technology has unique capabilities,
it should be obvious that no single technology can fill all of
the requirements imposed by diverse applications. Thus,
microtube technology cannot easily compete with other
technologies in certain applications. One of these involves
gas and liquid separation such as in chromatography. For
example, quartz tubing that can be extruded and drawn

in very long lengths is inexpensive and available in mi-
cron dimensions. However, note that even in areas such
as separation, there are niches for microtubes that in-
volve the composition of the tube material, the cross-
sectional shape, or the inner wall coating. For example,
Fig. 14 shows microtubes manifolded to a tubular frame
for a specific gas separation that requires microtubes
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P1 = P2 = P3

P1

P2

P3

(a)

P1

P2

P3

P1 > P2 > P3

(b)

Figure 11. Microtube bellows finger: (a) unpressurized; (b) pressurized.

of a specific composition, precise diameter, and wall
thickness.

Currently, these tubes have been made by a batch pro-
cess in the laboratory, but the technique is equally suited
to a continuous process which would be more efficient and
also much easier in some cases. Obviously, a continuous
process would reduce costs. For most materials, costs are
already rather low because, unlike some other processes,
expensive tooling is not required. For many materials such
as quartz, aluminum, and copper, the anticipated cost is

(a)

(b)

(c)

(d)

Figure 12. Different ways of transitioning microtubes to the real world: (a) taper, (b) telescope,
(c) bundle, and (d) manifold.

∼$0.01/cm for thin-walled tubes. For precious metals such
as gold or platinum, the cost would be significantly higher
due to the cost of raw materials.

Microtubes have almost universal application in ar-
eas as diverse as optics, electronics, medical technology,
and microelectromechanical devices. Specific applications
for microtubes are as diverse as chromatography, encap-
sulation, cross- and counterflow heat exchange, injectors,
micropipettes, dies, composite reinforcement, detectors,
micropore filters, hollow insulation, displays, sensors,
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(a) (b)

Figure 13. (a) A thin-walled 5-µm i.d. tube telescoped to a 250-µm o.d. tube. (b) View of the small
open end of the telescope.

optical waveguides, flow control, pinpoint lubrication, mi-
crosponges, heat pipes, microprobes, and plumbing for mi-
cromotors and refrigerators. The technology works equally
well for high- and low-temperature materials and appears
feasible for all applications that have been conceived to
date. As can be seen, there are numerous types of devices
that have become possible as a result of microtube tech-
nology. One category of devices that is highlighted is that
based on surface tension and wettability.

MICROTUBE DEVICES BASED ON SURFACE TENSION
AND WETTABILITY

Now, there is great interest in developing microfluidic sys-
tems to decrease the size of current devices, increase their
speed and efficiency, and decrease their cost because mi-
crofluidic systems have the potential, for example, for dras-
tically decreasing the cost of certain health tests, allowing
implantable drug delivery systems, and very significantly
reducing the time needed to complete the Humane Genome
Project. Microtube technology based on surface tension and
wettability is unique in its capabilities and is truly an en-
abling technology in the microfluidic field.

Figure 14. Microtubes are manifolded to a tubular frame for gas
separation.

As miniaturization of mechanical, electrical, and fluidic
systems occurs, the role of physical and chemical effects
and parameters has to be reappraised. Some effects, such
as those due to gravity or ambient atmospheric pressure,
are relegated to minor roles or can even be disregarded
entirely as miniaturization progresses. Meanwhile, other
effects become elevated in importance or, in some cases,
actually become the dominating variables. This “downsiz-
ing reappraisal” is vital to successful miniaturization. In
a very real manner of speaking, new worlds are entered
into in which design considerations and forces that are
normally negligible in real-world applications become es-
sential to successful use and application of miniaturized
technology.

Surface tension and wettability are closely related phe-
nomena that are greatly elevated in importance as minia-
turization proceeds. Surface tension involves only the
strength of attraction of droplet molecules for one an-
other (cohesive forces), but wettability also includes the
strength of attraction of droplet molecules to molecules
of the wall material (adhesive forces). It is important
to realize that surface tension and wettability are usu-
ally not comparable in effect to normal physical forces at
macroscopic levels. For example, surface tension is usually
ignored when determining fluid flow through a pump or
tube. Its effect is many orders of magnitude smaller than
pressure drop caused by viscosity because the difference
in pressure �P between the inside of a droplet and the
outside is given by the Young and Laplace equation of
capillary pressure (69,70):

�P = 2γ /r. (1)

In this equal-radii form of the capillary pressure law
used for a spherical droplet, γ is surface tension and r
is droplet radius. The pressure inside the droplet can be
thought of as caused by a surface “skin,” similar to a balloon
that holds air in. Instead of a thin membrane of rubber as
in the case of balloons, however, confining forces in surface
tension are caused by the affinity of molecules of droplet
material for one another. Because molecules are missing a
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binding partner looking outward on the surface of a drop,
they pull on their nearest neighbors.

Normally, droplet dimensions in most macroscopic ap-
plications are measured in thousands of microns. There-
fore, pressure differences due to surface tension are incon-
sequential and typically measure far less than atmospheric
pressure. For comparison, pressure drops resulting from
viscous flow are typically of the order of magnitude of tens
of atmospheres. When r is of the order of microns, however,
pressure differences due to surface tension become enor-
mous and frequently surpass tens of atmospheres. This is
precisely the reason that fine aerosol droplets are so diffi-
cult to form. However, the formation of tiny droplets is not
specifically the focus of discussion here, but rather their
behavior in miniature voids, such as cavities, capillaries,
and channels that are shaped so that they partially confine
the droplet. The position of droplets within such microvoids
is governed by the surface tension of the droplet fluid, the
wettability of the fluid with respect to microvoid walls con-
tacted during displacement, the geometric configuration of
the walls that confine the fluid droplets, and any pressure
external to the droplet. Microdevices fabricated from these
microvoids can be made to operate when wettabilities are
greater than or less than 90◦, but not exactly 90◦. They
can operate using either nonwetting or wetting fluids. The
difference between wetting and nonwetting fluids in capil-
laries can be explained by using Fig. 15.

In Fig. 15a, a nonwetting fluid droplet is forced into a
single microtube. An insertion pressure has to push the
nonwetting droplet inside the microtube because of the re-
pulsion between the droplet and the walls. Once it is inside,
however, no further pressure is necessary. In fact, any pres-
sure simply moves the nonwetting droplet along the micro-
tube at a velocity determined by the applied pressure and
the frictional forces between the droplet and the microtube
wall. Note that the nonwetting droplet becomes elongated
when it is constrained in the capillary and has a convex-
shaped interface along the axis of the capillary. In addition,
it can be seen that the radius of the nonwetting droplet is
now greater than the radius of the microdevice tube and
that the contact angle θ with the capillary surface is be-
tween 90◦ and 180◦, which is the contact angle for a totally
nonwetting droplet. In contrast, the situation is very differ-
ent if the fluid totally wets the microtube surface, as seen

Droplet
radius

Non-wetting
droplet

Pent Tube
diameter

(a)

Press.
Droplet
radius

Wetting
droplet

Press.
(b)

Figure 15. Behavior of fluid droplets in capillaries: (a) nonwet-
ting droplet; ( b) wetting droplet.

in Fig. 15b. In this case, the fluid is sucked into the micro-
tube, and fluid flow is governed only by frictional forces.
This is the situation in normal macroscopic applications.
For wetting fluids, the ends of the droplets are concave be-
cause the walls of the microdevice are wet by the droplet
and attract the droplet molecules. The contact angle for
wetting fluids is between 0 and 90◦, 0◦ indicates a totally
wetting fluid. In this article, the term nonwetting refers
to a contact angle greater than 90◦, and the term wetting
means a contact angle less than 90◦.

The behavior of a microtube device that employs non-
wetting droplets is easily understood if one compares it to
the mercury intrusion method (71–73) of measuring the
pore-size distribution within porous solids. This technique
is based on the understanding that the pressure needed to
force a nonwetting fluid into a capillary or a pore in a solid
is given by the relationship proposed by Washburn (71):

P = 2γ cos θ/r (2)

where θ is the contact angle of the fluid with the material
under test, P is the external pressure applied to the non-
wetting fluid, and r is the radius of the capillary or pore
which, act is assumed for simplicity, is spherical and has
a constant diameter. This equation is valid for any fluid in
contact with a capillary or porous solid whose contact an-
gle is greater than 90◦. Once the external applied pressure
exceeds that needed to insert the nonwetting fluid into a
constant-diameter capillary or pore, the nonwetting fluid
flows into that particular diameter capillary or pore until
it fills it. Then, the volume of the intruded fluid is a direct
measure of that particular capillary’s or pore’s void volume.
If a smaller capillary or pore branches off the larger dia-
meter void, it remains unfilled until the insertion pressure
is raised sufficiently high that Eq. (2) is again satisfied,
and the process repeats itself.

In contrast to the mercury intrusion method of deter-
mining pore volume, instead of determining the pore vol-
ume, the emphasis in devices based on microtube tech-
nology is placed on the movement and the position of the
droplet in the confining voids. These droplets can be wet-
ting or nonwetting. As will be apparent later, a myriad of
smart microdevices are based on surface tension and wet-
tability.

Because these microdevices have no moving mechani-
cal parts, they are very reliable, can be used in both static
and dynamic applications, and are very rugged. They can
experience pressures or forces far beyond their normal op-
erating range and still return to their original accuracy and
precision. In addition, unlike technology built up on a sili-
con wafer, these microdevices can be made from practically
any material. Thus, high-temperature microdevices can
be fabricated by properly choosing the device and droplet
material.

Devices That Use the Interaction of Nonwetting Droplets
and Gases and Wetting Fluids

This group of devices uses the surface properties of materi-
als, primarily surface tension and wettability, as the prin-
cipal means of actuating and controlling motion by and
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(a)

Non-wetting droplet Microtube

Wetting fluid

Intersection
of tubes

Non-wetting
droplet

(b)

Figure 16. Nonwetting droplet inserted into a microtube under
pressure. (a) Constant diameter tube. (b) Tube that has a transi-
tion to a smaller diameter.

within microtube devices. These devices, which have no
moving mechanical parts, can perform mechanical tasks
whose scale of motion is measured in microns.

These devices, similar to other microdevices based on
surface tension and wettability, are composed of various
sizes of nonwetting droplets inserted into microscopic voids
of various shapes and sizes. These voids can be in the form
of cavities, capillaries, and channels that are shaped so
that they partially confine the droplet. Gas or wetting fluid
is placed in the microcavities along with the nonwetting
fluid. During operation, the nonwetting droplets move in
response to fluid or gas pressure or vice versa. Specifically,
these nonwetting droplets may translate within a void of
the microtube device that is filled with the gas or wetting
fluid, translate from one void space to another, or rotate
in a fixed position. Microtube devices of this type can stop
fluid flow or act as a check valve, a flow restricter, a flow
regulator, or a gate, for example. The minimum dimension
of the voids in these devices typically ranges from about
20 nm to about 1000 µm.

In Fig. 16a, a non-wetting fluid droplet is forced through
a single microtube. An initial insertion pressure has to
push the nonwetting droplet inside the microtube. If the
diameter of the microtube in Fig. 16a decreases at a cer-
tain point to form a telescoping microtube (Fig. 16b), a
considerably higher pressure must be applied by a gas
or wetting fluid to squeeze the nonwetting drop into the
smaller section of the microtube. In contrast, if a wetting
fluid is employed instead of a gas, as before, it is also sucked
into the smaller diameter section, completely filling all the
available space in the microcavity. By inserting an appro-
priately sized nonwetting droplet into a tapered microtube
or a microtube that has a transition to a smaller dimen-
sion that is filled by a second fluid that wets the tube walls,
all flow of the wetting fluid can be stopped by applying a
pressure that forces the nonwetting droplet to block the

Non-wetting
droplet Bypass

tube

Bypass
tube

(a)

Non-wetting
droplet

Bypass
tube

Bypass
tube

(b)

Figure 17. Microtube check valve: (a) flow possible through by-
pass tubes; (b) flow is blocked.

entrance to the smaller section of the cavity. This is the
situation in Fig. 16b where the nonwetting droplet has
been forced to the intersection of the larger and smaller
microtube sections by the flowing gas or wetting fluid.
Figure 17a,b illustrates an extension of this concept. By
adding additional small-diameter bypass-flow paths to one
end of a doubly constricted tube, flow is possible only in
the direction of the end that has the added flow paths at-
tached to the cavity. Of course, these bypass tubes must be
properly sized to prevent nonwetting droplets from squeez-
ing into them. This microtube device in Fig. 17 acts as a
check valve and has no solid moving parts. This cannot
be achieved at the macroscopic level because forces that
arise from surface tensions of fluids are too small due to
the much larger geometries employed.

Figures 18 and 19 are further extensions of this same
concept. In Fig. 18, bypass tubes are left off the microtube
check valve and convert it to either a microtube flow limiter
(Fig. 18) or a microtube flow restricter (Fig. 19). In Fig. 18,
because the nonwetting droplet and the larger tube wall
form a seal, the only wetting fluid flow that can occur in
either direction when the nonwetting droplet travels back
and forth is equal to the volume of the larger tube section
minus the volume of the nonwetting droplet. In Fig. 19, the
diameter of the nonwetting droplet is now smaller than the
diameter of the larger microtube section but larger than

Non-wetting
droplet

Figure 18. Microtube flow limiter.
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Non-wetting droplet

Figure 19. Microtube flow restricter.

the diameter of the smaller microtube. Thus, flow can take
place around the nonwetting droplet. However, fluid flow
is not merely restricted, but is entirely stopped if there is
enough flow to push the drop to one end that blocks the
smaller tube.

Figure 20 illustrates a microtube pressure/flow regu-
lator. In this device, bypass tubes have openings or are
open along their entire lengths to a conically shaped tran-
sitional region placed between the larger and smaller dia-
meter tubes. Furthermore, the lengths of the joined bypass
tubes (now better described as bypass channels) up to the
conical transitional region can be varied. Increased pres-
sure or flow forces the nonwetting droplet farther into the
conical transitional region and exposes more flow channel
openings to wetting fluid. The result is increased flow of the
gas or wetting fluid as a function of pressure. By suitably
sizing the nonwetting droplet, properly orienting the de-
vice, correctly shaping the transitional cone, and precisely
positioning bypass channels, this device can also function
as a microtube pressure-relief valve; no flow occurs un-
til some predetermined pressure is exceeded. Then, flow
takes place as long as pressure is maintained. Note that
only two bypass flow channels are shown in Fig. 20. This
was done to simplify the drawing. Any convenient num-
ber, one or more, of channels can be employed. Finally, by
making bypass-flow channels vary in cross-sectional area,
uniformly increasing or decreasing flow can be produced
as a function of pressure.

In addition to a check valve, it is possible to use nonwet-
ting fluids to make a positive closure valve that has zero
dead space to control a gas or wetting fluid. Figure 21a,b

Wetting
fluid

Non-wetting
droplet

Conical
transition

Bypass
tube

Bypass
tube

Figure 20. Microtube flow or pressure regulator.
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Figure 21. Positive closure microtube valve that has zero dead
space: (a) top view; (b) side view.

illustrates a microvalve composed of a fill tube joined to
an end bulb, where two microchannels are attached to the
fill tube. In this example, the nonwetting droplet controls
the flow of a wetting fluid or gas through a microchannel
whose thickness is less than that of the fill tube. In this mi-
crovalve, an inlet fluid flows through an inlet duct and then
into one of the microchannels. If the fill tube is not blocked
by the nonwetting droplet, the inlet fluid traverses the un-
blocked fill tube at the point where both microchannels at-
tach to it. Then, the fluid exits the microvalve through an
outlet duct as outlet fluid. In Figure 21a,b, the nonwetting
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Figure 22. Microfluidic logic circuit that acts as comparator:
(a) output; (b) no output.

droplet is activated by a heater and only partially fills the
fill tube. Obviously, many other forms of activation are pos-
sible, and it is possible to assemble these microvalves in
parallel to control large flows of liquids or gases.

A final category of microfluidic devices in which one fluid
controls another can be understood by the more complex
examples given in Fig. 22. These figures present microtube
devices that use surface tension and wettability in fluidic
logic circuits that are fully digital, not analog. The device
in Fig. 22 functions as a comparator; there is an output
only if the inputs are equal. Thus, if pressure is applied
to either branch A or B, the gate (nonwetting droplet 2)
closes, as in Fig. 22b, and no flow occurs (and no pressure
is transmitted) between branches C and D. If equal pres-
sure is applied to A and B or no pressure is applied to A
and B, the gate remains open as in Fig. 22a, and flow occurs
(and pressure is transmitted) between C and D. Nonwet-
ting droplet 1 is returned to the center position when-
ever pressure is removed because surface tension always
minimizes droplet surface area and a sphere has the low-
est surface area per unit volume of any object. Only at the
center position can it be a sphere, and unless placed under
unbalanced force by pressure from A or B, it remains at

the center. Numerous other types of logic circuits, such as
OR, NOR, AND, and NAND gates, can also be fabricated in
this manner. By combining a number of these logic compo-
nents in a suitable arrangement, digital operations can be
performed identically to those of electrical devices. Instead
of electricity being on or off in a circuit, pressure is applied
or not applied, and fluid flow does or does not occur.

Microdevices Based on the Positions and
Shapes of Nonwetting Droplets

In this group of microdevices, the basic principle of op-
eration is the movement or shape change of nonwetting
droplets in tubes, channels, or voids that have at least one
microscopic dimension. This movement on shape change
results from external or internal stimuli. The change in
droplet shape depends on the cavity shape and always
minimizes the surface free energy of the droplet. The cavity
that constrains the droplet in these devices can be sealed
or can have one or more openings. The shape of this cav-
ity determines the reaction of the droplet to a stimulus,
as well as the use of the microdevice, and the output that
can be obtained from it. Uses for these microdevices are as
diverse as sensors, detectors, shutters, and valves.

As just stated, microtube sensors based on surface ten-
sion and wettability are one type of device in this group.
Some of these sensors respond to one or more external stim-
uli such as pressure, temperature, and gravity or acceler-
ation by changes in the displacement or shape of liquid
interfaces contained within microtubes and/or microchan-
nels that have either fixed or variable axial geometries and
circular or noncircular cross-sectional profiles. Other sen-
sors respond to internal stimuli, such as a change in surface
tension of the liquid droplet or a change in the wettability
of the microdevice’s internal walls. Some of these sensors
can quantify the displacement or change in shape of the
constrained droplet that is results from external or inter-
nal forces acting on it.

An example of one of the simplest microdevices in this
group of devices is a microtube pressure sensor (Fig. 23)
that uses a nonwetting fluid in the form of a droplet. Fig-
ure 23a illustrates the position of the droplet when the
entrance pressure Pent is equal to the device pressure Pdev.
Figure 23b illustrates the position of the droplet when the
entrance pressure is greater than the device pressure Pdev,
and Fig. 23c illustrates the position of the droplet when
there is a much higher entrance pressure. This sensor
demonstrates the reaction of such a device to an outside
stimulus which in this case is an increase in externally ap-
plied pressure Pent. As can easily be seen, the shape of the
nonwetting droplet changes in reaction to increases in the
applied external pressure Pent. More precisely, increasing
the external pressure Pent, that acts through an entrance
microtube squeezes the droplet into ever smaller diameter
locations within a microcavity, which results in displacing
the nonwetting interface toward the smaller diameter end
of the device. For this type of sensor, this microcavity may
be tear shaped, circular, or have practically any shape, as
long as there is a change in at least one dimension and
this dimension is from 0.003–1000 µm. For simplicity, the
pressure on the smaller side of the microdevice Pdev, which
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Figure 23. Microtube pressure sensor based on surface tension
and wettability.

opposes the external pressure Pent, is set at zero in this fig-
ure. Pdev is most easily thought of as a residual gas pressure
left over inside the device from the actual fabrication pro-
cess. It does not have to be zero, as shown later. The only
requirement for this type of sensor is that Pdev be less than
Pent and that both pressures be smaller than the burst-
ing strength of the walls of the microtube pressure sensor.
It should be apparent from Fig. 23 that an overpressure of
the device will push the droplet further into the device tube
than designed for, but when the pressure is released, the
droplet will return to its equilibrium position. As long as
the walls of the device have not been damaged and main-
tain their original shape, the sensitivity and accuracy of
this device and the others that are described following will
be unaffected by overpressure.

The reaction of the droplet to external pressure is eas-
ily calculable from surface tension theory (the change in
radius of the smaller end of the droplet is inversely pro-
portional to applied the external pressure), but the ac-
tual decrease in radius and resulting displacement of the
nonwetting interface can be understood only intuitively or
observed visually by microscope, as presented in Fig. 23.
Figure 24 illustrates a modification of this microtube pres-
sure sensor based on surface tension/wettability which
enables nonvisual determination of the displaced inter-
face. This nonvisual response to the reaction (movement
or shape change) of the droplet interface caused by a stim-
ulus can take many forms. One of these is a change in
electrical resistance. A center contact, which has a mea-
surable electrical resistance, is inserted through the mi-
crotube device and establishes electrical contact with the
nonwetting droplet. This center contact can be a wire, tube,

Meter

Resistance wireDroplet

Side contact

Pent Pdev

Figure 24. Microtube pressure sensor that has a resistance wire
continuous readout.

tape, or any other elongated geometry desired. A second or
side contact is likewise placed in a position to make elec-
trical contact with the conductive droplet, but not make
direct contact with the center contact. These two contacts
are then connected to an apparatus that measures resis-
tance. If the nonwetting droplet material composition has
been selected so that it is electrically conductive as well as
nonwetting, any displacement of the nonwetting interface
that reduces the length of the center contact not touching
the droplet thereby results in reducing the center contact’s
resistance measured by the resistance measuring appara-
tus. To maximize this effect, the center contact should have
a very high resistance per unit length compared to the side
contact, the actual droplet itself, and compared to the re-
mainder of the circuit that connects both contacts to the
resistance measuring apparatus.

As stated previously, the opposing pressure Pdev need
not be zero. It has been set at zero thus far for simplicity.
For this type of sensor, it merely needs to be less than the
externally applied pressure Pent; otherwise, the nonwetting
droplet could be expelled from the microtube pressure
sensor.

Note here that the devices shown schematically can
measure a variety of external or internal stimuli. The pres-
sure sensor in Fig. 24, for example, could also measure ac-
celeration and oscillation along the device axis as well as
rotation and temperature, which affect both the thermal
expansion and the surface tension of the droplet. If another
center contact is also placed in the device on the end op-
posite the present center contact, the device can measure
acceleration in two directions. In addition, it should be ap-
parent that to measure parameters such as temperature,
rotation, acceleration, or oscillation, it is not even neces-
sary for the entrance tube and the device tube to be open
to the atmosphere. Thus, to measure these external stim-
uli or some internal stimulus, a totally sealed cavity would
function as well as the open pressure sensor in Fig. 24.

For simplicity, only pressure sensors are shown sche-
matically, and it should be understood that the devices
work equally well in reaction to many other stimuli. A
partial list that includes vibration, acceleration, rotation,
temperature, electromagnetic fields, and ionizing radiation
demonstrates the broad scope of this sensor technology.

When a wetting droplet is employed in place of a non-
wetting droplet, instead of needing Pent to reach some value
given by Eq. (2) to force the droplet into the microtube, it
goes in automatically. This behavior is often referred to as
“wicking.” In contrast to the nonwetting droplet, no pres-
sure is needed to get the drop into the tube. The fact that
wetting droplets behave similarly to nonwetting droplets in
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Figure 25. Microtube pressure sensor that has a “Yes-No”
straight port.

some respects means that microdevice sensors can employ
either wetting or nonwetting fluids as the droplet mate-
rial and still serve the same function. For microtube pres-
sure sensors, this would require switching the side of the
droplet that actually “feels” the applied pressure. Microde-
vices that sense other stimuli would also need similar kinds
of modification. These would be specific for the actual sens-
ing application.

Figure 25a,b illustrates the relationship between the
radius of curvature of the small end of the drop and the
various pressures involved for a microtube pressure sensor
that has a digital type of response; this will hereafter be
referred to as a “Yes-No” response. In Fig. 25a, the applied
pressure Pent is not sufficient, compared to Pdev, to force
the nonwetting droplet into the straight port. Therefore,
the continuity apparatus registers an open circuit, or “No”
response. In Fig. 25b, the applied pressure Pent is sufficient
to force entry of the nonwetting droplet into the straight
port. Once the droplet has entered the straight port, it
completely fills it, and the continuity apparatus registers a
closed circuit, or “Yes” response. As mentioned previously,
this same kind of “Yes-No” response can be duplicated
by using wetting fluids. However, because a wetting fluid
would spontaneously wick into the smaller diameter tube,
the only difference would be that now an applied pressure
of sufficient magnitude would need to be directed to Pdev

to expel the wetting droplet from that same straight tube.
Therefore, for a wetting fluid, the continuity apparatus
would work in reverse to the “Yes-No” response for a non-
wetting droplet. In this case, Pdev must be greater than Pent,
and therefore, an open circuit signifies “Yes,” and a closed
circuit signifies “No.” However, because a wetting droplet
adheres to the microdevice walls, including the straight
port, fluid remaining on these surfaces might compromise
the accuracy of the continuity apparatus. Therefore, it
is preferable to use nonwetting droplets in this kind of
sensor. This same logic applies to most microdevices based
on surface tension and wettability, and so in the discussion
that follows, only nonwetting behavior is illustrated.

There are obviously many other means for measur-
ing displacement of a nonwetting droplet. Other basic
electrical parameters that can be employed are capacitance

and inductance. Note here that for all of the aforemen-
tioned techniques for measuring displacement of a nonwet-
ting droplet by using electrical means, the electrical proper-
ties of the nonwetting droplet must, of course, be suitable
for the measurement technique employed. For some ap-
plications, the resistance of the nonwetting droplet must
be sufficiently low to permit measuring the resistivity of
the center contact accurately enough for the application,
at hand. For other applications, the conductivity must be
high enough to enable measuring capacitance accurately.
For certain applications, permeability must be sufficiently
different between the nonwetting droplet and its surround-
ing medium in the microdevice to allow measuring induc-
tance accurately enough to satisfy the demands of the de-
sired application. These electrical property requirements
are most likely to be different, depending on the measuring
technique employed and the particular application being
developed. Note that it is also possible to combine two or
more readout techniques in a single device.

For either multirange or redundancy-driven applica-
tions, a great deal of variation is possible. These varia-
tions are in the form of identical or different devices, cavity,
and/or channel or tube configurations, as well as identical
or different types of readouts. Many different types of de-
vice channel or tube configurations are possible that will
give either linear or nonlinear responses, as well as analog
or digital responses to the stimuli being sensed. For ex-
ample, a gradual taper would produce a linear response,
whereas a very rapid taper would give a nonlinear re-
sponse. In another example, a device such as that shown in
Fig. 25 could be modified with a tapered section to follow
the constant dimension tube. This would result in a dig-
ital response followed by an analog response. In addition
to these differences in individual sensors, multiple sensors
could all be used together simultaneously or switched on
or off as needed.

As mentioned previously, the presence or absence of
nonwetting material in a straight tube (Fig. 25) enables
the pressure sensor or other microdevice that derives its
capabilities from surface properties of materials to func-
tion in a digital or a “Yes-No” mode of response. Figure 26
illustrates another very simple kind of “Yes-No” readout re-
sponse for a pressure sensor that does not have a straight
tube. Now, the center contact in Fig. 24 has been trun-
cated, so that it does not make contact with the non-
wetting droplet for low values of the pressure difference
between Pent and Pdev. This lack of contact, or gap, is shown
in Fig. 26. The truncated center contact makes contact
only with the nonwetting droplet once a predetermined

Side contact

Pent Pdev

Central contact

Meter

Figure 26. Microtube pressure sensor that has a “Yes-No” central
contact.
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Figure 27. Microtube pressure sensor that has a variable “Yes-
No” central contact.

pressure difference exists (Pent greater than Pdev). Once
this occurs, the continuity meter signals that contact has
been made, and the desired “Yes-No” readout response is
provided. Once sufficient pressure difference has been es-
tablished, the truncated center contact can then function
as a center resistance contact, center contact, some other
kind of readout implement, or some combination thereof.
The truncated center contact should not move relative to
the microdevice walls in this simple form of “Yes-No” read-
out microdevice. It should be apparent that devices of this
type that have a truncated center contact can also serve as
an electrical switch, based on surface tension and wettabi-
lity, that can be made to operate independently of gravity,
can be impervious to radiation, and can be activated by
numerous stimuli.

A more sophisticated “Yes-No” readout microdevice
pressure sensor is illustrated in Fig. 27. Now the truncated
center contact is attached to a positioner, which, in turn, is
attached to a positioner holder, which is itself held firmly
in place relative to the actual microdevice walls. In Fig. 27,
the positioner holder is shown attached to the microdevice
walls. The positioner is any type of device that can move the
truncated center contact relative to the microdevice walls
in a predetermined fashion. Examples of such positioning
devices are numerous. They can be the type where the op-
erator sets the gap and thereby controls the device’s sensi-
tivity, such as a pressurized microbellows and a piezoelec-
tric crystal. Alternatively, the positioning device can be the
type that is influenced by its environment, such as those
made from photostrictive, chemostrictive, electrostrictive,
or magnetostrictive materials, which change length due to
light, a chemical environment, or an electric or magnetic
field. In these types of “smart”materials, the positioner
can be controlled in real time by its environment, and
thus the device can respond to two stimuli simultaneously.
Moreover, using any such positioning devices, the gap can
be changed by a feedback circuit. By altering the size of the
gap either before or during actual operation of the microde-
vice, the amount of pressure difference needed between Pent

and Pdev to establish contact and thereby evoke the “Yes-
No” readout response or continuity, as measured by the
continuity apparatus, can be changed. Thus, the sensitivity
of this device can be changed by an operator, by its environ-
ment, or by a feedback circuit. As before, once continuity
has been established for the simple “Yes-No” readout re-
sponse microdevice of Fig. 27, the truncated center contact

Droplet interface

Pent Light

Optical fiber

Figure 28. Microtube pressure sensor that has an interferometer
readout.

can be used for other kinds of readout purposes. For exam-
ple, the continuity apparatus can be modified to function
as the resistance measuring apparatus shown in Fig. 24.
If this is done, both digital and analog readout responses
can be garnered from the same sensor. More than one cen-
ter contact of different lengths and/or more than one side
contact can also be employed in Fig. 27, thereby providing
multiple digital responses from one device.

Note that the sensing techniques mentioned thus far
have all been relatively simple and have employed prin-
ciples of physics that are intuitively easy to understand:
changes in resistance, capacitance, or inductance. Another
simple technique for detecting the position of a droplet in-
terface is using an electromagnetic beam impinging on a
detector that is blocked by the advancing surface of the
droplet. This type of arrangement can basically give only
a “Yes”-“No” response. Two other techniques that can also
be employed to monitor displacement of the nonwetting
droplet interface are optical interference and electron tun-
neling. These techniques are capable of much higher lev-
els of resolution of the nonwetting droplets’ displacement,
which results in greater levels of sensitivity.

Figure 28 illustrates the readout technique that em-
ploys optical interference. The only additional require-
ment that must be imposed to use this technique is that
the nonwetting droplet must reflect at least some of the
electromagnetic radiation input through the fiber-optics
input/output cable back through the same cable. If these
conditions are met, an interference pattern can then be
generated between the incoming and outgoing rays of ra-
diation that can be detected by a suitable apparatus located
at the opposite end of the fiber-optics input/output cable.
This interference pattern will be highly dependent on the
position of the internal interface of the nonwetting droplet,
as well as on the wavelength of radiation employed. There-
fore, it is an extremely accurate technique for monitoring
any displacement of that interface.

Figure 29 illustrates the readout technique for elec-
tron tunneling. There are two primary differences between
this readout technique and the previous readout tech-
nique that employs a truncated center contact, as illus-
trated in Fig. 27. In this apparatus, the truncated center
contact is replaced by a very sharp needle-shaped elec-
trode. In addition, the continuity apparatus is replaced by
a much more sensitive electron tunneling current detec-
tor that can measure the tiny electrical currents gener-
ated when the needle-shaped electrode moves very close
to the internal interface and creates gaps of the order of
atomic dimensions. As in optical interference, tunneling
current measurements are many times more sensitive to
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Figure 29. Microtube pressure sensor that has a tunneling cur-
rent readout.

displacements of the internal interface than simpler read-
out techniques discussed initially. Obviously, any other de-
tecting technique used in scanning probe microscopy, such
as atomic force, magnetic force, or capacitance, can be used
in place of the needle-shaped electrode and the current-
detection circuit. In addition, the sensitivity of these de-
vices, as in the device in Fig. 27, can be changed by varying
the gap between the tip and the droplet.

At this point, it is well worth mentioning again that the
movement of a droplet in a microscopic tube, channel, or
void and the process of remote measurement of displace-
ments of the internal interface itself is of critical signifi-
cance to the devices shown, not the actual kind of remote
measurement technique employed. Whatever technique is
employed affects only the accuracy of the remote readout.
Thus, regardless of the measurement technique, displace-
ments of the internal interface in reaction to external stim-
ulus will be the same and will depend only on the surface
tension and wettability of the sensor components and on
sensor geometry.

Until now, it has been tacitly assumed that motion of
the internal interface during any remote readout of its
displacement is negligible. This is not necessarily so. Any
measurement of the position of the internal interface will
take some finite amount of time. If there is motion of the in-
ternal interface during this finite measurement time, the
position of the internal interface will be some sort of av-
erage readout. If this is acceptable to the designer of the
microdevice, all is well. If it is not, either the method of
remote readout or the level of precision of the analytical
instruments employed must be changed to increase the
speed of readout to the degree required. Once this has
been done, microdevices based on surface tension and wet-
tability that have remote readout capabilities can func-
tion either as static or dynamic analytical detectors or
sensors.

Until now, it has also been assumed that the shaped
or tapered microtubes or microchannels within which
droplets move or flow under the influence of surface tension
and wettability and some external forcing agent such as
pressure or acceleration, had circular cross sections. This
does not have to be so. Figure 30a, b illustrates flow of
an elongated nonwetting mercury droplet constrained on

P P

Non-wetting droplet Square capillary wall

(a)

Non-wetting droplet

Open corner

Open corner

(b)

Figure 30. Nonwetting droplet in square channel: (a) side view;
(b) end view.

four sides by walls that form a square cross section. For
mercury and other high contact angle liquids whose con-
tact angles are greater than 135◦, there will always be open
corners in a channel that has right-angle corners. These
corners remain unfilled because infinite internal pressure
would be required in these high contact angle liquids, the
result of setting r equal to zero in the relationship given
in Eq. (2), to fill in all corners completely. This can never
be true for two reasons. First, there is no such entity as
infinitely high pressure. Second, in Fig. 30a,b, bypass flow
of externally applied pressure Pent will occur through all
open corners, thereby reducing the actual pressure applied
to the nonwetting droplet. An analogous situation occurs
when a child shoots an irregularly shaped pea through a
circular straw. Even though gaps equivalent to the open
corners in Fig. 30a,b exist around the pea, the child can
still expel the pea from the straw simply by blowing hard
enough, thereby producing a sufficiently effective pres-
sure on the pea to accomplish the purpose. This is exactly
the situation that exists for flow of nonwetting droplets
in noncircular microtubes or microchannels. Therefore, all
previous arguments for remote sensing of droplet inter-
faces in circular cross-sectioned microtubes or microchan-
nels apply equally well to remote sensing of droplet inter-
faces in microtubes, microchannels, or voids that have any
type of noncircular profile. Moreover, noncircular micro-
tubes or microchannels can certainly be used in conjunc-
tion with circular microtubes or microchannels in the same
microdevice. In fact, there is very good reason to do so.
Noncircular microtubes or microchannels can be fabricated
relatively easily by using techniques such as photolithog-
raphy and LIGA on a surface. This is currently done on
silicon wafers by a sequence of deposition and/or etching
techniques in a number of different ways, two of which will
be given. A noncircular channel can be formed, for exam-
ple, by etching the channel in the surface and then covering
the channel by sealing a glass plate over it. Alternatively,
for example, the noncircular channel can be formed by
etching a channel in the surface and then filling it with
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a sacrificial material. Another material is deposited over
the filled channel and then the sacrificial material is re-
moved to leave a microchannel. However, no matter how
the noncircular channel is formed in the surface, a bypass
flow of gases occurs through its open corners, as illustrated
in Fig. 30b, if the liquid has a high contact angle. As just
mentioned, this makes it difficult to apply pressure accu-
rately and reproducibly to some nonwetting droplets con-
tained within such microtubes or microchannels. This is
not true for circular microtubes or microchannels. Thus,
the presence of small circular microtubes or microchan-
nels at appropriate positions in any device fabricated from
noncircular microtubes or microchannels will allow either
gases or wetting fluids to apply hydrostatic pressure to
microdevices that contain nonwetting droplets at 100% ef-
ficiency. The reverse is also true. A circular cross section in
the device will also allow the nonwetting droplet to apply
force to the gas or wetting fluid at 100% efficiency. This also
means that it is possible to have wetting and nonwetting
fluids in the same microdevice. Finally, regardless of the
cross-sectional shape of the microtubes, microchannels, or
voids, all wetting fluids will have 100% efficiency.

It is extremely important to realize that the previous
discussion also illustrates that an elongated non-wetting
droplet confined within a microtube or microchannel that
has, for the sake of illustration, square walls can serve
purposes other than remote sensing. For example, it can be
used to act as a shutter in optical applications, where the
presence or absence of the droplet controls whether or not
light or other electromagnetic radiation is allowed to pass
through the square microchannel walls. In this instance,
the nonwetting droplets function in much the same fashion
as a window blind by controlling whether or not light is let
through a window depending on whether or not the blind is
up or down. It could also control particle beams in a similar
manner.

Figure 31 illustrates a much more familiar looking
shutter mechanism that could very easily function iden-
tically to traditional mechanical shutters. An end bulb is
connected to a fill tube, and both are filled by a nonwetting
liquid, which is called the working fluid and is opaque
for the particular application. A rectangular void is also
connected to the fill tube, but its thickness is less than
the diameter of the fill tube. (The thickness of the void
in this figure is exaggerated for clarity.) The shutter that
has constant void thickness is illustrated in the open
configuration in Fig. 31a,b, where the incident radiation
or particle beam passes through the shutter, and is closed
in Fig. 31c,d where the incident beam or radiation is
blocked by the shutter. The void width and void length
can be much greater than the void thickness and only
one void dimension has to be macroscopic to carry out a
shutter’s function. This illustrates an extremely important
point: although all of the dimensions of a device can be
microscopic, only one dimension of a device must be in
the range where surface tension and wettability become
dominant factors in the device’s reaction to internal or
external stimuli to consider the device a microdevice. The
rectangular shutter of constant void thickness illustrated
in Figure 31 must be considered a microdevice because of
the microscopic dimensions of its thickness, even though
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Figure 31. Macroscopic microtube rectangular shutter: (a) side
view of open shutter; (b) top view of open shutter; (c) side view of
closed shutter; (d) top view of closed shutter.

it can have very macroscopic dimensions for one or more
of its other features. This is true for all microdevices based
on surface tension and wettability. In this example, the
method of actuation of the rectangular shutter shown in
Fig. 31 is derived by an externally generated electrical cur-
rent input through a heater contained within the working
fluid. As the working fluid expands due to this heat input,
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any gas bubbles or other gas-filled voids contained within
the working fluid become compressed, thereby raising
the internal pressure Pint within the working fluid. This
thrusts the internal interface farther and farther into the
rectangular void. At some point, the radius will decrease
sufficiently, so that the internal interface will shoot across
the void length, providing that the volume of compressed
gas-filled voids is much larger than the volume of the
shutter. This will close the shutter in the same fashion
as the “Yes-No” devices described earlier in Fig. 25. If gas
bubbles or other gas-filled voids are not present in the
working fluid, then the heat input will not cause a “Yes-No”
type of reaction, but rather will enable the shutter to close
more gradually. In this way, a partially closed shutter can
be maintained by controlling the heat input appropriately.
The gradual closing capability can be obtained for a
pressure-activated shutter by employing a void thickness
that has a decreasing taper. A different tapered end is
shown at the end of the rectangular void where the work-
ing fluid stops in the closed position. This is to minimize
the water hammer effect and does not have to be present
for the shutter to work. Of course, external pressure or
some other external stimuli as well as an internal stimuli
could also be used in place of the heater, and the shutter
would still function. If pressure were employed, it would
then be a pressure sensor that has some macroscopic
dimensions that would be very easy to observe. Filling of
the void would signify that a certain pressure had been
reached. Obviously, there are numerous other applications
of this technology but only two others will be mentioned.
One involves using a reflective nonwetting fluid, so that a
mirror results when the void space is filled, and the second
application encompasses a much larger microscopic void
area. If the void space is made as large in area as a window
pane, solar energy acting on the reservoir could be used
to force liquid into a void of microscopic dimensions in the
window pane and thus block sunlight from going through
the window if an opaque nonwetting liquid is employed.

The void shown in Fig. 31 has constant thickness and
is rectangular. Neither parameter is necessary. Figure 32
illustrates a circular shutter, which has a straight top face
and a curved bottom face that make up the void. Now, de-
pending on the amount of expansion of the working fluid
caused by electric power supplied to the heater, the shutter
can be completely open when all of the working fluid is con-
tained within the outside bulb, completely shut and have
no circular gap in the center at all, or anywhere in between,
as Fig. 32 illustrates. Certainly, both the top face and bot-
tom face can be curved or straight, and virtually any shut-
ter geometry can be employed. Likewise, actuating tech-
niques other than heat input to the working fluid by an
internal heater can be used. External heat input by radia-
tion or conduction or changes in the internal pressure of the
working fluid by any other means can be used to achieve
the same resulting shutter behavior.

As mentioned earlier, surface tension and wettability
govern the position of droplets within microdevices. Thus,
in addition to the external stimuli already mentioned, any
external stimuli that changes either the surface tension
of the droplet or the wettability of the surface can be de-
tected by a suitably designed microdevice sensor. Some, but
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Figure 32. Circular shutter or iris: (a) side view; (b) top view.

not all, such stimuli include the following: temperature,
magnetic field, electrical field, rotation, radiation, and
beams of particles.

Until now, all of the microdevice sensors illustrated have
been designed to respond to external stimuli. This is not the
only mechanism for displacing microdevice droplets. Any
compositional change that occurs within droplets them-
selves or on the walls of microdevices can also change sur-
face tension or wettability. These changes can be either
reversible or irreversible and can be caused by a gas or wet-
ting fluid in the device along with the nonwetting droplet.
In addition, the surface tension of the droplet increases
as both the temperature and rotation increase. If these
or any other internally induced change in a microdevice’s
surface tension or wettability occurs, it can be detected and
monitored remotely using any of the techniques described
previously. Obviously, these internally induced changes in
a microdevice’s surface tension or wettability can also be
used to move the droplet(s) to perform work.

In addition, no actual dimensions of either microtubes
or microchannels have yet been discussed. Assuming a
nonwetting fluid such as mercury, which has a surface ten-
sion at room temperature of approximately 470 dynes/cm
and a contact angle on glass microdevice walls of roughly
140◦, one can calculate the following droplet radii for the
indicated internal pressures using Laplace’s equation mod-
ified to include the effect of wettability (Table 1):

In this section, we have shown that the flow of droplets
within microtubes and microchannels that is controlled by
surface tension and wettability can be used to sense, quali-
tatively and quantitatively, any environmental factor that
acts on a droplet or affects either its surface tension or
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Table 1. Calculation of Droplet Radii

rdev (µm) Pint (lb/in2) Pint (kPa)

950 0.1 0.69
95 1.0 6.89
9.5 10 68.9
0.95 100 689
0.095 1,000 6890
0.003 100,000 689,000

wettability, or both. This sensing can be performed
remotely by a variety of techniques. It has also been demon-
strated that wetting droplets can sometimes be used with
only minor device modifications. Static as well as dynamic
remote sensing can be performed, and microtubes or mi-
crochannels that have circular or noncircular cross sec-
tions and variable axial geometries can be employed either
individually or together. The reaction of these devices to
any stimuli can be tailored by the device geometry and the
method of sensing and result in linear and nonlinear ana-
log output, as well as digital output. The use of this tech-
nique in nonsensing applications that perform mechani-
cal functions was also demonstrated. Finally, whenever at
least one microdevice dimension lies between 1000 µm and
0.003 µm, it has been shown that it can perform all of the
various tasks that have been discussed.

Nonwetting Droplets That Perform Work

The preceding discussion has indicated that the movement
of nonwetting droplets within microtubes or microchan-
nels can be used for sensing and controlling fluids. In ad-
dition, microscopic nonwetting droplets can be used for
mechanical control and manipulation within microdevices,
including tasks such as position control, moving objects,
deforming objects, pumping fluids, circulating fluids, and
controlling their flow. Obviously, complex machines and en-
gines can be produced by properly joining actuator and
pumping elements.

An application of a microscopic nonwetting droplet for
low friction position control is a microtube liquid bearing
shown in Fig. 33. Referring to Fig. 33a, for example, the
bearing assembly is a microtube that has one or more cir-
cular channels on its circumference that actually join the
microtube’s interior void space in a narrow ring-shaped
opening. A center rod only slightly smaller in diameter
than the bearing assembly is supported by nonwetting fluid
that fills the circular channels. This fluid cannot leak out
around the center rod if the gap is small enough because
too much pressure (Table 1) is required to form the droplet
of smaller radius that would be able to leak. Therefore, the
center rod is free to either rotate or translate axially within
the bearing assembly. It is called an external bearing be-
cause of this outside configuration. The only restraining
forces involved are frictional forces between the center rod
and the non-wetting fluid.

Figure 33b illustrates a reciprocal situation called a
microtube internal bearing. A straight walled microtube
is used. A central rod has at least one groove about the
circumference, and the nonwetting fluid fills this groove,
which allows both rotational and translational motion.

(a)

Center rod

Circular channel

Non-wetting
fluid

Circular channel

Non-wetting
fluid

Central rod

(b)

(c)

Circular channels

Non-wetting
fluid Central rod

Figure 33. Shaft supported by nonwetting fluidic bearings:
(a) rotating and translating outer bearing; (b) rotating and trans-
lating inner bearing; (c) inner/outer bearing that rotates but does
not translate.

Figure 33c is a mixed combination of internal and external
microtube liquid-bearing locations. In this configuration,
however, only rotational motion is easily achieved. For
translation to occur, shearing of a wetting droplet must
take place. Although this is not as difficult as forming a
small-radius annular droplet, it still involves generating
new droplet surface area and therefore requires more force
to produce translation than for either the purely internal
or purely external bearings.

Figure 34 illustrates a microtube liquid bearing that
will not allow significant translational motion. It is a

Non-wetting
bearings

Figure 34. Thrust bearing that incorporates four nonwetting
fluid bearings.
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Droplet
radius

Piston

Gap

Non-wetting
droplet

Figure 35. Piston actuated by nonwetting fluid.

thrust bearing that uses four separate microtube liquid
bearings in an external configuration. As before, an in-
ternal or mixed configuration is also possible, and ad-
ditional microtube liquid bearings that use surface ten-
sion/wettability effects can be employed.

Figure 35 illustrates how a nonwetting droplet can be
employed as an actuator; its motion down a microchannel
or microtube is used to move a loosely fitting piston. It is
important to note that as long as the droplet does not wet
the piston and walls, none of the droplet will squeeze by
the piston if the clearance is less than the radius of the
nonwetting droplet. The nonwetting droplet is deliberately
shown only in part in Fig. 35 to demonstrate that the
actual mechanism, external stimuli, or internal stimuli,
or wetting fluid, that causes it to push on the piston
is unimportant. Its ability to function to transmit force
mechanically and thereby perform work is all that matters.

CONCLUSIONS

Microtubes appear to have almost universal application in
areas as diverse as optics, electronics, medical technology,
and microelectromechanical devices. Specific applications
for microtubes are as wide ranging as chromatography, en-
capsulation, cross- and counterflow heat exchange, injec-
tors, micropipettes, dies, composite reinforcement, detec-
tors, micropore filters, hollow insulation, displays, sensors,
optical waveguides, flow control, pinpoint lubrication, mi-
crosponges, heat pipes, microprobes, and plumbing for mi-
cromotors and refrigerators. The technology works equally
well for high- and low-temperature materials and appears
feasible for all applications that have been conceived to
date.

The advantage of microtube technology is that tubes
can be fabricated inexpensively from practically any mate-
rial in a variety of cross-sectional and axial shapes in very
precise diameters, compositions, and wall thicknesses of
orders of magnitude smaller than is now possible. In con-
trast to the other micro- and nanotube technologies cur-
rently being developed, microtubes can be made from a
greater range of materials in a greater range of lengths and
diameters and far greater control over the cross-sectional
shape. These tubes will provide the opportunity to minia-
turize (even to nanoscale dimensions) numerous products
and devices that currently exist, as well as allowing the
fabrication of innovative new products that have to date
been impossible to produce.

Space only allowed presenting one application of micro-
tube technology to new innovative products in greater de-
tail. This one application comprised those devices that are
based on surface tension and wettability. The few devices
that were shown as examples demonstrated the breadth of
this technology only in one field. The application of micro-
tube technology to other fields is considered equally rich
and limited only by a designer’s imagination.
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MOLECULARLY IMPRINTED POLYMERS
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KENNETH J. SHEA

University of California
Irvine, CA

INTRODUCTION

Molecular imprinting is a process for synthesizing materi-
als that contain highly specific recognition sites for small
molecules (scheme 1). The imprinting process consists
of a template molecule (T ) that preorganizes functional,
polymerizable monomers (M ). This template assembly
(TA) is copolymerized with a large excess of cross-linking
monomers to produce an insoluble network material.
Extraction of the template molecule leaves behind a region
that is complementary in size, shape, and functional group
orientation to the template molecule. The resulting poly-
meric materials are referred to as molecularly imprinted
polymers (MIPs):
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Pre-polymer

Complex

Extract

Rebind
T T T

Copolymerize

Cross-linking
monomerM

TA MIP

Scheme 1

Intermolecular forces between the template, functional
monomers and polymer matrix determines MIP struc-
ture. Pre-organization of the functional monomers has
been achieved with covalent (1–4), electrostatic (5,6), and
hydrogen bonding interactions (7–9). The most common
method of polymer formation employs free radical initia-
tion. These materials are tough, easy to handle, and have
been shown to retain their recognition properties for over
five years without loss of selectivity or capacity (10,11).
As a result, they have advantages over more fragile bio-
logical systems for molecular recognition and have been
referred to as “plastic antibodies” (12). Under the proper
conditions, MIPs have shown the ability to function as se-
lective binding materials (13–15), microreactors (3,16,17),
facilitated transport membranes (18,19), and catalysts
(20–23). Their utility, coupled with their longevity and
robustness, make MIPs candidates for applications in
separation science, as industrial catalysis, and for medi-
cal diagnostics (24,25).

Molecular imprinting began as an attempt to develop
“synthetic antibodies.” Initially referred to as “specific
adsorption,” a technique developed by Dickey utilized
silica polymers to create synthetic receptors for the dye
molecules methyl orange and ethyl orange (26,27). Dickey
found that a material prepared using methyl orange was
able to re-adsorb that molecule 1.4 times better than ethyl
orange, and that the selectivity could be reversed by us-
ing ethyl orange during the polymerization. These re-
sults were followed by the first imprinted chiral station-
ary phase (CSP), which was prepared in 1952 by Curti
and Columbo. Dickey’s method was used to imprint silicate
polymers with D-camphorsulfonic acid and enantiomers of
mandelic acid (28). Curti and Columbo were able to achieve
chromatographic separation of camphorsulfonic acid
enantiomers and mandelic acid enantiomers using this
process.

The first report of an imprinted organic polymer was
made by Wulff in 1972 (29). A D-glyceric acid template
was covalently bonded to p-amino styrene and 2,3-O-p-
vinylphenylboronic ester and was then incorporated into
a divinylbenzene polymer (29,30). This important develop-
ment increased the specificity of interaction between tem-
plate and functional groups within the polymer and al-
lowed for more controlled design of functionality within
the imprinted polymer. Another major contribution to
the field of molecular imprinting was made by Mosbach
and co-workers in 1984 when they introduced a new

method of forming the pre-polymerization complex based
on noncovalent interactions (31). Instead of covalently im-
printing target molecules, a template assembly was formed
utilizing electrostatic and hydrogen bonding interactions
to specifically position functional monomers. Since this
time, there has been a tremendous amount of work in the
area of molecular imprinting, much of which has been re-
viewed in the literature (11,32–34,35–38).

POLYMER CHEMISTRY

Organic Materials

Molecularly imprinted polymers are almost exclusively
composed of highly cross-linked organic polymers. These
polymers may be prepared using a variety of monomers
and polymerization methods. By far, the most common
method has been the free radical polymerization of acry-
late functionalized monomers. A detailed description of the
chemistry of free radical polymerization is available in the
literature (39).

Typical formulations consist of equal parts of monomer/
template assembly and an inert deluent, referred to as a
porogen. The choice of porogen is important since it must
solubilize the monomers and, in the event of noncovalent
imprinting, must not suppress interactions between the
imprinting molecule and the functional monomers. The
porogen also serves as an important determinant in the for-
mation of the final polymer morphology.

The resulting network polymers are macroporous in na-
ture. Their macroporosity arises from the phase separation
of solid polymer from solvent and unreacted monomer. The
timing of the phase separation is dependent on the extent
of polymerization and the polymer solubility in the poro-
gen. The phase separated polymer particles aggregate and
create a high internal surface area (40,41). This is par-
ticularly important since the highly cross-linked networks
present a barrier to facile transport of solvent and reagents
to the functional sites. The high internal surface area (200–
400 m2/g) exposes a large fraction of polymer mass to the
external solvent and reagents.

The high percentage of cross-linking monomer (80 to
>90 mol %) that is usually employed results in a poly-
mer with a rigid three-dimensional structure. In addition
to providing a rigid structure, the cross-linking provides
a scaffold for positioning functional groups within voids
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Table 1. Representative Examples of Templates, Monomers, and Their Associated Complexes Used
for Covalent Imprinting

Type of Linkage Template Monomer Complex Reference

Ketal

O O
OH

OH

O

O

O

O
(13,46)

Schiff base

O O

H H

O

N
H

NH2

O

O

HN

N

N

H

H

NH
(2)

Boronic ester

HO OH
OH

OH
O

O
OH

OH

B

O

O

O
O

O

O

B

B
(43–45)

Metal complex

HO

OCH3

OHHO

HO O

N

H
N

N
H

Cu
OH

OH2

N

H
N

N
H

Cu
O

O
HO

OCH3

HO

O

(48)

enabling recognition of the imprinted molecules. The inter-
action between the template molecule and the functional
monomers can be covalent or noncovalent in nature. The
former can consist of any number of interactions includ-
ing electrostatic, hydrogen bonding, hydrophobic, and π–π

interactions.

Covalent Imprinting

The covalent method of imprinting requires the synthe-
sis of a polymerizable derivative of the template molecule.
Covalent bonds are chosen so as to permit their cleavage
following the polymerization. After the cleavage step, the
monomers should present functionality that can interact
with the imprint molecule either by reforming the covalent

linkage or by noncovalent interactions. Some common co-
valent bonds used for this purpose are carboxylic (42) and
boronic esters (43–45), ketals (13,46), and Schiff bases (2).
Also included in this area are metal complexes that bind
and orient the template (47–49). Representative examples
of covalent template assemblies are given in Table 1.

The covalent method of pre-organization has several ad-
vantages over noncovalent methods. Perhaps the most im-
portant is that there is no requirement for excess functional
monomer. This minimizes the amount of nonspecific bond-
ing that can occur between the analyte and the polymer
matrix. A nonspecific interaction in this case is any bonding
that occurs other than between the analyte and the defined
binding site. In addition, covalent imprinting may pro-
duce more “well-defined” binding sites, thus reducing the



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-M-drv January 12, 2002 1:4

670 MOLECULARLY IMPRINTED POLYMERS

Table 2. Representative Examples of Templates, Monomers, and Their Associated Complexes Used
for Noncovalent Imprinting

Type of Linkage Template Monomer Complex Reference

Electrostatic
HO

O
NHCH3

NCH3
O

ON

N

H

H

(51)

Hydrogen bond

N

N

N

N

NH2 O

OH
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N

N

N

N
H H

O
O

H

O

O
H (8,15)

O

N
H

H2N

O

OH
O

N
H

N
H

HH

O H

O

O

 

(31,52)

distribution of binding sites with varying affinities for the
template molecule. Potential disadvantages of this tech-
nique include the additional steps required to synthesize
the template-monomer complex and for the chemical cleav-
age of the template from the polymer. If rebinding is to oc-
cur by reformation of covalent bonds, the rate of rebinding
may be slow and not suitable for certain applications such
as separation media for chromatography.

Noncovalent Imprinting

Non-covalent imprinting employs weaker interactions be-
tween the template, functional monomers and cross-
linking monomers to position the functional groups and de-
fine the binding cavity (31,50). The interactions that have
been most commonly utilized are hydrogen bonds, electro-
static, π–π , and hydrophobic interactions. Some represen-
tative examples of noncovalent template assemblies are
given in Table 2.

The noncovalent method has the benefit of being rela-
tively simple to carry out. It requires fewer steps than
the covalent approach and is more compatible with au-
tomated or combinatorial methods. In addition, the types
and number of potential templates is greater than what
can be achieved using the covalent approach. This method
is limited, however, to templates that can interact some-
what strongly with functional monomers. In addition, an
excess of functional monomers is usually required in the
polymerization mixture to ensure optimal results. In part
because of this requirement, polymers prepared in this
manner contain large numbers of functional groups, which

can contribute to nonspecific bonding and in general may
provide lower affinity sites than can be achieved with co-
valently imprinted polymers.

Polymer Networks

In most imprinting systems the bulk of the polymer is made
up of difunctional cross-linking monomers. A wide variety
of these have been developed, with the majority being acry-
late or styrene based (Table 3). Cross-linking monomers
play an important role in determining the bulk proper-
ties of the materials. In addition, compatibility between
the cross-linking monomers and all other monomers in the
formulation must be established.

Preparation and Processing. The initial step in the im-
printing protocol is formation of a prepolymerization com-
plex between the molecule to be imprinted and the func-
tional monomers which will provide recognition (Fig. 1).
This complex can be formed through either covalent or non-
covalent interactions. In both cases, the formation of the
complex must be reversible to allow extraction/rebinding
of the template molecule. This complex is combined with
the cross-linking monomer(s), initiator, and the porogen.
Oxygen, which can interfere with free-radical polymeriza-
tions, is removed from the formulation either by freeze–
pump–thaw methods or by displacing it from the solution
by sparging with an inert gas.

Free-radical polymerization of the monomer/porogen
mixture is initiated either photochemically or thermally.
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Table 3. Representative Polymer Networks Used in Molecular Imprinting

Monomer System Description Structure Reference

Styrene/divinylbenzene
Nonpolar/

hydrophobic (29,53)

Ethyleneglycol
Dimethacrylate
(EGDMA)

Polar aprotic

O O

O

O
O (9,54)

2,2-bis(hydroxymethyl)
butanol trimethacrylate
(TRIM)

Polar aprotic
trifunctionalized

O

O

O

O O

O

(55)

N,N′-1,2-Ethanediylbis
(2-methyl-2-propenmide),

Proteinaceous

O O

NH HN
R (2,56)

Tetramethoxy silane Silica (sol-gel) Si(OMe)4 (26,57,58)

Pre-polymerization
complex formation

Cross-linking
monomer(s)

Initiator
porogen

Polymerize

• Grind polymer
• Extract template
• Size polymer particles

• Batch rebinding

• Slury pack into HPLC
   column

• Competitive binding
   assays

30 - 200 micron < 30 micron

UV Light
or

heat

Figure 1. Schematic representation of the molecular imprinting process.
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Scheme 2

Due to the large number of initiators available, the range
of conditions in terms of radiation intensity, temperature,
and time that is required is large. The choice of conditions
and method of initiation is dictated by the sensitivity of the
template to temperature and/or photochemical radiation.

The polymer that is produced is often a monolithic
solid. For noncovalent imprinting, releasing the template
molecule from the polymer is often achieved by extracting
the polymer using a solvent such as methanol. In some
cases, it is beneficial to use a small quantity of acid to aid
in the removal of the template. For covalent imprinting,
the conditions for removal of the template are dictated by
the requirements for chemical cleavage of the template–
monomer bond.

The next step in the processing sequence involves crush-
ing the polymer followed by sizing of the resulting particles.
Many of the chromatographic applications of imprinted
polymers require the polymer to be ground into small par-
ticles (25–150 µm) and sized to a uniform range.

APPLICATIONS

To date, the applications of MIPs have fallen into four
areas: (1) separation technology, (2) catalysis (enzyme
mimics), (3) recognition elements for sensors, and (4) anti-
body and receptor site mimics.

Separation Technology

The use of MIPs as stationary phases for chromatography
is the most studied application of this technology. The list of
molecules that have been examined includes biomolecules
such as amino acids, small peptides, proteins, carbo-
hydrates, nucleotides, nucleotide bases, steroids, and a
number of small drug molecules. The majority of separa-
tion studies have focused on the preparation of station-
ary phases for high performance liquid chromatography
(HPLC) (59). MIPs have also been used in thin layer chro-
matography (TLC) (60), capillary electrophosresis (61,62),
membranes (18,19) and solid-phase extraction (SPE)
(63–65).

Mosbach and coworkers demonstrated direct enan-
tioseparation of β-blocker (-)-S-timolol (template 1;
scheme 2) using a chiral stationary phase (CSP) prepared
by molecular imprinting (66).

Macroporous copolymers of EGDMA and MAA, pre-
pared with template 1 as the imprinting molecule, were
employed as a chiral stationary phase. Following extrac-
tion of the template with acetic acid, the MIP station-
ary phase was used for separation of racemic (template 1)
by HPLC. The imprinted polymer stationary phases

gave baseline separation of racemic timolol with a separa-
tion factor (α) of 2.9. The separation factor (α) is a measure
of the separation of two peaks in a chromatogram and is
given by α = k′

2/k′
1, where k′ is equal to the capacity factor

of each peak. The capacity factor is a measure of binding
strength and is defined as k′ = (t − t0)/t0, where t is the re-
tention time of the solute, and t0 is the void time. The struc-
turally related racemic derivatives atenolol (template 2)
and propanolol (template 3) were not separated into their
enantiomers, nor were they retained on the column to any
substantial degree.

Shea et al. explored the ability of MIPs to separate enan-
tiomers of a series of benzodiazepine molecules (9). Enan-
tiomerically pure benzodiazepine derivatives (molecules
4–8, Scheme 3) were used to imprint EGDMA polymers
using MAA as the functional monomer. The resulting ma-
terials were ground into particles and analyzed by HPLC.

Cl
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N

N

O

R

4   CH3

6   CH2Ph

7   CH2PhOH

8   CH2Indol

5   CH(CH3)2

H

H

H

H

H

R R'

Scheme 3

Regardless of the benzodiazepine used for the imprint-
ing, enantioselectivity could be achieved for the entire
family of benzodiazepines. In each case, the imprinted
enantiomer was retained over the nonimprinted isomer
(α > 1; Table 4). Additionally, the greatest separation for
each polymer corresponded to the benzodiazepine which
had been imprinted (bold entries). The ability of ben-
zodiazepine MIPs to produce separation for a family of
molecules in favor of the absolute configuration of the tem-
plate is an important result of this study.

Synthetic polymer complements to biologically impor-
tant nucleosides have been prepared using 9-ethyladenine
(9-EA; polymer 9, scheme 4) as the imprinting molecule
(15). The molecular basis for the imprinting arises from
the fact that adenine and its derivatives are known to
form complexes with carboxylic acids. 9-EA was employed
as the template; methacrylic acid (MAA; polymer 10) was
employed as the functional monomer (scheme 4). The for-
mulation included EGDMA as the cross-linking monomer
in chloroform solution. Polymerization was initiated pho-
tochemically at 12◦C in the presence of AIBN.
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Table 4. Benzodiazepine α Values for Retention on MIP Stationary Phases

Benzodiazepine Derivative Injected

MIP
Template

4-Hydroxy
benzyl (7)

Benzyl
(6)

Indolyl
(8)

Isopropyl
(5)

Methyl
(4)

(S)-7 4-Hydroxybenzyl 3.8 2.5 1.3 1.6 1.4
(S)-6 Benzyl 2.3 3.0 1.7 1.6 1.7
(S)-8 Indolyl 1.5 1.8 2.3 1.3 1.4
(S)-5 Isopropyl 1.2 1.3 1.3 2.2 1.6
(S)-4 Methyl 1.0 1.1 1.1 1.1 1.3
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When used as the stationary phase for HPLC, the 9-EA
imprinted column packing was found to have a strong affi-
nity for adenine and its derivatives. The remaining purine
and pyrimidine bases elute close to the void volume.
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An illustration of the selectivity is given in Fig. 2.
An HPLC trace of a sample mixture of adenine (A;
template 11), cytosine (C; 12), guanine (G; 13), and
thymine (T; 14) reveals C, G, and T elute close to
the void volume (∼2 min at 1 ml/min flow) while ade-
nine elutes in 23 minutes. In contrast, polymers made
by replacing 9-EA with benzylamine show no affin-
ity for the nucleoside bases: all elute between 1.6 and
2.0 minutes.

Most studies with imprinted polymer have been carried
out using polymer particles either in the batch or chro-
matographic mode. There have been several reports how-
ever of the preparation of imprinted polymers fabricated
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A

C
G
A
T

C, G, T

Figure 2. HPLC race of a 4.6 mm × 10 cm column packed with
polymer templated with 9-ethyladenine (9-EA). A mixture of ade-
nine (A), thymine (T), guanine (G), and cytosine (C) was injected.
Adenine elutes at 23 minutes: all other nucleosides elute close to
the void volume (2 min). The mobile phase is MeCN:AcOH:H2O
in the ratio 92.5:5:2.5.

into membranes for the selective transport and separa-
tion of molecules. One example involves the preparation
of MIPs with 9-ethyladenine (template 9) as the template
and methacrylic acid (10) as the polymerizable functional
monomer (scheme 4) (18).

The free-standing films of imprinted polymers were ob-
tained by the polymerization of films of a DMF solution of
ethylene glycol dimethacrylate and methacrylic acid with
9-ethyladenine (template 9) as the template.

Transport studies were carried out with an H-shaped
two-compartment cell. The concentration of substrate in
the receiving phase as a function of time was quantified
by HPLC. Under steady-state conditions, a linear correla-
tion between amount of substrate transported and time
was observed. The transport rates of adenine, thymine,

Figure 3. Plot of the facilitated transport
of adenosine from an equimolar methanol/
chloroform (6:94 v/v) solution (adenosine =
guanosine = 26 µM). The membrane was im-
printed with 9-ethyladenine. The selectivity
factor is 3.4.
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and cytosine were measured; in all cases it was found that
adenine was transported at a higher rate than other nu-
cleic acid bases through membranes imprinted with tem-
plate 9. Furthermore, the imprinted membranes trans-
ported adenosine (15) at a higher rate than guanosine (16)
(Fig. 3). In contrast, reference polymer membranes, pre-
pared in the absence of template (9), transported adenine
at a comparable rate to those of cytosine and thymine. A
reference polymer membrane of the same monomer com-
position prepared without template 9, on the other hand,
transports adenine at rates comparable to those of thymine
and cytosine.

Sensors

MIPs have been used as the recognition element in chemi-
cal sensing devices. Biosensors utilize a recognition ele-
ment, such as an antibody or enzyme, in conjunction with
a transducer. A chemical signal results from the binding of
the analyte to the receptor that is then transformed into an
electrical or optical signal that can be monitored. In many
cases, the development of recognition elements lags far be-
hind the transduction methods available, such as optical,
resistive, surface acoustic wave (SAW) or capacitance mea-
surements. There is considerable potential for new chem-
ical sensing devices if suitable recognition elements were
available.

There are several potential advantages that may be
gained by utilizing MIPs as the recognition element in
place of biological receptors. Since MIPs are synthetic
receptors, they have a virtually unlimited pool of analy-
ates. In addition, MIPs are stable to harsh conditions that
may not be compatible with biologically based sensors. Fur-
thermore, the ability to incorporate a signaling element,
such as a fluorescent probe, in the vicinity of the binding
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Table 5. Summary of Sensor Applications Using Molecularly Imprinted Polymers

Typical Functional Detection
Class Analyte Monomer Range Reference

Fluorimetry Dansyl-L-phenylalanine MAA, 2VPy 0–30 µg/mL (68)
cAMP DMASVBP + HEMA 0.1–100 µM (69)

Conductometry Atrazine DEAEM 0.01–0.5 mg/L (70)
Amperometry Morphine MAA 0.1–10 µg/mL (71)
Luminescence PMP Eu(III) + DVMB 0.125–150000 µg/L (49,72)
pH Glucose STACNCu 0–25 mM (48)

site could be utilized in sensor applications. It may also
be possible to prepare sensors with an array of polymers
imprinted for any number of analyte molecules for fabri-
cation of a single sensor capable of detecting many sub-
stances. Some examples of sensor applications using MIPs
and their detection ranges are shown in Table 5.

The use of luminescence spectroscopy combined with
fiber optics can provide systems for sensor applications.
Utilizing molecularly imprinted polymers in combination
with these systems can add chemical selectivity to these
types of sensors. This technology has been applied to the
detection of many types of compounds including nerve
agents (49), herbicides (72,73), drugs molecules (70), and
biomolecules (68,74).

Mosbach et al. demonstrated the use of a MIP based
fiber-optic sensing device for a fluorescence-labeled amino
acid (dansyl-L-phenylalnine; template 17, scheme 6) (67).
These materials were prepared using MAA and 2-vinyl
pyridine as the functional monomers and EGDMA as the
cross-linking monomer. A system was devised in which
polymer particles were held against the fiber tip using a
nylon net (Fig. 4).

In both systems the polymers showed an increased affi-
nity for the imprinted enantiomer. This was demonstrated
as an increase in the measured fluorescence in the fiber-
optic system. In addition, the ability to follow increases in
concentration by monitoring the increases in fluorescence
was demonstrated. Binding of the analyte to the polymer

H2N

O2S

HN
OH

O

H2N

O2S

HN
OH

O
OH

O

N

HO O

OH

O

N

HO O
17

EGDMA
MAA
2-Vinyl pyridine

Dissociation

Association

Scheme 6

O-rings

Polymer particles
Net

Window

Optic-fiber from light source

Fiber bundle to light detector

Figure 4. Fiber-optic sensing device configuration. A layer con-
sisting of 2 mg of polymer particles was held below the quartz
glass window. The layer was kept in place by a nylon net (20 µm
pores) and an O-ring. An optical fiber was connected through the
quartz window onto the polymer surface. Part of the total light
emitted from the polymer was collected and guided through the
fiber bundle to the detector (visible light-sensitive photodiode).

could be followed in real time as the time required to reach
a steady-state response was 4 hours. This rebinding time
correlates with the equilibration time of this imprinted
system.
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Powel et al. prepared imprinted polymers for the
detection of cAMP (polymer 18) (68). These polymers
are unique in that they contain a fluorescent dye, trans-4-
[p-(N,N-dimethylamino)styryl]-N-vinylbenzylpyridinium
chloride (19, scheme 8), as an integral part of the binding
site. The polymer serves as both the recognition ele-
ment and the transducer for the detection of cAMP. The
polymer was prepared by polymerization of trimethylol
trimethacrylate (TRIM), 2-hydroxyethyl methacrylate
(HEMA; 20), and the fluorescent functional mono-
mer, template 19, in the presence of cAMP. The polymeriza-
tion was initiated photochemically at room temperature.
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Possible interactions between the template and the
polymer include aryl stacking and electrostatic interac-
tions between 19 and the template. HEMA is able to pro-
vide additional sites in the polymer for hydrogen bonding
with the template.

The fluorescence of the imprinted polymer was dimini-
shed when in the presence of aqueous cAMP. The quench-
ing was found to reach a maximal level between 10 and
100 µM cAMP. In addition, no quenching was observed in
a control polymer prepared without template. Addition of
cGMP (21) had little effect on the fluorescence of both the
imprinted and control polymer.
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Catalysis

One of the most challenging applications of molecularly
imprinted polymers is the fabrication of designed catalysts
and the preparation of artificial enzymes. Because of their
ability to prearrange functional groups within the polymer
matrix, MIPs lend themselves to this application. Methods
for preparing these MIPs include (1) utilizing a template
that pre-arranges the catalytic groups within the binding
site, this method has been referred to as the “bait-and-
switch” method, (2) the use of a transition state analog
as the template, (3) the use of coordination compounds to
effect the catalytic reaction (32,75).

The use of templated polymers as catalysts for chem-
ical transformations has been demonstrated using the
dehydrofluorination of 4-fluoro-4-(p-nitrophenyl)butan-2-
one (22, scheme 9) (21).
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The strategy for preparing the MIP catalyst is
illustrated in scheme 10 below. The template molecule,
benzylmalonic acid (template 23), was used to orient N-
(2-aminoethyl)-methacrylamide (24) monomers prior to
polymerization. The bulk of the polymerization solution
consisted of a mixture of EGDMA, methyl methacrylate,
monomer 24, and DMF as the porogen.

A survey of the catalytic performance of the templated
polymer and that of a control polymer with randomly ori-
ented amino groups indicated that both polymers were
found to catalyze the reaction shown in scheme 9; however,
the rate of dehydrofluorination by the templated polymer
(ktemplate) under pseudo-first-order conditions was 3.2 time
greater than kcontrol (Fig. 5).

The imprinted polymer exhibits Michaelis-Menten ki-
netics in benzene with a Km of 27 mM and a kcat of
1.1 × 10−2 min−1. In comparison, an antibody designed to
catalyze the dehydrofluorination of 22 in water shows a Km

of 0.182 mM and a kcat of 0.192 min−1.
Wulff et al. have reported the preparation of molecularly

imprinted polymers which catalyze the hydrolysis shown
in scheme 11 (23). The polymers were prepared using a
phosphonic acid monoesters 25 as a transition state analog
template (scheme 12).
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Coordination of monoester 25 with two equivalents of
amidine 26 provides a polymerizable complex, Eq. (3). The
bis(amidinium) complex was polymerized with a large ex-
cess of EGDMA in THF.
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Figure 5. Pseudo-first-order plot of the dehydrofluorination of
polymer 22 (scheme 9) under conditions of excess substrate to cat-
alyst. The log of the ratio of the initial concentration of substrate
22 (S0) to that at time t (St) is plotted against time. In the pres-
ence of pyridine as a scavenger, the catalyst demonstrates seven
turnovers after 23 hours. Imprinted polymer catalyst (♦); control
polymer (•); homogeneous reaction (2-aminoethyl acetamide) (♦).

Removal of the phosphoric acid monoester transi-
tion state analogue left a cavity bearing two N, N′-
diethylamidine groups (Fig. 6). Hydrolysis of ester 27 by
the polymer imprinted with phosphric acid monoester 25
was accelerated by nearly 100-fold over the reaction of es-
ter 27 with amidine 26 in homogeneous solution. In addi-
tion, the catalyzed hydrolysis showed typical Michaelis-
Menten kinetics while the homogeneous solution has a
linear relationship between reaction rate and concentra-
tion. The catalysis could also be inhibited by addition of
phosphoric acid monoester 25 which has a higher affinity
(Ki = 0.025 mM) for the polymer than acid 27. The activity
of these catalysts is only one to two orders of magnitude
below that of catalytic antibodies.

Antibody and Receptor Site Mimics

Binding assays are used for the determination of small
quantities of compounds in blood serum and other sys-
tems and for screening compounds for affinity to a spe-
cific receptor. Assays of this type require a receptor, of-
ten an antibody that specifically binds the molecule being
studied. Antibodies often show extremely good recognition
properties for their associated molecule (antigen); however,
their use is hampered by their sensitivity to harsh condi-
tions and what can be an involved and costly production
process.

Several studies have been performed that utilize im-
printed polymers as artificial antibodies for use in bind-
ing assays. These studies have been performed using com-
petitive radioligand binding protocols and simple batch
binding methods (24,76,77). The advantages of using these
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Table 6. Cross-reactivity of Xanthine and Uric Acid Derivatives for Binding of
3H-Theophylline and Benzodiazepines for Binding of 3H-Diazepam to Imprinted
Polymers

Theophylline Antibodies Cross-reaction Diazepam Antibodies Cross-reaction

Competitive Ligand (%) Competitive Ligand (%)

Theophylline 100 Diazepam 100
(1,3-dimethylxanthine)
3-Methylxanthine 7 Alprazolam 40
Xanthine <1 Desmethyldiazepam 27
Hypoxanthine <1 Clonazepam 9
7-(β-hydroxythyl-1,3- <1 Lorazepam 4
dimethylxanthine)
Caffeine <1 Chlordiazepoxide 2
(1,3,7-trimethylxanthine)
Theobromine <1
(3,7-dimethylxanthine)
Uric acid <1
1-Methyluric acid <1
1,3-Dimethyluric acid <1

materials as the recognition elements in assays include
their ease of preparation, the stability of the polymers un-
der harsh conditions such as high temperature, extreme
pH, and organic solvents. In addition, the ability to prepare
MIPs when a biological receptor is unavailable or difficult
to isolate provides further impetus for their use.

The first use of imprinted polymers as the recognition
element in a radiolabeled ligand binding assay was demon-
strated with assays for Diazepam (28) and Theophylline
(29), in human serum (24) (scheme 13). The results of this
assay are comparable to established antibody assay proto-
cols for these drugs. The method employed for this study
uses inhibition of radiolabeled ligand binding by the serum
analyte. The amount of radioligand bound to the polymer
is inversely proportional to the analyte concentration in
the serum.
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N

N

O Cl

N

N
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Scheme 13

Both assays showed linear responses over ranges sat-
isfactory for the therapeutic monitoring of both drugs
(14–224 µM for Theophylline and 0.44–28 µM for Di-
azepam). The cross-reactivity of major metabolites and
compounds of similar structure to Theophylline and Di-
azepam was determined to evaluate the specificity of
the synthetic receptors. Theophylline imprinted materials
proved to be highly specific with only 3-methylxanthine
showing cross-reactivity (Table 6). The Diazepam assay in-
dicated that cross reactivity of the synthetic receptor was

very similar to antibody assays. In this case, several
structurally similar benzodiazepines showed some cross-
reactivity (Table 6). In fact, both assays displayed very good
agreement with the corresponding antibody assays.

CONCLUSIONS

Molecular imprinting is a method with which materials
with high affinities for a wide range of organic compounds
can be made. Since its inception, the number and types of
monomers and templates that have been used successfully
has increased dramatically. In addition, our understand-
ing of the mechanisms through which the materials oper-
ate is increasing. While there is still enormous room for
development, some areas of application have become well
developed and commercial applications are on the horizon.

The applications discussed in this article are only a few
examples of what has been achieved. Other uses for MIPs
are being explored, as well as new ways to develop and op-
timize their capabilities. The true utility of molecularly im-
printed materials is limited only by the ingenuity of those
developing them.
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A SHORT TUTORIAL ON ARTIFICIAL
NEURAL NETWORKS

The first part of this article introduces the reader to the
fundamentals of artificial neural network (ANN) comput-
ing, but it is, in no way, comprehensive. Many books and
articles give more detailed knowledge of this subject, and
this author strongly recommends that the reader refer to
them. Some of the references at the end of this article will
be of great value in this regard. In the two succeeding sec-
tions, we present examples of the way an artificial network
may be used for predictive purposes. It is felt that the most
efficient way to familiarize a reader with the power and
beauty of artificial neural networks is through presenta-
tion of examples.

The next section concerns the use of an ANN for extra-
polating heat capacity data of polymers to a temperature
range where measurements are difficult. It is an example
of using ANN to predict parameters outside the range of
data on which it was originally trained. This section shows
that predictions can be made accurately, even outside the
training range of the data.

The final section illustrates the “power” of ANN in cor-
relating vast amounts of input parameters with output
parameters oriented to physical properties. The basic prin-
ciples used in this section can generally be applied to a wide
range of problems in material sciences for a large number
of chemical and physical systems.

INTRODUCTION

The volume of information that is available for any given
physical or chemical system is becoming increasingly un-
manageable. We are literally in danger of being “swamped”
by this profusion of available data. It is now very com-
mon that a system we are interested in studying may have
a terabyte of information associated with it, that is, one
or more trillion bytes of information that need to be pro-
cessed. Artificial intelligence is one of the only techniques
by which we have any chance of sorting through this vo-
luminous amount of data and extracting meaningful in-
formation about the system under study, and an artificial
neural network is one of the more powerful techniques of
artificial intelligence.

So what exactly is an artificial neural network (ANN)?
It can be defined as “a massively parallel distributed pro-
cessor that has a natural propensity for storing experi-
ential knowledge and making it available for use” (1).
Figure 1 shows a typical fully connected, three-layered
ANN. These networks were first developed as computer

models derived primarily from an attempt to model the
human brain (2). However, it was not until the 1980s that
interest in them was renewed (3). Of the various types
of networks researched, probably the most widely used
is called the backpropagation network. A backpropaga-
tion neural network is constructed from a simple totally
connected set of neurons. Neurons are the basic element
of neural networks. Each neuron’s purpose is to accumu-
late the sums of weighted inputs and then transfer its re-
sult of summation to the next level of neurons through
an activation function. Figure 2 shows an example of a
typical neuron. The most common activation function ap-
plied is commonly referred to as the sigmoid function,
defined as

f (x) = 1
1 + exp(−ax)

, (1)

where a is the slope of the sigmoid function. Other activa-
tion functions sometimes used are the hyperbolic tangent
and a scaled arctangent function. In theory, any bounded,
differentiable nonpolynomial function can be used as a
transfer function. The important feature of these functions,
however, is their nonlinearity. It is actually this nonlin-
earity of these functions that gives rise to the “learning”
capabilities of artificial neural networks. For information
on other transfer functions which have been suggested, see
(4) and references within.

Each neuron of each layer is connected in the forward
direction, that is, from the input layer to the output layer.
However, when the results of propagating the input data
of a network are compared to the data provided in the out-
put nodes, an error is calculated between the output data
and the numbers calculated for each cycle. When this er-
ror is higher than a given limit, the weights between the
input layer and the hidden layer and between the hidden
layer and the output layer are modified, and the cycle is
repeated. This feature of propagating the error backward
through the network is responsible for calling the network
a backpropagation neural network.

Neural networks are not programmed in the conven-
tional sense. These networks use a large amount of data
as examples and work by trial and error. This trial-and-
error phase is called training. Before starting the training
process, all of the weights between the various nodes are
set to a small random number. Next, each training pattern
is presented to the input nodes. The input from each in-
put node is then multiplied by the appropriate weight, and
the resulting number is distributed to the appropriate hid-
den node in the hidden layer. One number from each input
node will be distributed to each hidden node, that is, for a
six-input-node network such as shown in Fig. 1, each hid-
den node receives six weighted numbers, all of which are
summed. The summed value of each node in the hidden
layer is then transformed by an activation function and
passed on for processing by the output layer of nodes. The
nodes in the output layer process numbers that it receives

682
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Figure 1. Typical architecture of an artificial neural network.

similarly to the numbers received by the middle or hidden
layer of nodes. The processed numbers in the output layer
are compared to the numbers submitted to the network for
training (the answers), and an error is calculated. If the er-
ror calculated is greater than some convergence limit, the
weights are changed in a prescribed manner, and the entire
procedure is repeated until the error is below the set limit.

In a feed-forward network, the processing elements
(PEs) are interconnected through unidirectional informa-
tion channels or connections. A typical processing element
is shown in Fig. 2. The output y is given by the nonlinear
transformation,

y = f

[∑
i j

wixi − θ

]
, (2)

where θ is a node bias and wi are the connection weights.
Various types of threshold functions are used in networks;
the most common is the sigmoidal function shown in Eq.
(1). This satisfies the nonlinear differential equation 3,

df
dz

= β f (1 − f ). (3)

Thus, the relationship between two sets of information can
be approximated, in general, by any degree of nonlinearity.
The key to developing a neural network to model this

Σ f(x)

W1,1

Wi,j

In
pu

t

O
utput

Wn,n

Figure 2. A typical processing element of a neural network.

relationship is to train the network by using as many ex-
amples as possible. An artificial neural network should not
simply memorize patterns but should generate an implicit
functional relationship between “input-output” data. This
unique property of neural networks has been exploited in
this article.

Most neural networks use the training of a three-
layer, feed-forward, and fully connected network incor-
porating the backpropagation algorithm first developed
by Rumelhart and McClelland (7). In experiments using
three- and four-layer perceptrons, there were indications
that a three-layer perceptron was more than adequate for
interpolative problems. This also indicated that the map-
ping interfaces were fairly regular. The backpropagation
network algorithm was an iterative gradient technique
that minimizes the global error between the actual output
and the network output. The algorithm required a contin-
uously differentiable nonlinear function, such as the sig-
moidal function [see Eq. (1)]. The “error function” δ

p
j in the

computation of connection weights between hidden layers
is given by Eq. (4):

δ
p
j = xp

j (1 − xp
j )(tj − xp

j ) (4)

Note that δ
p
j at lower level p is a function of δ

p+1
j correspond-

ing to the error in layer p + 1. Because of this property, the
algorithm is called the backpropagation network. tj is the
target value of the jth output node. The output of node j
in layer p is given by

xp
j =

[
1 + exp

(
−

∑
i

wij x
p−1
i + θ

p
j

)]−1

. (5)

The iterative procedure continues until the global error is
less than a set tolerance. The evolution of the correction
weights wij during training or their pattern for a trained
network is not studied in this article. This is a very impor-
tant aspect of quantifying network performance. For more
detail, see (8–10) and references therein.

SELECTING INPUT DATA

The most effective input data for training an ANN are
those data that span the space from which predictions are
to be made. These are not the only data, however, that
can be used. An ANN also work for prediction outside the
data space. However, it usually requires much more data
for this purpose. For example, if one wishes to predict the
molecular weight of a group of molecules based on one or
more of the physical properties of these molecules such as
boiling point or density, then the values used as inputs
should be only for molecules whose molecular weights are
between the highest and lowest molecular weights to be
predicted. Let us say that you have molecules whose mole-
cular weights are between 50 and 250 U. You should train
only on the physical properties corresponding to molecules
whose masses are between 50 to 250 U. If you train on prop-
erties of molecules corresponding to this range of molecular
weights and then try to predict the molecular weight of a
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molecule of a mass of, say, 350 or 400 U from its corres-
ponding physical properties, your prediction will probably
not be very accurate. To make this prediction, you need
to have some examples of data of physical properties from
molecules whose masses are between 350 or 400 U. How-
ever, this is not the whole story. It is possible to predict
outside the range of values to some extent. It all depends
on how much data is available and how much of a “connec-
tion” exists between the input data and output values. If
the data are sufficient for the neural network to make a
strong connection, then it can predict outside the training
range. If the connection is weak, then the prediction will
not be good.

PREPARATION OF DATA

Now that you have selected your training set of data, you
need to process your data into a format compatible with
your neural network program. Many programs available
handle this function automatically, but there will be times
when you may need or want to process the data yourself.
As previously discussed, there are several transformative
functions that are applied in ANNs. The most common
transfer function is the sigmoid function shown in Eq. (1).
This function requires that all of the input data be in the
range of zero to one. For practical reasons, most data is
scaled between 0.1 and 0.9. An example of an equation for
scaling data is given by

x′
i = [a(xi − xmin)/(xmax − xmin)] + b (6)

where x′
i is the scaled input data, xi is the original input

data, xmin is the minimum value of the input data, xmax is
the maximum value of the input data, and a and b are con-
stants allowing fixed limits of the scaled data. For example,
if a = 0.90 and b = 0.05, the scaled values of the input data
will range from 0.05 to 0.95.

NUMBER OF NEURONS IN HIDDEN LAYER(S)

There are probably as many ways of selecting the num-
ber of nodes in a hidden layer as there are people who use
ANNs. No hard-and-fast rules can be used to choose either
the number of hidden layers or the number of nodes in the
hidden layer or layers. For almost all purposes, one hid-
den layer should be sufficient. Jack Aurada however has
pointed out in his book, Introduction to Artificial Neural
Systems, that there sometimes can be advantages of a two
hidden layer architecture from the viewpoint of efficiency
(11). The convergence in the error “with two hidden layers
yielded superior results” compared to a similar network
that had only one hidden layer and the same total num-
ber of hidden nodes (11). Several authors have proposed a
rule of thumb for selecting the number of hidden nodes in
a three-layer system (12,13). However, probably, the proce-
dure that is most commonly used is either a bottom-up or a
top-down trial-and-error procedure (14). The top-down ap-
proach starts with too many neurons and removes neurons
until the network can no longer converge in a reasonable
time. The bottom-up approach starts with too few neurons

and add neurons as necessary until the network converges
in a reasonable time. Most of the time, it is a compromise
between the time it takes to converge and the number of
neurons in the hidden layer. The one condition you must
avoid is not to have too many neurons in the hidden layer.
This could lead the network to “memorize” the results of
the learning process and not generalize. This is sometimes
called overfitting.

How do you know how many nodes to start with in the
hidden layer? Some authors propose some type of empiri-
cal rule. For example, Eberhart and Dobbins found that a
reasonable number of nodes in the hidden layer at starting
in a three-layer network is the square root of the number
of input plus output nodes, plus a few (15). Leigh uses a
procedure that ‘dictates that the number of hidden nodes
in one hidden layer network should not exceed 30% of the
size of the input layer (16). Another empirical rule pro-
posed by Weiss and Kulikowski uses the procedure that “a
network should average at least ten samples per weight in
the network”(17).

SUPERVISED VERSUS UNSUPERVISED
NEURAL NETWORKS

So far, we have discussed only supervised ANNs. To sum-
marize, these networks “learn” to make associations be-
tween input data and output parameters (e.g., physical
properties, desired characteristic) through training. This
training is performed by presenting numerous examples to
the network, and the ANN makes numerous adjustments
of its weight space until a given set of input data can elicit
a correct output within some predetermined error limit.

There is another major type of ANN called an unsu-
pervised ANN. An unsupervised ANN, sometimes called a
self-organized ANN, perform its function by doing a mul-
tidimensional clustering of the input data. What typically
happens is that the input data is presented to the net-
work and the network adjusts its internal parameters so
that similar inputs produce similar outputs. In essence,
different clusterings of data inputs are mapped into differ-
ent “regions” of a multidimensional space that allow quick
and easy analysis of very large and seemingly unrelated
amounts of data. Some of the more notable supervised net-
works are based on adaptive resonance theory. Examples
of programs based on this theory are ART1, ART2, AR2,
Fuzzy ART, etc. Other programs based on the unsupervised
model are Hopfield nets, bidirectional associative memory,
Kohonen self-organizinging maps, fuzzy associative mem-
ory, and many others. For additional details on unsuper-
vised ANNs, see (18) and references therein. For a list of
some additional programs that use supervised or unsuper-
vised algorithm, see Table 1 of (19).

ARTIFICIAL NEURAL NETWORK EXTRAPOLATIONS
OF HEAT CAPACITIES OF POLYMERIC MATERIALS
TO VERY LOW TEMPERATURES

As a first example of applying an ANN to materials, we
present the use of neural network computing to predict
the temperature dependence of heat capacities Cp, in the
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Table 1. Polymers Used in Training Heat Capacities to
Very Low Temperatures

Nylon 6,6 Poly(ethylene terephthalate)
Poly(oxymethylene) Poly(p-methacryloyloxybenzoic

acid)
Poly(propylene) Poly(p-hydroxybenzoic acid)
Poly(e-caprolactone) Poly(vinyl alcohol)
Poly(chlorotrifluoroethylene) Poly(p-phenylene)
Poly(vinyl benzoate) Poly(oxy-1,4-phenylene)
Poly(oxyoctamethylene) Poly(tetrafluoroethylene)
Poly(methyl methacrylate)

temperature range 10–100 K of a series of 15 polymeric
materials and relate these values to the temperature de-
pendence of Cp in the temperature range 100–360 K (20).
In this way, newly measured values of the heat capacity
Cp in the higher temperature range (100–360 K) can be
extrapolated to the low-temperature domain where mea-
surements are difficult. Note that this is a different use
of an artificial neural network because we are predicting
values of a physical property outside the range of values
in which the training occurred. Remember, this is an ex-
ample of an application of artificial neural networks. For
more details on the results of the work being presented,
the reader should refer to (21).

Introduction

The field of thermal analysis of polymers has greatly en-
larged in about the last 20 years since the introduction
of simple and comparatively inexpensive instrumentation.
The measurement of the heat capacities of polymers is fun-
damental to understanding the theory of glass transition
temperatures, for example, because the measure of the
heat absorbed provides a direct measure of the increase
in the molecular motion of molecules. This knowledge can
be used to help polymer scientists understand a wide range
of properties of these systems in response to temperature
and temperature changes. These could include, but are not
limited to, polymerization, degradation, and other chemi-
cal changes associated with temperature.

Application of Neural Network Computing
to the Extrapolation of Heat Capacities

Figure 3 shows the three-layered backpropagation network
used in this specific project. The input layer consist of
25 neurons, a middle or “hidden” layer of 15 neurons, and
an output layer with 10 neurons; the network has been
trained using the backpropagation learning algorithm (22).

As we stated in the previous section, a set of cor-
rect input/output pairs, which we call examples, was pre-
sented to the ANN considered in this work and the in-
ternal weights were adjusted to represent these examples
best through the backpropagation learning algorithm. The
name backpropagation is due to the procedure for updating
the weights during training in which the network corrects
its internal parameters by starting with the output values
and propagating backward through the hidden layer to the
input layer.

Cp(110 K)

Cp(10 K)

Cp(20 K)

Cp(100 K)
Output
nodes

out putInput
nodes

Hidden
nodes

Cp(120 K)

Cp(360 K)

Figure 3. Neural net work used in predicting heat capacities
of polymers.

Each neuron of an ANN constitutes a processing ele-
ment (PE), and it is connected through various weights
to other PEs. The processing element sums the product of
each input, and the connection weights form the previous
layer of PEs and then filter it by a nonlinear function, usu-
ally called the activation function. The form of this function
is given by Eq. (1).

The weights wp
ij (weighing the signal between the ith

PE of layer p − 1 and the jth PE of layer p are initialized
randomly and then adjusted during training. Training the
network means establishing the values of these weights
between pairs of processing elements. For a multilayer net-
work, the output layer of the jth PE in layer p is given, in
general, by

xp
j = f

[∑
i

wp−1
i j − xp−1

i + θ
p
j

]
, (7)

where the nonlinear function f has the sigmoidal form
of Eq. (1) and θ

p
j is the bias of the jth PE layer of layer

p. The connection weights, wp
ij and the biases θ

p
j are ini-

tially uniformly distributed in the range {−1, +1}. They
are updated each time an example is presented to the net-
work during training, according to the backpropagation al-
gorithm described in detail in (21,23). Several variations
and enhancements of the backpropagation algorithm are
aimed at accelerating the learning process and improving
its accuracy. In the variant employed at the University
of Tennessee and used for this study, the parameter β in
Eq. (3) is adjusted during training. Different values for β

in the range 0.1 to 0.9 are used; the one that demonstrates
the fastest convergence is selected.

During training, the input pattern and a target output
pattern are associated. To make the outputs as close as
possible to the desired value, we minimize the sum of the
squared errors

E(w) = 1/2
∑

(tj − aj)2 (8)

with respect to the set weights of w, where tj is the tar-
get (i.e., the output part of an example) and aj is the
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actual value of the output layer. The local error at each
mode is computed, and the connection weights are adjusted
through a gradient descent algorithm to minimize the
global error (20). The computational burden in applying
multilayered ANNs lies primarily in network training. The
weights of the network are fixed after training is com-
pleted. These values are then used during “recall” sessions,
when an unknown input is presented to the network and
it computes the appropriate network.

RESULTS

In our calculations, we trained the network by using input–
output pairs for values of Cp versus temperatures from
10–360 K in increments of 10 K for polymers taken from
the ATHAS data bank of heat capacities of more than
100 macromolecules (24). The input layer of our network
consisted of 25 neurons, a middle layer of 15 neurons, and
an output layer of 10 neurons. These heat capacities are
based on experimental data, fitted to approximate vibra-
tional frequency spectra. The computed heat capacities are
smooth functions of temperature and contain no statistical
errors. The input consisted of Cp in the temperature range
of 110–360 K; using backpropagation, the output was Cp

for T = 10, 20, . . ., 100 K. The 15 polymers used in train-
ing are given in Table 1. It can be seen that the input data
covered a wide variety of polymers.

All calculations were implemented on a VAX 2000 work-
station. After the network was trained, five additional
polymers were chosen to test the ability of the network
to predict the low-temperature Cp from the high-tem-
perature Cp. The polymers chosen for our test cases were
PEN [poly(ethylene 2,6-napthalenedicarboxylate)], PE
(polyethylene), PVF [poly(vinyl fluoride)], PS (polystyrene)
and nylon 6 [poly(e-caprolactam)]. From Table 2, it can be
seen that typical errors ranged from 0.80% to 0.01%, and
the average error was 0.34%. Errors were calculated as
the difference between the “expected value” and the value
calculated by the neural network.

Errors of this order of magnitude are far less than ex-
perimental errors that are typically 1–5%; the larger errors
occur at lower temperatures where heat capacities are of
low magnitude. Knowing this, the heat capacity in the eas-
ily accessible temperature range from 100–360 K permits
reasonably precise extrapolation to low temperatures. The
low-temperature data are needed to evaluate the total heat
content of the polymeric materials.

CONCLUSIONS

This example shows the feasibility of using neural net-
works for extrapolating heat capacities of polymers in the
low-temperature region. The exciting possibility of this
method is that by “teaching” a neural network a sufficient
quantity of known experimental data, an excellent extra-
polation to unknown data may be possible. This procedure
can also be applied to a wide range of properties of many
materials, including but not limited to polymeric materials,
as demonstrated in this section. For additional examples

Table 2. Examples of Measured and Predicted
Heat Capacities

Temperature Predicted Measured
Polymers (K) Value Cp Value Cp Error (%)

Run 1: [poly(ethylene 2,6 -naphthalenedicarboxylate)]
10 5.1826 5.1987 −0.31
20 19.7206 19.8736 −0.77
30 32.5057 32.7414 −0.72
40 43.1375 43.3324 −0.45
50 52.8020 52.8549 −0.10
60 62.1784 62.0543 +0.20
70 71.5633 71.2073 +0.50
80 80.9630 80.4163 +0.68
90 90.3907 89.7000 −0.78

100 99.7745 99.0121 +0.77

Run 2: [polyethylene]
10 0.0995 0.1002 −0.67
20 0.7411 0.7440 −0.39
30 1.9143 1.9230 −0.45
40 3.2316 3.2475 −0.49
50 4.5225 4.5434 −0.46
60 5.7424 5.7695 −0.47
70 6.8786 6.9083 −0.43
80 7.9231 7.9597 −0.46
90 8.8866 8.9190 −0.35

100 9.7150 9.7835 −0.70

of applications of ANN to polymeric systems, see (21, 23)
and references therein.

ARTIFICIAL NEURAL NETWORK MODELING OF MONTE
CARLO SIMULATED PROPERTIES OF POLYMERS

Our second example looks at a neural network used to
learn features of the rotational potential energy surface of a
number of polymers and relate those features to conforma-
tional properties of the polymers. Specifically, we modeled
Monte Carlo simulations of 20 polymers (see Table 3) in
which we calculated two statistical properties, the charac-
teristic ratio and the temperature coefficient of the char-
acteristic ratio of each polymer. This particular example is
illustrative of any modeling study where one can relate a
theoretically calculated parameter or series of parameters
and a property of the materials being studied. The reader
can find additional examples by this author and others in
the references at the end of this article.

Table 3. Polymers Used in Training and Testing in the
Monte Carlo Study

Polydimethylsiloxane (II) Poly(vinyl alcohol) (I)
Polyethylene Poly(vinyl alcohol) (II)
1,4-cis-Polyisoprene Poly(oxymethylene)
Polyacrylonitrile Poly(propylene)
Polydimethylsiloxane (I) Polyurethane
Polyalanine Polysiloxane
Polyglycine Poly(vinyl chloride)
Polyisobutylene 1,4-trans-Polybutadiene
Polyleucine 1,4-trans-Polychloroprene a
Poly(oxyethylene) 1,4-trans-Polyisoprene
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INTRODUCTION

Monte Carlo techniques have been used to study chemical
systems for many years. It has been a particularly effective
technique for studying the statistical properties of poly-
mers. Flory used the Monte Carlo technique in effectively
predicting many properties of polymers (25). Coupling neu-
ral networks (26–28) with Monte Carlo techniques pro-
vides a powerful new tool for predicting the properties of
molecules. Accurate knowledge of the rotational potential
energy surface is fundamental to the overall accuracy of the
predictions from a Monte Carlo study. In this light, we first
created 20 rotational potential energy surfaces correspond-
ing to the 20 polymers in this study by using the semiempir-
ical technique MNDO (modified neglect of differential over-
lap) and then used these energy surfaces corresponding to
the 20 polymers in this study to produce 10,000 chains of
each polymer, each chain 100 bonds long. From these re-
sults, we calculated the mean-square end-to-end distance,
the characteristic ratio, and its corresponding temperature
coefficient. A neural network was then used to model the
results of these Monte Carlo calculations. We found that
artificial neural network simulations were highly accurate
in predicting the outcome of the Monte Carlo calculations
for polymers for which it was not trained. The overall av-
erage error for predicting the temperature coefficient was
0.89%.

Previous discussions of using a neural network has
focused on predicting heat capacity relationships (28,29)
between the potential surface and quantum mechanical
eigenvalues (30), molecular dynamic results (31,32), and
frequencies computed by normal node analysis (33).

In this project, we first created 20 rotational potential
energy surfaces for 20 different polymers using the semi-
quantum mechanical program MNDO (34). Next, we used
these surfaces in our Monte Carlo program to calculate
various average statistical properties of our 20 polymers.
Last, we submitted our 144 potential energy points of each
polymer to the 144 input nodes of our network and trained
the network to predict the statistical properties that we ob-
tained from our Monte Carlo calculations. Our calculation
section provides more detail.

CALCULATIONS

We began our calculations by first optimizing the geome-
try of each of the 20 polymers using the Gaussian-92 (35)
ab initio SCF-MO (self-consistent field molecular orbital)
program that has a 4–31G basis set of functions. Of course,
we optimized on only a fragment of each polymer, that was
small enough so that we could run it on our PC computer
but large enough so that end effects were small. We also
made sure that the two ends of each fragment of each poly-
mer were identical. The fragments were usually between
8 and 12 main chain bonds long. We also optimized the
geometry of each molecule when the main chain was in
the plane’s zigzag (all main chain dihedrals were 180◦)
conformation.

Next, we took the optimized geometry of each polymer
and calculated 144 rotational potential energy states using

the semiquantum mechanical program MNDO. This pro-
gram was run on our (primitive) Zenith 386 PC that has
a math coprocessor available from C-graph software. Inc.
of Austin, Texas (36). Each of the 144 rotational energy
states was produced by rotating most interior dihedral an-
gles by 30 through 360◦. It should be emphasized that we
were not attempting to produce the most accurate rota-
tional potential energy states. To do so would have required
a much more accurate quantum mechanical program such
as Gaussian 92 (12) or higher, and would have required
several hundred additional CPU hours of computational
time, probably using a supercomputer.

Next, we used our rotational potential energy surfaces
in Monte Carlo simulations (37) to calculate several aver-
age statistical properties for each polymer. The procedure
adopted was to produce a Markov chain in which each atom
k along the backbone of the chain was added in a configura-
tion dictated by its conditional probability calculated from
its corresponding Boltzman factor exp[−Ek/(RT)], where
Ek is the kth rotational potential energy, R is the gas con-
stant, and T is the temperature in degrees K. The proper-
ties calculated were the mean-square end-to-end distance
from which we calculated the characteristic ratio and the
temperature coefficient of the characteristic ratio. We took
the last two numbers and used them as the output para-
meters to train two neural networks. The first network
used the 144 rotational potential energy points of each
polymer as input and the mean-square end-to-end distance
as output (see Fig. 4). The second network was used to train
the temperature coefficient of the characteristic ratio. This
network used eight input nodes corresponding to four tem-
peratures and four mean-square end-to-end distances, and
one output node corresponding to the temperature coeffi-
cient of the characteristic ratio (see Fig. 5). For more detail
on the way the neural network program worked and how
neural networks work in general, see (25–27, 38) and the
references therein.
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Figure 4. Architecture of neural network for calculating the
mean-square end-to-end distance of polymers.
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Figure 5. Architecture of neural network for calculating the tem-
perature coefficient of the characteristic ratio.

RESULTS

Table 3 lists the polymers used in this study for train-
ing and testing. Note that two of the polymers have two
different isomers, I and II. These correspond to rotations
about two different consecutive bonds in these two poly-
mers. We calculated a total of 20 polymers, trained on 16,
and tested on four. Table 4 presents the results for seven
runs in which we randomly chose four polymers from the
list of 20 in Table 3 to test our training. Each run rep-
resents a different set of four polymers. As can be seen,
the relative error ranged from a high of 15.4% to a low of
0.33%, and the overall average error in the prediction of
the characteristic ratio (C.R.) was 4.82%. We feel that this
error was very acceptable considering that most experi-
mental error for measuring the characteristic ratio is about
5% or higher. It should also be mentioned that no attempt

Table 4. The Predicted Characteristic Ratio (C.R.) for Selected Polymers at 300 K

Polymer Calculated C.R. Predicted C.R Relative % Error

Run 1:
Polyalanine 3.6713 3.7252 1.47
Poly(vinyl chloride) 4.2046 4.1587 1.09
Poly(vinyl alcohol) (I) 7.3291 7.6339 4.16
1.4-cis-Polyisoprene 6.6070 7.2346 9.50

Run 2:
Polyalanine 3.6713 3.6489 0.61
Polyglycine 6.7474 5.7083 15.4
Polyleucine 7.2709 7.1342 1.88
1,4-trans-Polybutadiene 4.2144 4.3332 2.82

Run 3:
Poly(oxymethylene) 3.7047 3.1664 14.53
Polydimethylsiloxane (I) 3.9599 4.1737 5.40
Polyleucine 7.2709 7.3683 1.34
Poly(oxyethylene) 7.5822 7.6929 1.46

Table 5. Calculated Characteristic Ratios (C.R.) for
20 Polymers at Several Temperatures

Polymer T(K) C.R.

Run 1 Polyleucine 225 8.8772
300 7.2709
375 6.1158
450 5.2585

Run 2 Polyacrylonitrile 225 12.0099
300 8.2179
375 6.3012
450 5.3106

Run 3 Polyglycine 225 10.4083
300 6.7474
375 5.2177
450 4.4124

Run 4 Polyisobutylene 225 6.3543
300 4.0702
375 3.3472
450 3.0631

was made to reproduce the experimental characteristic ra-
tio. The purpose of this work was to determine whether a
characteristic ratio could be accurately predicted from a
given rotational potential energy surface, whether or not
that surface could predict the experimental characteristic
ratio and/or temperature coefficient. However, if the rota-
tional potential energy surface was an accurate represen-
tation of the molecule, then this procedure should accu-
rately predict the various macromolecular properties. We
feel that the results of this study verify this conjecture.

Table 5 lists the characteristic ratios of various poly-
mers calculated at several temperatures. The training and
testing of the characteristic ratio (C.R.) for those numbers
were generated at 300 K. The C.R. was also calculated at
255, 325, and 450 K. From this data, we calculated the
temperature coefficient of the characteristic ratio in Table
6. This number was found by determining d [ln〈r2

o,n〉]/dT
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Table 6. Predicted Temperature Coefficients for Selected Polymers at 300 K

Polymer Calc. Temp. Predicted Temp., Relative
Coeff. ×103 (K−1) Coeff. ×103 (K−1) % Error Error

Run 1:
Poly(oxymethylene) −1.60 −1.6022 0.14
Polyleucine −2.30 −2.3013 0.06
Poly(oxyethylene) −2.61 −2.6026 0.28
Polydimethylsiloxane −1.90 −1.8962 0.20

Run 2:
Poly(propylene) −4.24 −4.1577 1.94
Poly(vinyl alcohol) (II) −0.91 −0.9149 0.54
Polydimethylsiloxane (II) 1.13 1.0930 3.27
Polyethylene −2.36 −2.3531 0.29

Run 3:
Polyacrylonitrile −3.62 −3.6442 0.67
Polyurethane −1.46 −1.4602 0.02
Polyisobutylene −3.17 −3.1113 1.85
Polyglycine −3.79 −3.7687 0.56

where n, the number of main chain bonds, was 101 (39). As
for the characteristic ratio, there was no attempt to obtain
an accurate reproduction of the experimental temperature
coefficient by training it on a series of characteristic ra-
tios. As can be seen from Table 6, the predictions were ex-
ceptionally good. The errors ranged from 0.02% to 3.27%,
and the average error was only 0.89%. Noted that the
network was trained on the characteristic ratio, not 〈r2〉
or ln〈r2〉. The network was able very quickly to “learn” the
correct functional association.

CONCLUSIONS

In this study, we demonstrated the feasibility of using arti-
ficial neural network procedures to model macromolecular
properties of polymeric systems. Although the results were
not perfect, this author feels they are very satisfactory. The
maximum error for predicting the characteristic ratio from
its corresponding rotational potential energy surface was
about 15%, and the overall average error, however, was only
5%. Using more polymers in the training, this error would
be reduced. The temperature coefficient, however, was sub-
stantially better. Its maximum error was only about 3%,
and the average error was less than 1%. It should be reem-
phasized that we were not attempting to produce the most
accurate experimental characteristic ratios or temperature
coefficients. To do so would have required producing much
more accurate rotational potential energy surfaces for the
20 polymers, and this would have required a much more
powerful quantum mechanical program than MNDO and
an immense amount of computer time. The major empha-
sis was to see whether, given a potential energy surface,
one can predict the corresponding characteristic ratio and
temperature coefficient by using a trained artificial neural
network.

The advantage of using neural networks rather than
other more traditional techniques is that once you properly
train your network, it requires no more than one second or
less of computer time to obtain results for other polymers
for which the network has not been trained. If the original

choice of polymers was sufficiently diverse and the
data set for a trained neural network was sufficiently
accurate, predictions of any properties for which you
trained should be very good. Therefore, this could reduce
or eliminate the costly and time-consuming Monte Carlo
simulations (or other simulations such as molecular dy-
namics) and, therefore, greatly reduce the time and cost of
computations.

SUMMARY

We have seen how artificial neural networks provide a very
powerful tool to material scientists. The training phase of
these networks may be very time-intensive, but the pre-
dictive powers are immense. This article only scratches
the surface of ANN. There are numerous journal articles
as well as books that may be taped to teach the reader
more about this technique as well as many other tech-
niques involved in the general field called artificial intel-
ligence. There are also numerous Internet sites where ad-
ditional information can be obtained. Some of these useful
sites where the reader can find additional information on
neural networks, as well as on other artificial intelligence
procedures, in addition to some free software, are listed
here:

http://www.neurodynamx.com
http://www.zsolutions.com/index.htm
http://www.stats.ox.ac.uk
http://www.ncrg.aston.ac.uk/Welcome.html
http://nastol.astro.lu.se/∼henrik/neuralnet1.html
http://cns-web.bu.edu/pub/snorrason/bookmarks/neural
.html
http://www.neci.nj.nec.com
http://chemeng.iisc.ernet.in/gopa/neural/neural.html
http://www.spss.com/software/neuro/
http://www.tropheus.demon.co.uk/
http://www.calsci.com/index.html
http://www.wardsystems.com/
and many, many more . . .
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NONDESTRUCTIVE EVALUATION
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INTRODUCTION

Ultrasound is widely used in health care for noninvasive
diagnostics and in industry for nondestructive testing. In
the human body, it generates visual images from inside the
test medium: the fetus, malignant tissue, stones, etc. In in-
dustrial applications, besides defect detection, ultrasound
is also useful for determining significant material charac-
teristics such as density, thickness, mechanical properties,
and level sensing. Knowledge of ultrasonically analyzed
information is important for human health as well as for
cost-effective production of quality industrial materials.

Ultrasound operates on the same principle as other
characterization methods also based on wave–material
interactive phenomena, such as optical, X ray, infrared,
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Table 1. Categories of Ultrasonic Measurements and Their Applications

Measurement
Category Measured Parameters Applications

Time domain Times-of-flight and velocities of Density, thickness, defect detection,
longitudinal, shear, and surface elastic and mechanical properties,
waves interface analysis, anisotropy,

proximity and dimensional analysis,
robotics, remote sensing, etc.

Attenuation domain Fluctuations in reflected and Defect characterization, surface and
transmitted signals at a given internal microstructure, interface
frequency and beam size analysis, etc.

Frequency domain Frequency dependence of Microstructure, grain size, grain
ultrasound attenuation, or ultrasonic boundary relationships, porosity,
spectroscopy surface characterization, phase

analysis, etc.
Image domain Time-of-flight, velocity, and Surface and internal imaging of

attenuation mapping as functions of defects, microstructure, density,
discrete point analysis by raster velocity, mechanical properties, true
C-scanning or by synthetic aperture 2-D and 3-D imaging.
techniques

Raman spectroscopy; nuclear magnetic resonance; and
neutron, γ -ray, and mass spectrometry. By propagating
a wave in a given medium, useful information about the
medium can be generated by analyzing the transmit-
ted or reflected signals. Ultrasound differs from other
wave-based methods because it does not require sample
preparation, is nonhazardous, and provides the means
to determine mechanical properties, microstructure,
imaging, and microscopy. Ultrasonic equipment is also
portable and cost-effective. Most significantly, ultrasound
is applicable to all states of matter, except plasma and
vacuum. Furthermore, propagation of ultrasound in a
material is not affected by its transparency or opacity.
Table 1 provides a comprehensive introduction to ultra-
sound measurements and to the information revealed
either directly or through correlation with measurements.

Since about 1980, both ultrasound and its applications
have grown substantially. Uses in industry have gone
beyond overt defect detection in metals to include char-
acterization of elastic and mechanical properties; dela-
minations in multilayered, particulate and fibrous materi-
als; proximity and dimensional analysis; measurements of
anisotropy and heterogeneity; surface profiling, chemical
corrosion, crystallization and polymerization; liquid and
gas flow metering; imaging of surface and internal features
of materials; viscosity of liquids; texture and microstruc-
ture of granular and cellular materials; applied and resid-
ual stresses; high temperature, pressure, and radiation
environment applications; and robotics, artificial intelli-
gence. These highly desirable applications have attracted
the attention of a wide range of industries: structural and
electronic materials and components manufacturers, air-
craft and aerospace, chemical and petroleum, plastics and
composites, lumber and construction, highways and air-
craft landing strips, bridges and railroads, rubber and tire,
food, and pharmaceutical products.

In medical diagnostics where the sophistication of ul-
trasound is more advanced than in industry, it can replace
harmful X rays in many critical instances. Ultrasound is
useful for visualizing a fetus, measuring the cornea, tissue

characterization, imaging of plaque in arteries and gum
disease, brain wave measurements, monitoring of the heart
beat, skin and breast cancer detection, blood flow mete-
ring, etc.

In 1980, we were content if ultrasound could detect a
1-mm defect and 0.5-mm resolution in a given test material.
Today, after much R&D, we have developed short-pulse and
high-frequency transducers by using advanced electronics
and signal processing to the point that we can measure
resolution and detectability in the micrometer range. Ob-
viously, ultrasound has come a long way since the discovery
of piezoelectricity by Pierre and Jacques Curie in 1876 (1)
and its first application by Richardson in 1913 for sonar (2).

Ultrasound and its applications have grown phenome-
nally in recent years, but the mode by which it is propa-
gated in a given test medium is severely limited. Due to
extremely high attenuation of ultrasound by air, its trans-
mission in a test medium is done by physically contacting
(coupling) the transducer to the test medium. Therefore, all
conventional ultrasound has the severe limitation of phys-
ical contact between the transducer and the test medium
by a liquid gel (3). If this contact could be eliminated, then
we could diagnose burnt or malignant skin damage without
discomfort to the patient. Similarly, a number of industrial
materials sensitive to liquid contact could be tested to mea-
sure thickness, density, mechanical properties, defect de-
tection, etc. This is significant in ensuring materials qual-
ity and process control and for cost-effective production.
The development of a noncontact ultrasound (NCU) mode
would allow many more useful applications of ultrasound.
For example, using NCU, characteristics of materials that
are porous and hygroscopic could be determined. Similarly,
materials in the early stages of formation (uncured plas-
tics, green ceramics, and powder metals) and those that
are continuously rolled on a production line (plastics, rub-
ber, paper, construction, and lumber) could also be tested
under manufacturing conditions. NCU could also be ap-
plied to medical problems where contact with a patient can
be harmful, as in the evaluating wounds and diagnosis of
the eye.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-N-DRV January 10, 2002 21:34

692 NONDESTRUCTIVE EVALUATION

However, for NCU to become a reality, we first need
transducers and electronic systems sensitive enough to
transmit and detect ultrasound without contact with the
test medium. And herein lies a big problem. Conventional
wisdom stipulates that ultrasound (from ∼200 kHz to
>5 MHz) cannot be propagated through solids or liquids
without physical contact between the transducer and the
test medium. Therefore, NCU has been generally consid-
ered an impossible dream due to the phenomenal mismatch
of acoustic impedance between the coupling air and the
test media. This mismatch can run as high as six orders
of magnitude when we consider propagation of ultrasound
from air to materials such as steels, superhard alloys and
dense ceramics, cermets, diamond, and diamond-like ma-
terials. To realize the NCU mode, this barrier of acous-
tic impedance must be broken. And for this to happen, it
is imperative that ultrasonic transducers be characterized
by phenomenally high sensitivity. Achieving NCU is ana-
logous to “throwing a helium-filled rubber balloon so that
it can pierce a stainless steel wall!”

REALITY THAT DEFIES NONCONTACT ULTRASOUND

The exorbitant mismatch between the acoustic impedance
of the coupling medium, air, and that of the test material
generates enormous resistance to ultrasound propagation
in materials. This, in conjunction with the extremely high
attenuation of ultrasound (in MHz region) by air, further
compounds the problem of the NCU mode. In simple terms,
when ultrasound travels from a medium of low acoustic
impedance to one of high acoustic impedance, only a frac-
tion of the energy is transmitted in the latter. The fraction
of ultrasound transmission and energy transferred at the
air-material interface is given by

T (Transmission coefficient in the propagation medium)

= 4Z1 Z2/(Z1 + Z2)2 (1)

where Z1 is the acoustic impedance of the ultrasound car-
rier medium (for example, air for the NCU mode) and Z2

is the acoustic impedance of the test medium. The trans-
mission coefficient is derived as the ratio of transmitted
acoustical energy V (measured in volts) and the input

Table 2. Transmission Coefficients and Energy Transfer in Selected Materials at Various
Interfaces in the Noncontact Mode, per Fig. 1. As a Reference, Similar Data for Water Are Also
Shown. Z (air) = 440 Rayl; Z (water); 1.5 Mrayl; 1 Rayl = kg/m2 s.

Energy Transfer Total Energy Loss
Transmission Coefficient [Eq. (4)] at Interfaces

[Eq. (1)] (dB) a + b (dB)
Material Interface
Zm (Mrayl) (Fig. 1) In Air In Water In Air In Water In Air In Water

Steel Air – steel, a 0.000034 0.11 −89 −19 178 38
51.0 Steel – air, b 0.000034 0.11 −89 −19
Aluminum Air – aluminum, a 0.0001 0.3 −79 −10 158 20
17.0 Aluminum – air, b 0.0001 0.3 −79 −10
Acrylic Air – acrylic, a 0.0005 0.84 −66 −1.5 132 3
3.5 Acrylic – air, b 0.0005 0.84 −66 −1.5
Silicone Air – rubber, a 0.018 0.96 −35 −0.35 70 <1
rubber Rubber – air, b 0.018 0.96 −35 −0.35
1.0

Air-material
interface, a

Material-air
interface, b

Za

Za

Zm

Air

Test
material

AIR

Transmitting
transducer

Receiving
transducer

Figure 1. Interfaces to be crossed by ultrasound (shown by ar-
row) in the noncontact transmission mode to propagate ultrasound
through a test material. Interface “a” corresponds to air–material
(from acoustic impedance Za to Zm) transmission. Interface “b”
corresponds to material–air (from acoustic impedance Zm to Za)
transmission

energy V0 of a plane wave when refracted at 0◦ incidence
on the interface between the two media:

T ∝ V 2/V0
2 (2)

This relationship can also be described by a decibel scale:

T = 20 log V/V0 (dB), (3)

Energy transferred in the propagative medium

= 20 log T (dB). (4)

For more details and the significance of plane wave trans-
mission and reflection at a number of interfaces in terms
of acoustical pressure and intensity, see (4).

Ultrasound in noncontact transmission must propagate
from air into the test material and then again into air so
that the transmitted wave can be detected by a receiv-
ing transducer (Fig. 1). Therefore, the high energy loss at
the air–material interface is doubled by further loss at the
material–air interface. Table 2 provides the transmission
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coefficients and energy losses in selected test materials
in the noncontact ultrasound mode calculated by using
Eqs. (1) and (4). As a reference, similar losses for water
immersion (contact technique) are also provided. The fol-
lowing conclusions can be drawn from the data:

1. Transmission losses decrease as the acoustic
impedance of the test material comes within the
vicinity of that of the coupling medium, whether it
is air or water.

2. Total energy loss at various interfaces in the noncon-
tact transmission mode can run as high as six orders
of magnitude compared to similar losses by using wa-
ter as the coupling medium.

While conducting this exercise, we did not address the is-
sues of the interrogating frequency of the transducer and
the frequency dependence of ultrasound attenuation by air.
When these factors are combined with the inherent loss of
ultrasound energy at various interfaces in the NCU mode,
the problem of noncontact transmission in solids is only
exacerbated. Relatively speaking, the attenuation of ul-
trasound in air is intrinsically high compared to that in
solids and liquids. And because attenuation in a medium
increases as a function of the fourth power of the frequency,
transmission of megahertz frequencies in air becomes al-
most incomprehensible. To overcome these NCU-defying
realities, first we need to create ultrasonic transducers that
have high sensitivity (or very low insertion loss). Sensi-
tivity is needed to overcome interfacial transmission losses
(Table 2) and also to facilitate transducer excitation by rel-
atively low power voltages. This will help avoid unwanted
heating of transducers and their subsequent destruction.
Once optimum sensitivity is achieved, we can increase the
transducer frequency to make it comparable to that used in
conventional contact testing. Accomplishing this task has
captivated the imagination of materials and transducer
researchers.

PURSUIT OF NONCONTACT
ULTRASONIC TRANSDUCERS

A few researchers have tried to develop noncontact mate-
rial characterization by using wave phenomena, which in-
clude optics, thermal, infrared, X ray, and nuclear magnetic
resonance. In pursuit of bulk ultrasonic wave propagation
in 1963, White (5) reported generating elastic waves in
solid materials by momentarily heating a material surface.
This technique eventually led to the development of the
thermographic method which has been used for surface
and subsurface imaging of composites, metals, etc. by
sensing minute temperature fluctuations as a function of
material texture, microstructure, defects, and other vari-
ables. This method has been applicable to those mate-
rials that can sustain heat or emanate heat during the
testing.

Next came laser-induced ultrasound (6) that was used
to characterize Rayleigh waves in metals (7) and for sub-
surface materials evaluation (8). The laser-based method
has been applied to those materials that can withstand

Table 3. Transmission Coefficients and Energy
Transferred in Air as a Function of the Final Acoustic
Impedance Matching Layer on the Piezoelectric
Element. As a Reference, Similar Data Are Also Shown
Using Water as the Coupling Medium. Z (air): 440 Rayl;
Z (water): 1.5 MRayl.

Final Layer on
Piezoelectric Element
Z (Mrayl)

Transmission Energy Transferred,
Coefficient, T 20 log T (dB)

In Air In Water In Air In Water

Bare piezoelectric,
PZT, 31.0 0.00006 0.17 −85 −15

Hard epoxy, 4.0 0.0004 0.79 −68 −2
Silicone rubber, 1.0 0.001 0.92 −58 −0.7
Porous rubber, 0.9 0.002 0.94 −54 −0.5
aPressed fiber, 0.1 0.018 – −35 –

aWorldwide patents pending and in process.

the impact of a high-power laser beam. Laser-based ultra-
sound has become acceptable for high melting point metals
and ceramics. The nondestructiveness of this laser-based
ultrasound method is questionable when analyzing heat
and shock-sensitive materials, such as polymers, green ce-
ramics and powder metals, pharmaceutical and food prod-
ucts, and tissue. Ultrasound generated by electromagnetic
acoustic transducers has been used in the NCU mode for
nondestructive testing (9). This method is applicable only
to ferromagnetic materials.

The various noncontact analytical methods outlined do
provide useful information about the test materials. How-
ever, all of them are limited to specific materials and are
partially destructive, complex, or expensive. The difficulty
of propagating ultrasound in test media by the noncon-
tact mode, as shown in Table 3, presents limited alterna-
tives for achieving this mode in practical terms. These in-
volve the techniques of ultrasound generation based upon
true production of ultrasound, so that its propagation in
the test medium is not affected by its (medium) exclusive
properties.

Researchers and transducer experts have been design-
ing piezoelectric devices by manipulating the acoustic
impedance transitional layers in front of the piezoelectric
element. In the materials industry, one of the early ap-
plications of noncontact ultrasound was testing Styrofoam
blocks by using a 25-kHz frequency (10). A precursor to
high-frequency, noncontact transducers was the 1982 de-
velopment of piezoelectric dry coupling longitudinal and
shear wave transducers up to 25-MHz frequency. Since
1983, these transducers have been commercially available
for characterizing the thickness, velocity, and elastic and
mechanical properties of green, porous, and dense ma-
terials (11–13). Dry coupling transducers feature a solid
compliant and acoustically transparent transitional layer
in front of the piezoelectric materials such as lead meta-
niobates and lead zirconate–lead titanate. These devices,
which eliminate the use of a liquid coupling agent, do re-
quire contact with the material.

An important by-product of dry coupling devices was the
development of air/gas propagation transducers, which use
less than a 1-Mrayl acoustic impedance matching layer of
a nonrubber material on the piezoelectric material. These
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commercially available transducers have been successfully
produced in planar and focused beam configurations for
transmitting ultrasound in air up to ∼5 MHz frequency
and receiving up to 20 MHz. Air/gas propagation transduc-
ers, between 250 kHz to ∼5 MHz, quickly found applica-
tions in aircraft/aerospace industries for imaging and for
defect detection in fibrous, low- and high-density polymers,
and composites. For such applications, these transducers
have been used with high energy or tone burst excitation
and high signal amplification systems. However, for appli-
cations such as level sensing and surface profiling, the low
energy spike or square wave transducer excitation mecha-
nism has been sufficient.

Similar transducers of 1-MHz and 2-MHz frequency
were also produced at Stanford University by using sil-
icone rubber as the front acoustic impedance matching
layer (14). By using such a transducer at 1 MHz, the dis-
tance in air could be measured from 20 to 400 mm at an
accuracy of 0.5 mm. Further improvements in transduction
efficiency were shown by planting an acoustic impedance
matched layer that is composed of tiny glass spheres in the
matrix of silicone rubber on piezoelectric elements (15,16).
Researchers at Strathclyde University (17) have reported
air-coupling transducers based on piezoelectric composites
between 250-kHz to 1.5-MHz frequencies. By using tone
burst transducer excitation, they have been successful in
producing millivolt level transmitted signals through a
composite laminated honeycomb structure at 500 kHz.

More recently, piezoelectric transducers featuring
perfect acoustic impedance matched layers for optimum
transduction in air have been successfully developed from
<100 kHz to 5 MHz (18).1 The sensitivity of these new
transducers in air is merely 30 dB lower than their con-
ventional contact counterparts. As a result, ultrasound in
the megahertz region can be easily propagated through
practically any medium, including even very high acous-
tic impedance materials such as steel, cermets, and dense
ceramics. This advancement, the major focus of this pa-
per, is discussed in detail along with the various medical
and industrial applications in the noncontact ultrasound
mode.

Air-coupled transducers based upon capacitance (elec-
trostatic) phenomena have also undergone substantial de-
velopments in recent years. Researchers at Kingston and
Stanford Universities have successfully produced micro-
machined capacitance air transducers; the latter claim a
high 11-MHz frequency (19,20). These transducers that
are characterized by high bandwidths have been used to
evaluate composites and other materials. Ultrasound ex-
perts at the University of Bordeaux, have reported gener-
ating and detecting Lamb waves in the noncontact mode
in anisotropic viscoelastic materials by using capacitive
transducers (21).

Though much progress has been made in enhancing
the transduction efficiency of transducers based on piezo-
electric and capacitive phenomena, from a practical stand-
point these advancements have by no means reached a
saturation point. In the subsequent sections of this article,
we describe the successful development of piezoelectric

1U.S. and international patents pending and in process.

transducers that are characterized by extraordinarily
high sensitivities in the frequency range from 100 kHz to
5 MHz. The evidence of the high sensitivity of these new
transducers can be seen from the fact that even very high
frequencies such as 2–5 MHz can be propagated through
a number of solids in the NCU mode.

PIEZOELECTRIC TRANSDUCERS FOR UNLIMITED
NONCONTACT ULTRASONIC TESTING

The efficiency of an ultrasonic transducer depends on the
coupling coefficients and other electromechanical proper-
ties of the piezoelectric material. It also depends on the
mechanism by which ultrasound is transferred from the
piezoelectric material to the medium in which ultrasound
needs to be propagated. In the noncontact mode, this
medium is air. Because the acoustic impedances of piezo-
electric materials are several orders of magnitude higher
than that of air, it is usually necessary to implant tran-
sitional (acoustic impedance matching) layers of various
materials in front of it (the piezoelectric material). Ulti-
mately, the characteristics of the final layer determine the
transduction efficiency of a transducer device. The signif-
icance of the final acoustic impedance matching layer in
the noncontact transducers cannot be overemphasized. Be-
cause the properties of a given piezoelectric material can be
considered constant for a given device, the ultimate trans-
fer of ultrasonic energy in air is entirely controlled by the
acoustic characteristics of the final matching layer on the
piezoelectric material (Fig. 2). To understand this, we ex-
amine the effect of the final acoustic impedance matching
layer on the piezoelectric material with respect to trans-
mitting ultrasound from it (piezoelectric element) to air, as
per Eqs. (1) and (4). Table 3 shows the transmission coeffi-
cients and the transfer of ultrasonic energy in air as well
as in water (as a reference) by assuming a number of final
acoustic impedance matching materials on the piezoelec-
tric material. The following conclusions can be drawn from
the data:

1. The transmission coefficient in air increases as the
acoustic impedance of the front layer on the piezo-
electric material is reduced.

Zl (Acoustic impedance of
final matching layer in
contact with air)

Za (Acoustic Impedance
of Air)

Piezoelectric
element

Air

Transmission of
ultrasound in air

Final Matching
layer

Figure 2. Schematic of an ultrasonic transducer showing the
critical final acoustic impedance matching layer relative to the
piezoelectric element and the coupling medium, air.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-N-DRV January 10, 2002 21:34

NONDESTRUCTIVE EVALUATION 695

2. There is a significantly high transfer of ultrasonic
energy in water compared to that in air due to better
acoustic impedance matching of the final layer on the
piezoelectric element with that of water.

In the light of (14–17) and this author’s 1983 design
(commercially available as air/gas propagation transduc-
ers from Ultran Laboratories), the best final piezoelectric
matching layer for maximum ultrasound transmission in
air is composed of soft polymers. The polymer layer in
these transducer designs can be porous or nonporous or can
have embedded hollow spheres (in the polymer layer). For
the sake of simplicity, we will identify all polymer acous-
tic impedance matched layer transducers as air-coupled
(AC) transducers. These transducers yield a −58 to −54 dB
transfer of ultrasonic energy in air, which is significant
for propagating up to ∼2-MHz ultrasound in some solids
in the noncontact mode. For example, by using a suitable
transducer excitation mechanism and high received sig-
nal amplification, ultrasound can be transmitted in low
acoustic impedance materials (typically materials that are
lower than ∼3 Mrayl) by using AC transducers. However,
ultrasound propagation by such transducers in materials
>3 Mrayl is arduous, if not impossible.

The AC transducers based on polymer matching layer
transducers do demonstrate the feasibility of noncontact
ultrasound, but they are far from the most efficient. To
enhance transduction efficiency in air, this author has
been developing and applying a number of low acoustic
impedance final matching layer materials since 1978. In
1995, we produced and evaluated (18) a transducer that
had compressed fiber as the final matching layer. For the
sake of simplicity and comparison, we will identify them
as noncontact (NC) transducers. This transducer design ex-
hibited unprecedented and phenomenal transduction in air
which was found sufficient for NCU transmission in prac-
tically all material types. Perfected in 1997, the NC trans-
ducers can increase ultrasonic energy transfer from the
transducer to air from −54 dB (AC transducers) to −35 dB;
see Table 2 (18). An increment of sensitivity by an order
of magnitude is extremely significant and warrants spe-
cial attention. After initial trials at 200 kHz, 500 kHz,
1 MHz, and 2 MHz, NC transducers have been produced
up to ∼8 MHz. However, from a practical standpoint, it has
been shown that they propagate up to 5-MHz ultrasound
in nearly all material types in the NCU mode in ambient
air. Leaving aside transmission in plastics and composites,
the sensitivity of NC transducers is also high enough for
transmission in materials that have extremely high acous-
tic impedance such as steel, dense ceramics, and cermets.
In the following sections, we provide detailed observations
about NC transducers and their sensitivity compared to
AC types.

Transducer Characterization Scheme

NC transducers, like their contact or water-coupled coun-
terparts, can also be characterized in the transmission or in
the reflection (pulse-echo) modes. Figure 3 shows the setup
for characterizing transducers in the transmission mode
which is used to analyze NC and AC transducers. Here, the

Transducer
excitation

Transmitting
transducer

Receiving
transducer

10mm
Ambient

air

Measurement
oscilloscope

Figure 3. Noncontact ultrasonic transducer characterization
scheme in transmission mode. Frequency, bandwidth, pulse width,
and signal-to-noise ratio are read directly from the oscilloscope.
Sensitivity = 20Log (Vx/V0). V0 = Excitation in volts. Vx = Re-
ceived signal amplitude in volts.

transmitting and receiving transducers are aligned and
separated by a 10-mm (or more, depending on the trans-
ducer frequency) column of ambient air. In this case, the
transmitting transducer is excited by a pulse of known
voltage, V0. The output from the receiving transducer is
directly fed into a measurement oscilloscope that has a
mechanism to measure the frequency domain characteris-
tics. Frequency and bandwidth are measured directly from
the frequency domain envelope, and Vx, the received signal
amplitude in volts, and the pulse width are measured from
the time domain RF trace. The signal-to-noise-ratio (SNR)
is determined by the following relationship when measure-
ments are made without signal averaging. It is understood
that while doing so, the instrument and cable noise also
factor into the measurement.

SNR = 20 log Vx/Vn (dB), (5)

where Vn is the amplitude of the noise in volts. Sensitivity
(insertion loss) is determined by

S = 20 log Vx/V0 (dB). (6)

By using this characterization scheme, several NC trans-
ducers were analyzed in ambient air. Figures 4–7 show
typical time and frequency domains for 200-kHz, 1.5-MHz,
3.0-MHz, and 5.0-MHz NC transducers and their salient
acoustic characteristics.

Sensitivity Comparison of NC and AC Transducers
with Conventional Contact Transducers

Because sensitivity is the most critical requirement for NC
or AC transducers, it is important to develop some kind of
comparison scheme. To this effect we chose conventional
contact, water immersion transducers as a reference. A
number of NC transducers were characterized for sensi-
tivity in the transmission mode according to Fig. 3. Similar
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Figure 4. Time and frequency domain of broadband 200-kHz,
50-mm active area transducers in transmission mode. T–R air
separation: 100 mm. Bandwidth center frequency: 200 kHz. Band-
width at −6dB: 100 kHz (50%). Pulse width: <20 µs. Sensitivity:
−46 dB. SNR: 50 dB.

transducers, suitable for conventional contact water im-
mersion operation where acoustic impedance matches that
of water, were characterized in water for sensitivity mea-
surements. The setup for such transducer characteriza-
tion is the same as in Fig. 3, except that in this case
the 10-mm air column was replaced by a 10-mm column
of water. Sensitivities for both transducer types, calcu-
lated according to Eq. (6), are shown in Table 4. From this
comparison, it is quite clear that the sensitivity of the new
noncontact transducers is approximately 30 dB below their
contact counterparts. AC transducers were approximately
50 dB below their conventional contact water immersion
counterparts.

Figure 5. Time and frequency domain of broadband 1.5-MHz,
25-mm active area transducers in transmission mode. T–R air
separation: 10 mm. Bandwidth center frequency: 1.4 MHz. Band-
width at −6 dB: 0.92 MHz (65%). Pulse width: <2 µs. Sensitivity:
−58 dB. SNR: 46 dB.

Figure 6. Time and frequency domain of broadband 3.0 MHz,
12 mm active area transducers in transmission mode. T–R air
separation: 10 mm. Bandwidth center frequency: 2.6 MHz. Band-
width at −6 dB: 2.0 MHz (75%). Pulse width: <700 ns. Sensitivity:
−62 dB. SNR: 40 dB.

Application Related Experiments
and Sensitivity Comparison

In the previous section, we demonstrated the high sensi-
tivity of new NC and AC transducers by analyzing them
according to a transducer characterization scheme and by
comparing them to similar observations of conventional
contact transducers. Although this comparison provides
substantial evidence of the superiority of NC transducers
over the AC types, it still does not present a convincing ar-
gument. Graphical evidence is needed to prove this point.
To this effect, we performed several application-related ex-
periments aimed at propagating ultrasound in an NCU

Figure 7. Time and frequency domain of narrowband 5.0 MHz,
12-mm active area transducers in transmission mode. T–R air
separation: 5 mm. Bandwidth center frequency: 4.5 MHz. Band-
width at −6 dB: 1.5 MHz (33%). Pulse width: <800 ns. Sensitivity:
−68 dB. SNR: 40 dB.
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Table 4. Sensitivity Comparison of Noncontact and
Conventional Contact Transducers.a Mode of Testing:
Transmission. Medium of Testing: 10 mm Ambient Air for
Noncontact and 10 mm Water for Contact Transducers

Sensitivity in Sensitivity w.r.t
Frequency Active Ambient Air Water Immersionb

(MHz) Diameter (mm) (dB) (dB)

0.25 50 −38 Below 18
25 −46 Below 26

0.5 50 −44 Below 24
25 −50 Below 30

1.0 25 −52 Below 32
19 −54 Below 34
12.5 −56 Below 36

3.2 −62 Below 38
1.5 12.5 −58 Below 38
2.0 12.5 −58 Below 38

1.5 −66 Below 40
3.0 12.5 −62 Below 40
5.0 12.5 −68 Below 44

aSensitivities reported here were obtained by exciting the transmitting
transducer using a broadband and 15-ns pulse. Tone burst excitation sen-
sitivities will be 12 dB higher.
bFor some contact transducers, a −20-dB sensitivity is assumed.

mode through a solid material by using AC and NC trans-
ducers. Figures 8 and 9 present observations in support
of this. Both observations correspond to NCU trans-
mission through 20-mm thick aluminum by 1-MHz and
20-mm active area diameter transducers in the direct
transmission mode. In both cases, transducers are sepa-
rated from the test material surfaces by an ∼5-mm air
column. Furthermore, in Figs. 8 and 9, the transmitting
transducer was excited by a high-energy 400-volt (into 4�

input impedance) pulser, and the signal received from the

Figure 8. A 1-MHz noncontact transmitted signal through
20-mm aluminum by using transducers based on a soft, porous,
polymer matching layer. Excitation of the transmitting trans-
ducer: 400 V into 4-� input impedance. Receiving transducer am-
plification: 64 dB. Transmitting and receiving transducers are
5 mm away from the material surfaces. Under these conditions,
the transmitted signal amplitude is 13.1 mV. Compare with Fig. 9.

Figure 9. A 1-MHz noncontact transmitted signal through
20-mm aluminum by using new transducers based on a com-
pressed fiber matching layer. Excitation of the transmitting trans-
ducer: 400 V into 4-� input impedance. Receiving transducer am-
plification: 64 dB. Transmitting and receiving transducers are
5 mm away from the material surfaces. Under these conditions, the
transmitted signal amplitude is 111.1 mV. Compare with Fig. 8.

receiving transducer was amplified by a 64-dB gain. The
key difference is that Fig. 8 was obtained by AC transduc-
ers and Fig. 9 by NC transducers. Under these conditions,
the amplitude of the transmitted signal through 20-mm
aluminum by AC transducers is 13.1 mV, whereas it is
111.1 mV for NC transducers. This clearly establishes the
superiority of the new noncontact transducer design over
the other air-coupled transducers described in (14–17),

Figure 10. A 1-MHz noncontact transmitted signal through
20-mm aluminum by using new transducers based on compressed
fiber matching layer. Excitation of the transmitting transducer:
one burst 16-V sine wave. Receiving transducer amplification:
64 dB. Transmitting and receiving transducers are 5 mm away
from the material surfaces. Under these conditions, the transmit-
ted signal amplitude is 3.26 mV. No other air-coupled transducer
can transmit ultrasound under similar conditions in high acoustic
impedance materials by very low level excitation.
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Figure 11. Ultrasound transmission through 25-mm carbon steel
(Z, 51Mrayl) by using the new noncontact transducers (1-MHz,
20-mm active area diameter) with a single burst of 16-volt sine
wave excitation and 64-db amplification of the received signal by
an equivalent transducer. No other air-coupled transducer can
transmit ultrasound under similar conditions in high acoustic
impedance materials by very low level excitation.

including this author’s air/gas propagation transducers
that are commercially available from Ultran Laboratories
since 1983.

To demonstrate further the exceptionally high sensi-
tivity of NC transducers, we decided to conduct an experi-
ment that would normally be considered impossible! An
experiment analogous to that described before was per-
formed, except that in this case the NC transmitter was
excited merely by a single burst of a 16-volt sine wave
and 64-dB amplification of the received signal. Figure 10
presents the observation from this, showing a 3.26-mV sig-
nal transmitted through 20-mm aluminum in the noncon-
tact mode. AC transducers (based on soft polymer matching
layers, that is, porous or nonporous or have hollow spheres)
were unsuccessful in generating ultrasound transmission
through 20-mm aluminum by 16-volt excitation, despite
high signal averaging! It is also interesting to note that
by low energy excitation, using NC transducers, we propa-
gated megahertz frequencies even in steel, whose acous-
tic impedance is 51 Mrayl, six orders of magnitude higher
than in air! We show an example of this startling conclu-
sion in Fig. 11. It is important to note that the purpose of
observations shown in Figs. 8–11 was to demonstrate the
high sensitivity of NC transducers relative to any other
similar device. The purpose of these experiments is not to
recommend or suggest the usage of low-energy transducer
excitation for testing materials.

NONCONTACT ULTRASONIC ANALYZER

As is evident from the preceding sections, NC transduc-
ers can be used with any suitable commercially available
pulser-receiver to transmit and to detect ultrasound
through any material. However, our ultimate goal was to
generate an NCU mode that would rival the performance

Non-contact
transducers and
the test material

Display of thickness
and velocity of test
material.

Figure 12. Ultrasonic noncontact analysis system, the NCA
1000, using noncontact transducers and a monitor screen display-
ing the thickness and velocity through the test material.

of conventional contact or immersion ultrasound. The high
transduction of NC transducers is not enough to accom-
plish this task. For example, we still need to overcome the
natural barrier of acoustic impedance mismatch between
the coupling air and the test medium. From Table 2, we see
that losses due to this mismatch are formidable. To circum-
vent this and not jeopardize our objective of equating NCU
performance with that of conventional contact-based ultra-
sound, a new mechanism of transducer excitation and sig-
nal amplification was needed. Nevertheless, this seemingly
impossible task, too, was overcome. In 1997–1998, a novel
ultrasonic system was conceived and produced. Identified
as the NCA 1000,2 this instrument was developed by Leon
Vandervalk and Ian Neeson of VN Instruments, Canada. It
is based on synthesizing a computer-generated chirp com-
bined with the best attributes of noncontact transducers.
Signal processing in the NCA 1000 is done by synthetic
aperture imaging techniques. The NCA 1000 is character-
ized by a dynamic range of >150 dB and a time-of-flight
(TOF) measurement accuracy of ±10 ns in ambient air
and better than ± lns in closed conditions. The NCA 1000
(Fig. 12) measures the TOF, thickness, velocity, and inte-
grated response (area underneath transmitted or reflected
signals in dB) of materials in the time domain. By using
the FFT mechanism of this system, it is also possible to
conduct noncontact ultrasonic spectroscopy. Furthermore,
by raster scanning the transducers or the test material,
we can generate surface or internal images of the test ma-
terial. Such images can be representative of the material
surface roughness, TOF, transmission attenuation, velo-
city, or thickness.

REFLECTION AND TRANSMISSION
IN NONCONTACT MODE

Analogous to conventional contact or immersion ultra-
sound, ultrasound in the non-contact mode is also reflected
and transmitted at various interfaces as well as through
a test medium. In this section, we provide examples of

2U.S. patent pending and in process.
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Figure 13. Noncontact ultrasound
pulse-echo reflection from 9-mm thick
silicone rubber. Transducer: 1-MHz,
12.5-mm active area diameter, and
76-mm point focused. Transducer to
material distance in air: 40 mm. It is
important to note that the material
thickness reflection is ∼40 dB lower
than that of the air–material interface.

various paths of ultrasound reflection and transmission as
functions of test material’s interfaces and its volume.

Single-Transducer Operation (Pulse-Echo)

By operating one transducer simultaneously as a transmit-
ter and receiver (analogous to the pulse-echo technique), it
is very easy to generate reflection from an air–material in-
terface due to the extremely high reflection coefficient at
this interface. However, in this mode, it is nearly impos-
sible to produce a far side reflection corresponding to the
test material thickness in ambient air. This difficulty stems
from several factors, such as the extremely small transmis-
sion of ultrasound in the test material, the extremely high
beam spread on the surface of the material, and the in-
herent electrical noise associated with single transducer
operation from the initial pulse. To a degree, the adverse
effects of these factors can be minimized by a focused trans-
ducer, which will reduce the beam spread and focus ultra-
sound (thus intensify the reflected energy) within the test
material. Figure 13 shows pulse-echo reflection signals
from a 9 mm thick silicone rubber sample. This observa-
tion was generated by using a 1-MHz focused NC trans-
ducer. Similar results have also been observed for other
plastic materials. However, at this time, we have no con-
crete proof of generating these observations from high
acoustic impedance materials, such as metals and ceram-
ics. Because reflection from an air–material interface is ex-
tremely strong in single transducer operation, ultrasonic
reflectivity can be used to characterize the surface charac-
teristics of the material. Such applications include surface
acoustic impedance, surface roughness, particle size mea-
surement, surface texture and microstructure, distance,
proximity, and level sensing, and any other surface con-
ditions that are sensitive to noncontact ultrasound.

Separate Transmitter and Receiver Operation
on the Same Side (Pitch-Catch)

By using two noncontact transducers, one a transmitter (T)
and the other a receiver (R), on the same side of the test
material, (Fig. 14), it is possible to launch and measure the
characteristics of longitudinal, shear, and surface waves in
practically all types of material. Generation of these waves

Ambient
air

Test
material

Non-contact
transducers

T R

Surface wave

Longitudinal and/
or shear waves

Figure 14. Schematic of a setup for same side operation of sepa-
rate transmitting (T) and receiving (R) transducers, also showing
various types of wave propagation in the test material.

is determined by Snell’s law,

Sin i/Sin r = Va/Vm, (7)

where i is the incident angle in air, r the refraction angle in
the test material, Va is the ultrasound velocity in air, and
Vm the velocity in the test material.

By manipulating the incident angle in air, a variety of
wave types can be produced in a test material. Figure 15
shows the far side thickness reflection of a longitudinal
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Figure 15. Thickness reflection of longitudinal wave propaga-
tion in 12-mm thick aluminum per Fig. 14 setup. Distance be-
tween the transducers and the material surface: ∼15 mm ambi-
ent air. Distance between T and R: ∼50 mm. Incident angle in air:
∼3.0◦.
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Figure 16. Thickness reflections of longitudinal and shear waves
in 32-mm thick transparent polystyrene per Fig. 14 setup. Dis-
tance between the transducers and the material surface: ∼13 mm
ambient air. Distance between T and R: ∼50 mm. Incident angle
in air: ∼6.0◦.

wave from 12-mm thick aluminum. Figure 16 shows the far
side thickness reflection of longitudinal and shear waves
from 32 mm thick transparent polystyrene. Figure 17 is a
longitudinal wave refracted surface wave in aluminum pro-
duced by an incident angle equal to the first critical angle
(i.e., total reflection of a longitudinal wave) which is 3.16◦

for aluminum. Figure 18 shows a shear wave refracted sur-
face wave in aluminum, generated by an incident angle
equal to the second critical angle (i.e., total reflection of a
shear wave), which is 6.3◦ for aluminum. It is important to
note that while performing these experiments, distances—
corresponding to transducers and the test materials and
angles of transmitting and receiving transducers—were
not measured accurately. The primary function of this
exercise is to show the feasibility of various types of
bulk and surface wave generation by noncontact ultra-
sound. Applications of such measurements include NCU
evaluation of materials from one side, defect detection,
anisotropy measurements, and relationships of ultra-
sonic velocities to test material elastic and mechanical
properties.
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Figure 17. Surface wave in aluminum produced by total reflec-
tion of longitudinal wave when the incident angle is equal to the
first critical angle. Setup for this is shown in Fig. 14. Distance be-
tween the transducers and the material surface: ∼15 mm ambient
air. Distance between T and R: ∼100 mm. Incident angle in air:
∼3.2◦.
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Figure 18. Surface wave in aluminum produced by total re-
flection of shear wave when the incident angle is equal to the
second critical angle. Setup for this is shown in Fig. 14. Distance
between the transducers and the material surface: ∼15 mm ambi-
ent air. Distance between T and R: ∼100 mm. Incident angle in air:
∼6.5◦.

Direct Transmission

When a test material is inserted between two noncontact
transducers facing opposite each other in air, then ultra-
sound is transmitted and reflected from all interfaces cor-
responding to air and the material. Details of this are
shown in Figs. 19 and 20. Direct transmission is relatively
the easiest technique in noncontact ultrasound. There-
fore, it has been quite extensively studied and developed.
Applications of this technique are numerous: thickness
and velocity measurements, defect detection, textural and

T1

T2

tc 2tm

t1

t2

Air

Air

Test
material

Figure 19. Propagation of ultrasound in the direct transmission
noncontact mode. Here, tc is the complete time of flight (TOF) cor-
responding to the propagation of ultrasound in air and the test
material, 2tm is the round-trip TOF through the test material
thickness, t1 and t2 are, respectively, TOFs from transducer T1
to the top surface of the material, and transducer T2 to the bottom
surface of the material. For the further significance of this, see
Fig. 20.
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Figure 20. Direct transmission non-
contact ultrasound propagation through
a test material (7-mm thick cheese) per
Fig. 19 setup.

microstructural evaluation, transmission, velocity, thick-
ness, and TOF imaging, detection of the presence or
absence of liquids in containers, and many more.

VERY HIGH FREQUENCY NCU PROPAGATION
IN MATERIALS

By using NC transducers in ambient air, we have am-
ply demonstrated that frequencies as high as 2 MHz can
be easily propagated through a variety of materials, in-
cluding fibrous and particulate, plastics, ceramics, metals,
and composites. However, frequencies even higher than
2 MHz have been successfully investigated for propaga-
tion through solids. Figure 21 shows an example of 4-MHz
propagation through 4.5-mm thick multilayer graphite
fiber-reinforced plastic composite in ambient air. Similar
observations have also been made for soft polymers, thin
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Figure 21. Noncontact ultrasound
direct transmission through 4.5-mm
thick multilayer graphite fiber-
reinforced plastic composite at 4 MHz
in ambient air per Fig. 19 setup.
Transducers are 4-MHz and 12.5-mm
active area diameter. Distances from
transducers to test materials sur-
faces are ∼3 mm. First peak: directly
transmitted signal through air and
the test material. Subsequent peaks:
test material thickness reflection and
its multiples.

metals, and fibrous and particulate materials. As expected,
the magnitude of transmitted signals through solids in-
creases substantially when examined under high gas pres-
sures. Figure 22 shows the propagation of 4-MHz transmis-
sion through 8-mm thick steel under 60 bars nitrogen by
using a single transducer in the pulse-echo technique.

NONCONTACT ULTRASONIC MEASUREMENTS

Because ultrasound can be reflected and transmitted
through a test material and its surfaces, one can use the
respective signals to make significant measurements in
the time and frequency domains. Such measurements can
be further related to important test material character-
istics, such as velocity, thickness, defects, internal and
surface texture or microstructure, and other ultrasound-
dependent parameters.
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Figure 22. Single transducer (pulse-
echo) signal through 8-mm thick section
of steel at 4 MHz under 60 bar nitro-
gen pressure. Transducer used is 4-MHz
and 12.5-mm active area diameter. Dis-
tance from transducer to the surface of
test material is ∼25 mm. First peak: gas–
materials interface. Subsequent peaks:
thickness and thickness multiples corre-
sponding to the test material.

Velocity and Thickness Measurements

There are several ways to determine longitudinal wave ve-
locity in test materials by noncontact ultrasound. For ex-
ample, if multiple reflections corresponding to the thick-
ness of the test material are observed (Fig. 23), then one
can measure the TOF, tm, between the two successive peaks
to determine the velocity of a material of known thickness.
The TOF measured this way corresponds to the round-trip
TOF in the test material. Therefore,

Vm = 2dm/tm. (8)

For example, tm measured between any two successive
peaks from Fig. 23 is 10.4 µs for a 13.5-mm thick mate-
rial (in this case, isotropic graphite); thus, the velocity is
2595 m/s.

It is important to note that the appearance of multi-
ple thickness reflections in the NCU mode depends on the
attenuation and acoustic impedance of the test material
and the frequency of transducers. For example, the lesser

Figure 23. Velocity in material determined by
direct transmission NCU propagation in a test
material (in this case, 13.5-mm thick isotropic
graphite) characterized by multiple thickness
reflections. Note that the TOF (round-trip TOF
through the material) between any two succes-
sive peaks is 10.4 µs; thus, the velocity in the
material is 2595 m/s.
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the attenuation, the lower the acoustic impedance, and at
thicknesses greater than one wavelength in the test ma-
terial, material thickness reflections are observable. On
the other hand, when only the transmission signal is ob-
served (i.e., without thickness multiples for attenuative
materials), one can determine the TOF of the known thick-
ness of the test material similarly to using contact delay
line transducers. In such a case, the solid delay lines on
the transducers are replaced by air columns in front of the
transmitting and receiving transducers as functions of air
distances between the test material surfaces.

As seen in the aforementioned technique, to determine
the test material velocity, its thickness must be known.
However, in the NCU mode, the thickness of the test ma-
terial can also be measured. For simultaneous measure-
ments of material thickness and its velocity in the NCU
mode, we must examine all paths of ultrasound transmis-
sion and reflection to and from the test material. These
paths relate to propagation of ultrasound relative to trans-
mitting and receiving transducers “taking to each other” in
the air column, ultrasound transmitted through the test
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Figure 24. Propagation of ultrasound with respect to a test
material in the noncontact transmission mode. The NCA
1000 measures and calculates all times of flight shown in
this figure and then displays them on the monitor screen
(Fig. 25). See text for details.

material, and ultrasound reflections from the test mate-
rial surfaces in air. These paths of ultrasound propagation
in the NCU transmission mode—needed to determine the
test material thickness and velocity—are shown in Fig. 24.
The signals generated by these paths of propagation and
their significance are as follows:

Path (a) is the transmission from transducer 1 to
transducer 2 in air—measures TOF, ta. If ultrasound is
propagated from transducer 2 to transducer 1, the same
TOF is measured. Path (b) is the reflection from trans-
ducer 1 to the material surface in air—measures TOF, t1.
Path (c) is the reflection from transducer 2 to the material
surface in air—measures TOF, t2. Path (d) is the trans-
mission from transducer 1 to transducer 2, and the test
material is in between—measures TOF, tc. If ultrasound is
propagated from transducer 2 to transducer 1, the same
TOF is measured.

From these times of flight measurements, the test ma-
terial thickness and its velocity are determined according
to the following relationships:

Vm = dm/tm (9)

dm = Vatam (10)

tam = ta − (t1 + t2)/2 (11)

tm = tam − (ta − tc) (12)

In these equations, dm is the test material’s thickness,
Vm, the velocity of ultrasound in the test material Va, the
velocity of ultrasound in air (determined from a reference
material), tam, the time of flight in air corresponding to the
test material thickness dm, and tm is the time of flight in
the test material.

By proper substitutions,

dm = Va [ta − (t1 + t2)/2] (13)

Vm = dm/tam − (ta − tc) (14)

As an example, Fig. 20 shows actual transmitted and re-
flected signals when a test material is examined in the non-
contact transmission mode. Identification and location of
these signals with respect to the test material are shown in
Fig. 19. As can be seen from Eqs. (13) and (14), to determine
the thickness and velocity according to this scheme, one
only needs the measurements of four times of flight (ta, t1, t2,
tc) and the velocity of ultrasound in air. These parameters

were measured and calculated by the NCA 1000 computer
and are displayed with the velocity and thickness of the
test material on the monitor screen (Fig. 25).

Integrated Response, Transmissivity,
and Reflectivity Measurements

In the time domain, the NCA 1000 measures and displays
the times of flight of the signals and also shows the inte-
grated response (IR) of these signals. IR is a measurement
of the area underneath a particular peak in power dB units.
Due to the very high, >150-dB, linear dynamic range of the
NCA 1000, the IR can be used to measure the amount of
ultrasonic energy transmitted (transmissivity) or reflected
(reflectivity) from a test material and relate it (IR) to subtle
changes in the material. For example,

IRm = IRc − IRa, (15)

where IRm is the amount of ultrasonic energy transmit-
ted in the test material, IRc is the ultrasound transmis-
sion through air and the material (between the transmit-
ting and receiving transducers), and IRa is the amount of
ultrasound energy transmitted only through air. IRc and
IRa are measured directly by the NCA 1000.

If a given test material is homogeneous, then the mea-
surement of IRm, it has been found, is related to the trans-
mission coefficient [Eq. (1)]. To illustrate this, we evaluated
a flat polished specimen of polystyrene. Figure 26 shows
the IRc (−21.72 dB) of the transmitted peak of ultrasound
from air into the specimen, and Fig. 27 shows a similar
peak, but only through air, corresponding to IRa (+41.7 dB),
thus yielding IRm −63.42 dB for the specimen. It is im-
portant to note that this measurement corresponds very
closely to

IRm = 20 log T, (16)

where T, the transmission coefficient, is defined by Eq. (1).
For example, the calculated value for ultrasonic energy

transmitted in polystyrene [Eqs. (1) and (4)] is −63.34 dB,
which is very close to −63.42 dB determined by measuring
integrated response peaks. It should be pointed out that the
transmission coefficient is assumed to be independent of ul-
trasonic attenuation and the thickness of the test medium.
In reality, this is not absolutely true. For example, varying
thicknesses of polystyrene samples at different frequencies
yield different values of T. Though these variations are
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Figure 25. The NCA 1000 screen displaying velocity of ultrasound and thickness of a material.
The test material is a 22.5-mm porous sintered ceramic.

very small, yet they are measurable. On the other hand, if
the transmission coefficient can be measured with a very
high degree of certainty and precision, then it should also
be possible to measure the absolute density of the test ma-
terial by first determining the acoustic impedance Zm of
the test material:

Zm = Z1

T
[(2 − T) + 2(1 − T)1/2], (17)

ρm = Zm/Vm. (18)

Measurement of IRm and solving Eqs. (17) and (18) pro-
vide approximate ideas about the acoustic impedance and
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Figure 26. Noncontact transmission through a 20-mm thick flat
polished polystyrene sample showing the integrated response IRc
of the transmitted peak.

density of the test material. For accurate determination of
these characteristics, factors such as ultrasound attenua-
tion (analogous to absorption coefficient in X-ray absorp-
tion) and material thickness must also be considered:

T = I2/I0 = Z1 Z2/(Z1 + Z2)2 = exp (−µρx), (19)

where T is the transmission coefficient, I2 the ultrasound
energy transmitted into the material (acoustic impedance
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Figure 27. Noncontact transmission through air column show-
ing the integrated response IRa of the transmitted peak. Note
that while making this measurement, the distance between the
transmitting and receiving transducers was compensated for the
20 mm thickness of the specimen in Fig. 26.
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Figure 28. Procedure for noncontact ultrasonic spectroscopy.
Top: FFT magnitude spectrum of ultrasound transmission
through air as a reference. Bottom: FFT magnitude spectrum of
ultrasound transmission where the test material (composite rub-
ber) is between the transmitting and receiving transducers in air.
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Figure 29. Frequency dependence of ultrasonic attenuation by
subtracting the air reference from that of the sample spectrum
(Fig. 28).
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Figure 31. Relationship between den-
sity and noncontact velocity in sintered
alumina. Transducers: 1 MHz for samples
less dense than 3.5 g/cc and 2 MHz for
samples denser than 3.5 g/cc.
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Figure 30. Relationship between density and noncontact ultra-
sonic velocity in low-density green alumina. Transducer: 1-MHz,
12.5-mm active area diameter.

Z2) from air (acoustic impedance Z1), I0 the input
ultrasound energy, µ the material ultrasound attenuation
coefficient, ρ the material density, and x the material thick-
ness. At this time, the development of these relationships
and techniques for measuring T, Z, µ, and ρ by noncontact
ultrasound are in progress (21).

Because the measurement of the transmission coeffi-
cient still needs to be validated, it is best to refer to IRm as
transmissivity (when propagating ultrasound through the
material in the direct transmission mode) or reflectivity
(when ultrasound is reflected from the surface of the ma-
terial). Such measurements are useful in evaluating the
test material’s internal and surface characteristics, such
as defects, texture, microstructure, and roughness.

Noncontact Ultrasonic Spectroscopy

By performing the fast Fourier transformation (FFT) of
transmitted or reflected time domain signals, test materi-
als can also be characterized to investigate the frequency
dependence of ultrasonic attenuation. Such examinations
are important while testing microstructurally complex
materials or those for which time domain velocity mea-
surements are not sensitive enough. The first step for
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Figure 32. Comparison of ultrasonically and physically deter-
mined density of green alumina.

Figure 33. Relationship between velo-
city and density for isostatically pressed,
high-density green alumina. Transducers:
1-MHz, 12.5-mm active area diameter.
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Figure 34. Relationship between velo-
city and density for pressed green
tungsten carbide. Transducers: 500-kHz,
12.5-mm active area diameter.
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frequency dependence of ultrasonic characterization is the
acquisition of a reference frequency magnitude spectrum
of a transmitted signal in air without the test material.
The next step is to do the same when the test material is
inserted between the transducers. As an example, the FFT
magnitude spectra for air and the test material are shown
in Fig. 28. To generate the frequency dependence of ultra-
sonic attenuation, the sample spectrum is subtracted from
that of the reference air spectrum (Fig. 29). By performing
a similar analysis, the surfaces of materials can also be
analyzed in the frequency domain. Frequency-dependent
attenuation can be related to the test material’s internal
and surface characteristics, such as defects, texture, mi-
crostructure, and roughness.

APPLICATIONS OF NONCONTACT ULTRASOUND

Noncontact transducers have now been successfully pro-
duced in the frequency range of 100 kHz to >5 MHz.
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Applications of noncontact transducers greater than 3MHz
in ambient air are limited, but transducers between 200
kHz and 3 MHz have been extensively used for several in-
dustrial and medical applications (22–29). In this section,
we present selected examples of NCU applications for ma-
terials testing and other objectives.

Materials Characterization and Defect Detection

Figures 30 and 31, respectively, show the relationships be-
tween densities of green and sintered alumina and the non-
contact velocities in these materials. Figure 32 shows a cor-
relation between ultrasonically (from reference samples)
and physically determined densities of green alumina.
The noncontact ultrasonic technique has been success-
fully applied to characterize density and defects in a va-
riety of green materials such as ceramics tiles, multilayer
electronic packages, powder metals, cements, and concrete.
Figures 33 and 34, respectively, show the velocity–density
relationships for isostatically pressed high-density green
alumina and tungsten carbide. Examples of defect detec-
tion in green and sintered ceramics are shown in Figs. 35
and 36, and similar observations for aluminum are shown
in Fig. 37. Figures 38 and 39, respectively, show trend plots
of direct transmission and same side reflection in graphite
fiber-reinforced plastic (GFRP) composites bonded to a hon-
eycomb structure. The same side observations (Fig. 39)
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Figure 35. Defect detection in a sample of 14-mm thick green
porcelain. Top: ultrasound transmission through a defect-free re-
gion. Bottom: ultrasound transmission through a region that has
1.5-mm diameter side-drilled cylindrical hole. Compare the ampli-
tudes of the transmitted ultrasound intensity of the two regions.
Transducers: 1-MHz and 12.5-mm active area diameter.
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Figure 36. Defect detection in a sample of 20-mm thick, 20%
porous, low thermal expansion sintered ceramic. Top: ultrasound
transmission through a defect-free region. Bottom: ultrasound
transmission through a region that has 1.5-mm diameter side-
drilled cylindrical hole. Compare the amplitudes of the transmit-
ted ultrasound intensity of the two regions. Transducers: 1-MHz
and 12.5-mm active area diameter.
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Figure 37. Detection of defects in an 8-mm thick sheet of alu-
minum by noncontact transmission mode. Top: defect-free region.
Bottom: region that has a 1.5-mm cylindrical hole. Transducers:
2-MHz and 12.5-mm active area diameter.
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Figure 38. NCA 1000 trend plot showing direct transmission through a GFRP composite bonded
to a honeycomb structure at various points. Regions showing the sharp drop in transmission are
indicative of defects, such as delaminations. Transducers: 500-kHz and 12.5-mm active area diam-
eter, separated from the material surfaces by ∼40 mm ambient air.

correspond to the bond between the GFRP and the honey-
comb.

Examples of textural and microstructural analysis by
noncontact ultrasonic spectroscopy are shown in Figs. 40
and 41. Figure 40 shows the frequency dependence of ultra-
sound attenuation by three specimens of extremely porous
ceramics (in this case, space shuttle tiles), and Fig. 41
shows similar observations from two samples of packag-
ing foam whose cell dimensions vary. Figure 42 shows very
high frequency noncontact transmission spectroscopy of
two samples of paper towels. Similar observations have

Figure 39. NCA 1000 trend plot showing the T–R reflection from same side in a GFRP composite
bonded to a honeycomb structure at various points. Regions showing the sharp drop in reflected
ultrasound from composite to honeycomb bond are indicative of defects, such as delaminations.
Transducers: 500-kHz and 12.5-mm active area diameter, separated from the test material surface
by ∼10 mm ambient air.

also been made to detect bubbles and pores in liquids and
other materials.

To evaluate surface characteristics by noncontact ultra-
sonic spectroscopy, several grinding discs of SiC varying in
particle size were chosen. These discs were placed at a fixed
air distance of 10 mm from a 2-MHz, 12.5-mm active area
diameter transducer. Reflection from a polished sample of
steel was assumed as a reference signal. Reflected signals
from the reference and test materials were analyzed by per-
forming FFT, and the frequency dependence of ultrasound
was measured by subtracting the sample FFT spectra from
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Figure 40. Noncontact transmission ultrasonic spectroscopy of
extremely porous ceramics (space shuttle tiles) for microstructural
characterization. Top: 0.38 g/cc. Middle: 0.28 g/cc. Bottom: 0.1 g/cc.
Transducers: 250-kHz, 25-mm active area diameter.
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Figure 41. Noncontact transmission ultrasonic spectroscopy of
packaging foam. Top: small cell. Bottom: large cell. Transducer:
250-kHz and 25-mm active area diameter.
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Figure 42. Very high frequency noncontact trans-
mission ultrasonic spectroscopy of two different
paper towels. Top: 0.2-mm thick, relatively hard,
shallow dimpled texture. Bottom: 0.4-mm thick,
relatively soft and deeply dimpled texture.
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Figure 43. Noncontact reflection ultrasonic spectroscopy for sur-
face characterization of materials. Note that as the surfaces be-
come rough, the attenuation of ultrasound increases. Transducer:
2-MHz and 12.5-mm active area diameter.
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Figure 44. Noncontact reflectivity measurement for surface char-
acterization of materials. Compare the reduction in reflectivity
and high ultrasound attenuation (Fig. 36) as functions of increas-
ing particle size. Transducer: 2-MHz and 12.5-mm active area
diameter.
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Figure 45. Partial contact ultrasonic image of an impact-
damaged eight ply graphite-fiber-reinforced plastic composite
1.5 mm thick. Area scanned: 25 × 25 mm. This image was gen-
erated by using a 2-MHz and 25-mm active area diameter trans-
mitter in contact with the material surface, and a 2-MHz, 3-mm
diameter receiver was raster scanned in noncontact mode across
the other surface of the material. A conventional pulser that sent
400 V into a 4-� input impedance square wave and 64-dB receiver
gain was used.

that of the steel reference (Fig. 43). It is quite evident that
as the particle size increases, the frequency-dependent at-
tenuation also increases. A similar experiment was per-
formed in which the integrated response (IR) of reflected
ultrasound from the test and reference materials surfaces
was measured. The reflectivity of ultrasound (as a function
of particle size) was determined by comparing the sample

Figure 46. Noncontact ultrasonic imaging of a mild-impact-damaged 6.4-mm thick multilayered
glass-fiber-reinforced plastic composite by using NCA 1000 and 1-MHz, 12.5-mm active area di-
ameter transducers with a 1-mm aperture. Left: Direct transmission image. Right: First thickness
reflection image.

IR with that of a steel reference specimen (Fig. 44). Once
again, it is quite clear that as the particle size increases,
the ultrasound reflectivity decreases (due to the scattering
of ultrasound). By performing these simple experiments,
it is relatively easy to characterize the material’s surface
texture or its roughness.

Noncontact Ultrasonic Imaging

Analogous to the conventional water immersion tech-
nique, ultrasonic transducers in the noncontact mode can
be raster scanned to generate images corresponding to
the internal and surface characteristics of test materi-
als. Figure 45 shows a partial contact ultrasonic image of
an impact-damaged 1.5-mm thick multilayered graphite-
reinforced plastic composite. The test material in this
case was placed on a large stationary transmitting trans-
ducer, and a small receiver in the noncontact mode was
scanned across the other surface of the material. Figure 46
shows noncontact transmission images of a thick, mild-
impact-damaged glass-fiber-reinforced plastic composite
by monitoring signals corresponding to transmission and
thickness reflection through the material. To demonstrate
the analytical ability of the NCA 1000 system further
a thick sample of an iron powder compact was imaged
by monitoring the transmission integrated response and
the material velocity. These images are shown in Fig. 47.
Figure 48 shows an image of defects in aluminum. Simi-
lar images for materials, such as steel welds, fiber webs,
cheese, meats, wood, and other materials have been gen-
erated by using the NC transducers with the NCA 1000
and other commercial instruments.

Because the NCA 1000 interprets ultrasound reflections
of both the transmitting and the receiving transducers
from material surfaces, it is now also possible to measure
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Figure 47. Noncontact imaging of a green 14-mm thick iron powder compact by using the NCA
1000 and 500-kHz, 12.5-mm active area diameter transducers with a 3-mm aperture in direct
transmission mode. Left: Relative attenuation of integrated response (dB). Right: Velocity (m/s).
Area scanned: 50 × 50 mm. Note that the outer high velocity region is also characterized by high
attenuation (low IR) and the inner region of low velocity by lower attenuation.

the thicknesses of materials that are continuously rolled
on a production line and are too wide for micrometers.

Food, Beverage, and Pharmaceutical

Figure 49 shows transmitted noncontact ultrasound sig-
nals from regions with and without almonds in milk choco-
late. Figure 50 is an example of fat content measurement
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Figure 48. Noncontact ultrasonic image of a 8-mm thick alu-
minum sheet in transmission mode showing 1.5-mm (top) and
2.0-mm (bottom) side-drilled cylindrical holes. Also compare with
Fig. 37. Transducers: 2-MHz and 12.5-mm active area diameter.
Image provided by E. Blomme, Katholiieke Hogeschool, Kortrijk,
Belgium.

in milk and milk products. Similarly, Fig. 51 shows the
measurement of sugar content in water. We have also
applied noncontact ultrasound to detect beverages and
other liquids in plastic, metal, and cardboard containers.
The quality of heat and vacuum seals in pharmaceutical
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Figure 49. Detection of absence or presence of almonds in milk
chocolate. Top: region without almonds. Bottom: region that has
almonds. Transducer: 1-MHz, 12.5-mm active area diameter.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-N-DRV January 10, 2002 21:34

712 NONDESTRUCTIVE EVALUATION

1 2 3 4 5 6 7 8 9 10
Water
(dist.)

Water
(tap)

Water
(60°C)

Milk
(skim)

Milk
(0 fat)

Milk
(red.
fat)

Milk
(whole)

Cream
(light)

Cream
(heavy)

−16

−14

−12

−10

−8

−6

−4

−2

0
R

el
.  

T
ra

ns
m

is
si

on
@

1 
M

H
z 

(d
B

)

Figure 50. Estimation of fat content in various types of milk and
milk products using distilled water as a reference. Ultrasound
measurement here is the relative transmission of 1 MHz frequency
in samples. Samples in plastic bottles were analyzed in the trans-
mission mode and transmitting and receiving transducers were
separated from the bottles by ∼15 mm of ambient air.

and food packages has also been determined by this tech-
nique. Analogous to green ceramics and like material
(Figs. 30, 33, and 34), tablets, capsules, and other powder-
based pharmaceutical products have also been character-
ized as functions of the velocity and frequency depen-
dence of ultrasound attenuation. This method has also
been successfully applied to detect the presence or absence
of liquids (milk, beverages, chemicals) in cardboard car-
tons and plastic and metal containers. The feasibility of
detecting the absence or presence of foreign and unwanted
materials in liquid containers has also been successfully
demonstrated.

Medical

One of the first medical applications of NC transducers
was evaluating burnt skin and bed sores in burn victims
(24). By using 2-MHz transducers and a prototype portable
ultrasonic pulser-receiver, many observations were made
at various points on a healthy and a burnt human hand
at the Burn Center, University of California, Irvine,

Figure 51. Estimation of sugar content in wa-
ter. Ultrasound measurement here is the rela-
tive transmission of 1-MHz frequency in sam-
ples. Samples in plastic bottles were analyzed
in the transmission mode, and transmitting
and receiving transducers were separated from
the bottles by ∼15 mm of ambient air.
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Figure 52. Noncontact ultrasound image cross section of healthy
(left) and burnt (right) human hands. Note the damaged region
between the epidermis and capillary bed in the burnt hand. The
transducer used for this analysis was a noncontact 2-MHz in the
reflection (pulse-echo) mode. These images were generated by Joie
P. Jones, University of California, Irvine, and his Burn Center
team.

under the direction of Joie P. Jones. The NC transducer
was used in the reflection (pulse-echo) mode. The collected
data were processed to create internal images of two skin
conditions (Fig. 52). Detection of damage underneath the
burnt skin is evident from the disruption of the inter-
face between the epidermis and the capillary bed. Fig-
ure 53 shows the propagation of noncontact ultrasound
through a human heel paving the way for bone disease
(osteoporosis) diagnostics without any contact with the
patient.

Very High Frequency Noncontact Ultrasonic Antennas

Because the sensitivity of NC transducers is very high,
it is also possible to use them in a passive mode as “lis-
teners” for very high frequencies. To demonstrate this, we
conducted an experiment using the setup shown in Fig. 54.
Here, the source of high frequency is 25-mm thick car-
bon steel, generated by a transducer (in contact with steel)
that has a bandwidth at −6 dB from 800 kHz to 8 MHz.
This transducer was excited by a single burst of a 16-volt
sine wave. A noncontact transducer, nominally 3.5 MHz
and 12.5-mm active area diameter, was placed 3 mm from
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Figure 53. Noncontact ultrasound transmission through a hu-
man heel using 250-kHz (top) and 500-kHz (bottom) frequency
transducers. The first peak corresponds to ultrasound transmis-
sion through air, skin, tissue, and heel bone. Other peaks are not
identified.

the material surface in ambient air. The ultrasound re-
ceived by this transducer was amplified by a 64-dB gain.
Figure 55 shows the time and frequency domain of the
ultrasound detected (heard) by the NC transducer. By
sweeping the frequency across a wide range, the frequency-
dependent response from the source (vibrating system) can
be investigated and related to its characteristics or condi-
tion. In this mode, we successfully interrogated frequencies

Non-contact
passive “Listener”
3.5 MHz 12.5 mm

diameter

Broadband
amplifier

3 mm Ambient air

25 mm
Steel

Single burst
16 volt sine wave

Ultrasound source
transducer

800 KHz to 8 MHz
Bandwidth at −6 dB

Figure 54. Experimental setup for passive operation of noncon-
tact transducer.

Figure 55. Time and frequency domains of ultrasound detected
by noncontact transducer, per Fig. 54 setup.

as high as 7 MHz in ambient air. This opens the door to
noncontact acoustic emission, acoustoultrasonics, and any
other situation where detection of high frequency ultra-
sound is desired. Applications of the passive use of NC
transducers are dynamics of vibration, materials cutting,
testing of railroad, highways, bridges, runways, etc.

Other Noncontact Ultrasound Applications

Besides the applications of NCU described here, this mode
can also be used for level detection; dimensional and
proximity analysis; high temperature material evaluation;
analysis of liquid-sensitive and hazardous material, and
analysis of gases and liquids. Finally, it suffices to say that
if ultrasound can be propagated through a medium or re-
flected from an interface, then much information about the
medium and the interface can be obtained.

CONCLUSIONS

In this paper, we outlined the significance of ultrasound for
nondestructive characterization of materials and for non-
invasive diagnostic applications in the medical field. We
have also shown the feasibility of noncontact ultrasonic
measurements in the time, frequency, and image domains,
analogous to other wave-based methods.

Underscoring the significance of the noncontact ultra-
sound mode, we presented a detailed discussion about the
difficulty of achieving this mode. We have also shown that
this work ultimately resulted in very high transduction
noncontact transducers, thus making the noncontact ul-
trasound mode a reality. Applications of these transducers
in industry and the medical field have been described by
using documentary evidence.

We also provided an introduction to a novel ultrasonic
noncontact analyzer and its applications for characterizing
industrial and biomedical materials and products.

We believe that the noncontact ultrasound mode is
among the most significant developments for characteriz-
ing and analyzing all states of matter. Though we have
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provided selected examples of its applications, there is no
doubt that the users of this technology will further enhance
its use in materials quality, process control, and health care
in our increasingly complex world. This advancement in
the field of ultrasound and materials characterization has
opened much needed and unprecedented opportunities in
research and education.
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INTRODUCTION

Paints are used everywhere in an industrialized society
(1,2). The most important functions of paints are protec-
tion and decoration of a substrate. Paints can protect sub-
strates against corrosion, oxidative aging, weathering, and
mechanical damage and can also provide pleasant color
contrasts or a lustrous appearance, hide imperfections in
the substrate such as knots in wood, or enhance the beauty
of the substrate by using a wood grain. In other words,
paints can add to the useful life of materials and also to
their attractiveness (1).

Smart paints are an innovative type of paint that has
a sensor function as well as the protective and decora-
tive functions of conventional paints. Smart paints can de-
tect abnormal vibration of a structural material by mon-
itoring the natural frequencies and mode shapes of the
material. They can also detect damage generated in the
material by monitoring the acoustic emission (AE) wave
traveling from the damage location to the material sur-
face. Vibration and AE can be monitored in real time, thus
enabling health monitoring of the material even during
operation.

Smart paints are used in large-scale structures such as
vehicles operated at high speeds, civil infrastructures of
huge mass and volume, and special facilities that contain
large amounts of petroleum, nuclear fuel, and explosive
substances. An accident in these facilities can be cata-
strophic because an enormous amount of energy stored in
the form of kinetic, potential, or internal energy is released
suddenly by the accident. Smart paints can possibly pre-
vent such a disaster by warning of abnormal vibration and
damage generated in a structural material. Hence, one ref-
erence goes so far as to say “Brush with disaster—Smart
paint warns of impending doom” (3).

The frequency of health monitoring needed for struc-
tural materials increases steadily as age increases be-
cause the corrosion of steel and concrete progresses gradu-
ally during the service period of several decades. Smart
paints can be applied to a structural material at any
time before and after the construction of the structure,
thus making health monitoring quite, easy even for a
structure already in active service. Smart paints can
make a significant contribution to increasing the service
life of a structure, and consequently to saving natural
resources.

∗Deceased

BASIC CONCEPTS OF SMART PAINTS

The frequency range covered by vibrational measurements
is the low-frequency range below ∼20 kHz (4), whereas that
covered in AE wave monitoring is the ultrasonic frequency
range above ∼20 kHz (5). Therefore, if the sensitivity of
a smart paint is high enough in both frequency ranges,
the paint can be used as a vibrational and AE sensor inte-
grated into a structural material. Such a sensor function
of a smart paint is analogous to the action of a sponge
that discharges and soaks up water in response to the
application and release of external pressure (6). In this
analogy, a smart paint is a sponge that repeats the cycle of
releasing and drawing an electrical charge at the natural
frequency of a structural material or at a frequency of the
AE wave traveling through the material.

A smart paint is applied directly to the surface of a struc-
tural material when the material is a conductor like metal
or carbon fiber composite. In this case, the conducting ma-
terial can be used as a bottom electrode for the smart paint.
When the structural material is an insulator like concrete
or ceramic, on the other hand, an electroconductive paint
is first applied to the material surface, thus forming a thin
conducting layer as a bottom electrode. Then, the smart
paint is applied to the surface of the bottom electrode.
Whether the structural material is conducting or insulat-
ing, an electroconductive paint is applied to the surface of
the smart paint film, thus forming a thin conducting layer
as a top electrode. Then, a high voltage is applied to the
smart paint film using the top and bottom electrodes, thus
making the film piezoelectrically active. This poling proce-
dure is usually performed in air at room temperature.

Smart paints are piezoelectric composites that consist of
piezoceramic and polymer phases (see Characterization of
Piezoelectric Ceramic Materials; Piezoelectricity in Poly-
mers). Thus, smart paints and piezoelectric composites
have essentially the same nature with respect to many fac-
tors such as the ceramic/polymer composition, the method
of preparation, the poling procedure, and the mechanical,
electrical, and piezoelectric properties. An essential differ-
ence exists in that a piezoelectric composite is used as a
discrete point sensor or actuator, but a smart paint is used
as a continuously distributed sensor that can cover a large
surface area of a structural material.

PIEZOELECTRIC COMPOSITES

Piezoceramics such as barium titanate (BaTiO3) and
lead zirconate titanate (PZT) are typical piezoelectric
materials that have excellent properties such as a high
electromechanical coupling coefficient and a moderate
dielectric constant (7,8). Piezoceramics, however, have
the problem that the high density inherent in ceramics
makes the specific acoustic impedance much higher than
that of water or human tissue, thus causing impedance
mismatch (7). Brittleness common to all ceramics is

754
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another drawback of piezoceramics. Piezoelectric polymers
such as poly(vinylidene fluoride) (PVDF), on the other
hand, do not have the problems of brittleness and
impedance mismatch, and furthermore have the excellent
property that they can be formed into thin, broad films.
However, the electromechanical coupling coefficients and
the dielectric constants of piezoelectric polymers are much
lower than those of piezoceramics (8).

A solution to these problems is the previously men-
tioned piezoelectric composites that consist of piezoceramic
and polymer phases. The polymer phase in the composites
increases the composite toughness and also decreases the
composite density and dielectric constant, thus solving
the problems of piezoceramics and piezoelectric polymers
simultaneously (9–11). The electrical and mechanical
properties of piezoelectric composites are determined
primarily by the fraction of the piezoceramic and polymer
phases and by the properties of these constituent materials
(12–14). Composite properties are affected also by the con-
nectivity pattern of the piezoceramic and polymer phases
(15–20).

COMPOSITION OF SMART PAINTS

The smart paints reported so far are piezoelectric compos-
ites made up of piezoceramic particles dispersed in a poly-
mer matrix. The polymer matrix need not be piezoelectri-
cally active, and hence popular polymers such as alkyd,
acrylic, and epoxy resins can be used as the matrix resin.
The preparation of smart paints and the application pro-
cedures are essentially the same as those of conventional
paints, except for poling for a dried film of smart paint. As
a result, most of the fundamental characteristics and func-
tions of conventional paints are imparted to smart paints,
thus enabling smart paints to have protective, decorative,
and sensor functions simultaneously.

Smart paints can form continuous paint films covering a
large surface area of a structural material. Because of the
electrically insulating nature of the paint film, however,
the electrical charge actually detected is only that gener-
ated in a region that has an electrode on the surface of
the paint film. Therefore, if a set of separate electrodes is
formed on the paint film surface, the electrical charge gen-
erated in each region can be detected and analyzed sepa-
rately. This feature of smart paints enables the application
of the paints as a vibrational modal sensor that can deter-
mine the natural frequencies and mode shapes of a struc-
tural material (21,22). Furthermore, this feature enables
another application of smart paints as an AE sensor that
can determine the damage location in a structural mate-
rial quite easily without using the conventional technique
based on the arrival time difference of an AE wave (5).

Paints in general can be applied to all kinds of materi-
als such as metals, composites, concrete, and ceramics; the
material surface can be flat, curved, or even irregularly
shaped. Furthermore, paints can be applied and reapplied
at any time, when necessary. Final dry films of paints are
generally light, flexible, and tough. These excellent prop-
erties of paint in general are imparted to smart paints as
well, thus giving the smart paints further useful features

as vibrational and AE sensors integrated into a structural
material.

FORMATION OF SMART PAINT FILMS

Paint Preparation, Application, and Curing

Paints in general are made up of three components: pig-
ment, binder, and volatile liquid (1,2). The volatile liquid
is a solvent or a nonsolvent that provides a practical vis-
cosity for packaging and application and does not normally
become part of the dried paint film. The binder is a film-
forming substance which is mostly a polymeric material
such as alkyd, acrylic, or epoxy resin. The binder is used
as a solution in a solvent or as a dispersion of fine particles
in a nonsolvent. Such a solution or dispersion is called a
vehicle. Paint pigments are finely divided, insoluble, solid
particles such as titanium dioxide (TiO2), zinc oxide (ZnO),
and calcium carbonate (CaCO3). The pigment particles are
dispersed stably in the paint vehicle before application and
the pigment particles are distributed uniformly through-
out the binder resin in the dried paint film. The decora-
tive functions of a paint are due, for the most part, to the
pigment.

The basic components of smart paints are essentially
the same as those of conventional paints, except that piezo-
ceramics such as PZT and BaTiO3 are used as pigments in
smart paints. The piezoceramics used in the smart paints
so far are PZT (23–30) and lead titanate (PbTiO3) (23), and
the binders used are acrylic resin (23), polyurethane (23),
and epoxy resin (25–29). Smart paints made up of these
components are prepared by essentially the same proce-
dure as used for conventional paints. Smart paints are
applied by using familiar coating tools such as brushes,
rollers, or spray guns. Smart paints are also cured in the
usual way in air at ambient temperature or at elevated
temperatures.

Electrode Formation and Poling

A simple method for forming an electrode on the surface
of a paint film is to apply an electroconductive paint by us-
ing a coating tool such as a brush or roller. A more elaborate
method is to deposit a vapor of gold or aluminum onto the
paint film surface (30). A screen mask technique is also ef-
fective for this purpose, especially when the electrode pat-
tern is complicated. The main advantage of this technique
is that leads as well as electrodes can be printed on the
paint film surface, as shown in Fig. 1. This technique, how-
ever, has the disadvantage that it cannot be used for large
structures such as airplanes, trains, or bridges.

For such large structures, an ordinary coating method
by brush, roller, etc. may be the most practical for forming
an electrode on the paint film surface. As a lead for the
electrode, on the other hand, a thin electrical wire or tape
∼50 µm thick or so may be the most practical choice for a
large structure because such a thin wire or tape is compa-
rable in thickness to a paint film and hence, can be buried
in the paint film or under a topcoat. Note that when smart
paints are put into practical use, the electrodes and leads
are covered by a topcoat, thus making the appearance ex-
actly the same as that of conventional paints.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV January 18, 2002 21:0

756 PAINTS

Figure 1. Electrodes and leads printed on a PZT/epoxy paint film formed on one surface of an alu-
minum beam. The left end of the beam where the leads come together is wrapped in an electrically
insulating material. The aluminum beam is clamped at this section for vibrational measurements.

Piezoelectric composites are usually poled in an oil bath
at elevated temperatures because poling at a higher tem-
perature achieves saturation poling in a lower poling field.
For smart paints, on the other hand, poling is done in air
at room temperature because even room temperature pol-
ing can achieve high enough piezoelectric activity for the
paint application to serve as vibrational and AE sensors
integrated into a structural material (25–29).

EVALUATION OF SMART PAINT FILMS

The sensor function of smart paints relies heavily on the
piezoelectric activity of the poled paint film. Usually, the
activity is expressed in terms of a piezoelectric constant
which is the ratio of the charge developed per unit sur-
face area or the voltage developed per unit film thickness
to the stress or strain applied externally. The charge-to-
stress, voltage-to-stress, charge-to-strain, and voltage-to-
strain ratios are the piezoelectric constants d, g, e, and h,
respectively (7).

Piezoelectric materials are inherently anisotropic, and
hence two subscripts are attached to the piezoelectric
constant to describe the anisotropic properties. The first
subscript is used to indicate the direction of the charge or
voltage development, and this is always the film thickness
direction for a piezoelectric film such as PVDF or a smart
paint film. The second subscript is used to indicate the di-
rection of the stress or strain applied externally, and this
direction is any of the 1, 2, and 3 axes of the film which
correspond to the length, width, and thickness directions,
respectively (7).

Sensitivity as a Vibrational Sensor

When a structural material is deformed, strain is devel-
oped in all directions of the material, including the direc-
tion tangent to the material surface. This is also true when
the structural material is vibrating. For a smart paint used
as a vibrational sensor, therefore, one of the most impor-
tant sensitivities to be evaluated is the piezoelectric con-
stant e31 because this constant is the ratio of the charge
per unit surface area to the strain in the direction tangent
to the paint film surface.

The e31 constant is evaluated from vibrational measure-
ment on a cantilever beam like that shown in Fig. 1. A
typical example of the measurement is shown in Fig. 2
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Figure 2. Frequency spectra of output signals from a PZT/epoxy
paint film formed on one surface of an aluminum beam and from
a strain gauge bonded to the opposite surface of the beam.

for a paint film which has the PZT/epoxy composition of
53/47 by volume and is formed on the surface of an alu-
minum beam 3.0 mm thick, 30 mm wide, and 460 mm long
(350 mm long as a cantilever beam) (27). This example is
for a 109-µm thick paint film cured at room temperature
and poled at 240 kV/cm for 5 min. The spectrum shape ob-
tained from the paint film is similar to that obtained from
a strain gauge which is bonded to the opposite surface of
the beam to monitor the strain developed in the direction
of the cantilever length. Then, the e31 constant is evaluated
from the charge-to-strain ratio at a natural frequency of 18
or 112 Hz.

The e31 constant thus evaluated depends on many fac-
tors such as the poling field, the film thickness, the cure
temperature, and the PZT/epoxy composition (26,27). A
typical example of the poling-field and film-thickness de-
pendence is shown in Fig. 3 for paint films cured at room
temperature that have the PZT/epoxy composition of 53/47
by volume (27). The e31 constant increases steadily as the
poling field increases for all of the paint films shown here,
and saturation poling is not achieved, even at a high pol-
ing field of ∼150 kV/cm. The e31 constant obtained at a
particular poling field, say, 100 kV/cm, increases as film
thickness increases from 33 to 152 µm, thus exhibiting a
clear film-thickness dependence. This point is further de-
scribed later.
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Figure 3. Plots of the piezoelectric constant e31 vs. the poling
field for PZT/epoxy paint films cured at room temperature and
evaluated as a vibrational sensor.

Sensitivity as an Acoustic Emission Sensor

In many cases, eventual failure of a structural material oc-
curs after a certain amount of damage accumulates within
the material. The generation of such damage is almost al-
ways accompanied by the emission of an AE wave, and
hence the damage generated and accumulated can be de-
tected by monitoring the AE wave (5). The AE wave is emit-
ted in all directions, and consequently, an AE wave that
arrives at the material surface and enters the smart paint
film on the material surface always exists. Furthermore,
an AE wave that enters the paint film nearly perpendi-
cularly always exists. Such an AE wave develops strain in
the paint film in the direction normal to the film surface be-
cause the AE wave is a compression wave in which particle
motion is in the same direction as the propagation of the
wave. For a smart paint used as an AE sensor, therefore,
the sensitivity to be evaluated is the piezoelectric constant
h33 because the h33 constant refers to the ratio of the volt-
age per unit film thickness to the strain in the direction
normal to the paint film surface.

For a conventional AE sensor, the sensitivity s is usu-
ally given by s = V/v0, where V is the output voltage of the
sensor and v0 is the velocity amplitude of AE waves (31).
The strain amplitude of AE waves ε0 is given by ε0 = v0/v,
where v is the phase velocity of AE waves. Combining these
equations with h33 = (V/d)/ε0 leads to s = h33d/v, where
d is the film thickness. This equation indicates that the
paint film sensitivity as an AE sensor s is independent
of the frequency of AE waves and that the sensitivity in-
creases linearly as film thickness increases. This equa-
tion also indicates that the h33 constant is calculated from
h33 = sv/d.

The paint film sensitivity as an AE sensor is evaluated
from measurement using an ultrasonic transducer to pro-
duce AE waves and a laser Doppler vibrometer to moni-
tor the velocity amplitude of the AE waves (28). A typical
example of the measurement is shown in Fig. 4 for a paint
film that has the PZT/epoxy composition of 53/47 by vol-
ume and is formed on the surface of square aluminum plate
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Figure 4. Frequency spectra of output signals from a PZT/epoxy
paint film formed on one surface of an aluminum plate and from
a laser Doppler vibrometer that monitors the velocity amplitude
of AE waves.

0.2 mm thick that has 50 mm sides. This example is for a
152-µm thick paint film cured at room temperature and
poled at 184 kV/cm for 5 min. The spectral shape obtained
from the paint film is similar to that obtained from the
laser vibrometer in the frequency range above ∼0.3 MHz.
Such a similarity of spectral shapes reflects a nearly flat
frequency response of the paint film to AE waves. Then,
the paint film sensitivity as an AE sensor is evaluated
from the average ratio of the output voltage of the paint
film to the velocity amplitude of AE waves in the frequency
range 0.3–1.0 MHz.

The paint film sensitivity thus evaluated, s can be con-
verted into the h33 constant by using the relationship
h33 = sv/d, where v is the phase velocity of AE waves in the
PZT/epoxy paint film. The h33 constant calculated by using
an assumed value of v = 2850 m/s (6) is plotted in Fig. 5 as
a function of film thickness for paint films cured at room-
temperature that have the PZT/epoxy composition of 53/47
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Figure 5. Plots of the piezoelectric constant h33 at 50 (◦), 100 (•),
150 (�), and 250 kV/cm (�) vs. film thickness for PZT/epoxy paint
films cured at room temperature and evaluated as an acoustic
emission sensor.
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by volume (28). It is seen that the h33 constant obtained
at a poling field of 50, 100, 150, or 250 kV/cm increases
steadily as film thickness increases, thus exhibiting a
clear film-thickness dependence. Such a film-thickness de-
pendence is also observed for the e31 constant shown in
Fig. 3.

FACTORS DETERMINING POLING BEHAVIOR OF SMART
PAINT FILMS

The poling behavior of a PZT/epoxy paint film depends
on the film thickness, as shown in Figs. 3 and 5. Fur-
thermore, the poling behavior also depends on the cure
temperature and the PZT/epoxy composition (26–29). Such
complicated poling behavior is virtually determined by the
electric field that acts on the PZT particles dispersed in the
epoxy matrix. The most important factors that determine
the electric field and, consequently, the poling behavior of
the paint film are the electrical conductivities of the PZT
particles and the epoxy matrix, the connectivity pattern of
the PZT phase, and the space charge accumulated at the
PZT/epoxy interface.

Electrical Conductivities of Constituent Materials

It is now well established that in poling a composite speci-
men made of piezoceramic particles dispersed in a polymer
matrix, the electric field that acts on the ceramic parti-
cles is very low compared with that applied externally to
the composite specimen (14,32). This occurs because the
electrical conductivity of polymeric materials in general is
much lower than that of ceramic materials, and hence the
polymer matrix in the composite specimen bears almost all
of the externally applied electric field at the expense of the
electric field that acts on the ceramic particles. As a result,
the piezoelectric activity of the ceramic/polymer composite
specimen is very low, compared with a pure piezoceramic
specimen poled in the same electric field. This idea explains
why saturation poling is not achieved, even in a high poling
field of ∼150 kV/cm, as seen in Fig. 3. Saturation poling
for a pure PZT ceramic specimen, on the other hand is
achieved in a low poling field of ∼10 kV/cm (12).

A promising solution to this problem is to increase the
electrical conductivity of the polymer matrix up to that of
the ceramic particles, so that the electric field distribution
becomes uniform throughout the composite specimen. This
can be achieved by adding a small amount of a semicon-
ductor filler such as carbon, germanium, or silicon to the
composite specimen (32). This can also be achieved by pol-
ing at a high temperature where the electrical conductivity
of the polymer matrix becomes equal to that of the ceramic
particles (33).

Connectivity Pattern of Ceramic Phase

Figure 6 is a scanning electron microscopy (SEM) picture
that shows the internal microstructure of a paint film that
has the PZT/epoxy composition of 53/47 by volume (27). It
is seen that the size of PZT particles ranges from ∼0.5 to
∼1.5 µm, and that a substantial fraction of the PZT parti-
cles are in contact with each other, so that the PZT phase

10 µm

Figure 6. SEM picture of a paint film that has the PZT/epoxy
composition of 53/47 by volume. This example is a 49-µm thick
paint film cured at 150◦C.

is practically self-connected in three dimensions. The
self-connectivity of the PZT phase is one of the most im-
portant factors that determines the poling behavior of a
PZT/epoxy paint film. In fact, the paint film is hardly poled
when the PZT volume fraction is decreased to such a level
that the PZT particles are isolated from one another by the
continuous phase of the epoxy matrix (26).

Figures 3 and 5 show that the poling behavior of a
PZT/epoxy paint film depends on the film thickness even
when the PZT volume fraction remains constant at 53%.
A SEM picture like that shown in Fig. 6, however, detects
no observable difference in the PZT phase connectivity for
paint films that have different thicknesses. The difference
in the PZT phase connectivity is reflected much more ex-
plicitly in the current–voltage characteristic of the paint
film rather than in the SEM picture, as described here.

Space Charge at the Ceramic/Polymer Interface

The current–voltage characteristic of a PZT/epoxy paint
film shows that the conduction is ohmic in a low electric
field, whereas in a high electric field, the space-charge-
limited (SCL) conduction predominates over ohmic conduc-
tion (28). Furthermore, the current–voltage characteristic
shows that the critical electric field at which the ohmic-to-
SCL transition takes place decreases as the film thickness
decreases. The result is that conduction during the poling
process is mostly SCL for a thin film, whereas conduction
is mostly ohmic for a thick film.

The SCL conduction becomes predominant when a
space charge of electrons is injected into the PZT/epoxy
paint film during the poling process. The space charge has
a tendency to build up preferentially at the interface be-
tween the PZT and epoxy phases in the paint film (28).
The space charge decreases the electric field acting on the
PZT phase, and hence decreases the piezoelectric activity
of the paint film obtained in a given poling field. This ef-
fect of the space charge becomes significant, particularly
for a thin film, because SCL conduction becomes more
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predominant as the film thickness decreases. Therefore,
the film-thickness dependence of the piezoelectric constant
shown in Figs. 3 and 5 is ascribed to the space charge of
electrons injected into the paint film during the poling pro-
cess.

The fact that the current–voltage characteristic of a
PZT/epoxy paint film depends on the film thickness is
closely related to the drying rate of the wet paint film. In
fact, it is well known that the thickness of a wet paint film
has a significant influence on the rate of solvent evapora-
tion and, consequently, on film formation during curing (3).
Thus, it is quite possible that the degree of self-connectivity
of the PZT phase depends on the thickness of the dried
paint film. Therefore, the drying rate of the wet paint film
is another important factor that determines the poling be-
havior of a PZT/epoxy paint film.

TECHNIQUES FOR APPLYING SMART PAINT FILMS

Techniques for applying smart paint films as vibrational
and AE sensors are essentially the same as those for a
PZT ceramic or PVDF film bonded to the surface of a
structural material. Theories, models, methods, and sys-
tems constructed for use of the PZT and PVDF sensors
(21,22,34) can also be applied to smart paint films used
as vibrational and AE sensors integrated into a structural
material.

Vibrational Modal Sensor

One example of an application of smart paints is a vibra-
tional modal sensor integrated into a structural material.
As noted before, the sensitivity of the paint film used for
this purpose is the e31 constant which is the ratio of the
charge per unit surface area to the strain in the direc-
tion tangent to the paint film surface. Figure 7 shows a
result of vibrational modal testing of a cantilever beam
like that shown in Fig. 1 by using a PZT/epoxy paint film
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Figure 7. Modal strain shapes of a cantilever aluminum beam
for the first (◦), second (•), and third modes (�) determined by a
PZT/epoxy paint film formed on the beam surface.

that has an e31 constant of 9.0 × 10−3 (C/m2)/(m/m) (26). A
set of vibrational measurements is carried out for all of the
electrodes formed on the paint film surface: an identical ex-
citatory force is applied at a fixed point on the cantilever
beam. Then, the output charge of the paint film at each
electrode is converted into the strain using the e31 constant
and is plotted against the distance from the clamped end of
the beam to the center of each electrode. The modal strain
shapes thus obtained are shown in Fig. 7 for the first three
modes at 18, 112, and 315 Hz.

It is worth nothing that the modal strain shapes shown
in Fig. 7 can be converted into modal displacement shapes
by d 2φ/dx2 = −ε/η, where φ is the transverse displace-
ment of a uniform cantilever beam, x is the longitudinal
coordinate of the beam, ε is the longitudinal strain in the
beam surface, and η is the half-thickness of the beam (35).
Modal displacement shapes determined by this equation
are identical to those determined by a laser Doppler vi-
brometer that measures the transverse movement of the
beam surface (26). Thus, smart paints offer an interesting
and promising alternative to conventional sensors such as
accelerometers and laser vibrometers (1).

FUTURE DIRECTIONS

Smart Paints

The highest sensitivity of smart paint films achieved so
far is e31 = ∼40 × 10−3 (C/m2)/(m/m) as a vibrational sen-
sor and h33 = ∼100 × 106 (V/m)/(m/m) as an AE sensor,
as shown in Figs. 3 and 5. For commercially available
PVDF films, the sensitivity is e31 = ∼66 × 10−3 (C/m2)/
(m/m), e32 = ∼6.8 × 10−3 (C/m2)/(m/m), and h33 = ∼50 ×
106 (V/m)/(m/m), determined in essentially the same way
described before for smart paint films. This indicates that
the sensitivity of smart paint films is comparable to that
of PVDF films. So far as sensitivity is concerned, there-
fore, smart paints have already reached a level suitable
for practical use.

For smart paints to be put into practical use, however,
the paints must meet performance requirements such as
exterior durability and sensitivity stability. Exterior dura-
bility is the paint films resistance to environmental factors
such as uv radiation, heat, moisture, oxygen, and ozone (2).
These environmental factors can cause mechanical degra-
dation of paint films, thus leading to the failure of the pro-
tective and decorative functions of smart paints. These en-
vironmental factors may also cause electrical degradation
of paint films, thus leading to the failure of the sensor func-
tion of smart paints. Considering that smart paints are
truly appreciated when used in severe and isolated envi-
ronments, the evaluation of exterior durability and sensi-
tivity stability is absolutely necessary for the paints to be
put into practical use.

Smarter Paints

According to a concept of intelligent materials in Japan,
the intelligence in materials is classified into three cat-
egories; intelligence from the human standpoint, intelli-
gence inherent in materials, and intelligence at the most
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primitive levels in materials (36). The intelligence from
the human standpoint is a relative concept based on the
value of a material and its utility in relation to all as-
pects of society such as economy, conservation of resources,
intensiveness of information, human friendliness, relia-
bility, harmony with the environment, and optimum life
span.

Water-borne piezoelectric paints are smarter paints
from the standpoint of harmony with environment (37).
A paint that can spontaneously become a piezoelectric film
after the usual drying process will also be a smarter paint
from the standpoint of human friendliness. In fact, poling
a paint film at a high voltage is dangerous work and should
be avoided if possible. A feasibility study of a poling-free
piezoelectric paint shows that a paint made of PVDF par-
ticles and epoxy resin does not need poling for the final
dry film to be piezoelectrically active (38). At the present
stage, however, the piezoelectric activity is not enough for
practical use of the paint film. Studies are currently un-
der way to increase the piezoelectric activity of the paint
film.

From the standpoint of intensiveness of information, a
smarter paint of the future will have a sensor function for
material conditions such as vibration and damage gener-
ation and also for atmospheric variables such as temper-
ature, pressure, moisture, and wind velocity. Such a paint
resembles human skin in that the skin has a sensor func-
tion for the external stimuli imposed on the human body
and also for the surrounding conditions such as tempera-
ture, humidity, wind, and rain. The ultimate goal of smart
paints, therefore, should be to mimic the human skin as
closely as possible.
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Good Vibrations Engineering, Ltd
Nobleton, Ontario, Canada

INTRODUCTION

The smart aspects of the piezoceramic ultrasonic appli-
cation being used for pest control are just beginning to
evolve. Pest control, using ultrasonics, is based on devel-
oping a pressure environment which is extremely unpleas-
ant or deadly to the pests in question. The feedback as-
pect of smart structure applications involves three types of
sensing:

� motion sensors (designed to power up the ultrasonic
device when large pest groups have been detected)

� pressure sensors (these are used in fluid media to
sense if pressure levels have risen enough to gener-
ate structural instability)

� sound sensors (for antinoise generation to stop the
sound from being externally transmitted) that coordi-
nate the antinoise generation

Airborne or land pests, such as some insects, spiders,
rodents, and small cats and dogs are driven away by the
unpleasant sound created by the noise generated by the
ceramic elements. For fluid-borne pests, the ceramic is
driven to create a pressure field that includes cavitation.
The release of energy from the collapse of cavitating bub-
bles provides the source deadly to small microorganisms.

Table 1 lists the types of pests that have been effec-
tively deterred by ultrasonic measures. The table lists the
frequency range that has been successful for these pests,
as well as the approximate coverage (or flow rate) across
which they are effective. The coverage is directly related to
the system size and power.

The Environmental Protection Agency (EPA) has sug-
gested that pest control devices have a deterrent effect of
>60% to be considered viable.

SOUND AS A PEST DETERRENT

The control of airborne and land pests is based on gen-
erating high-frequency noise. This is done to disturb and
confuse the species, making the environment generally un-
pleasant. The sound levels are in the range of 90+ dB at
1 meter from the source.

Table 1. Pests Effectively Controlled by Ultrasonic Devices

Coverage (varies with power
Pest Frequency Range consumption)

Dogs, cats, skunks 14–25 kHz 278.8 m2 (4000 ft2)
Mice 26–50 kHz 46.4 sq m2 (500 ft2)
Moths 40 kHz 5.7 m3 (200 ft3)
Rodents, spiders, some insects 26–42 kHz 74.3 m2 (800 ft2)
Microorganisms 23 kHz 273.6 liters/h (60 imp. gal/h)

The concept behind ultrasonic pest control is to alter
the behavior patterns of the pests to the extent that they
are forced to leave the area. Some devices have been de-
signed for operation within buildings, others for outdoors.
Versions of the devices target specific pest groups (mice),
and more sophisticated versions have settings that allow
selecting particular pest groups.

The power supplies for the designs varies from plug-in
wall units (110 or 220/240 V) to battery operated systems.

Motion sensors are used for detecting larger size pests.
This reduces power consumption and eliminates unneces-
sary noise pollution.

Test Results

The test data presented here were provided by the
Weitech company, a manufacturer of a variety of ultrasonic
deterring devices designed to produce ultrasonic sound
in air.

Mosquitoes. At least one company’s test results of the
high-frequency ultrasonic deterrent effect on mosquitoes
has suggested that it does not meet the EPA suggested
deterrent level.

Small Rodents. The available test results (1) for small
rodents depend on the particular rodent. Two types of ro-
dents are considered. For each test set, there were six ro-
dents in the sample—three males and three females. They
were housed in two adjoining chambers, one exposed to the
ultrasonic sound (∼90 dB), the other at much lower noise
levels ( 30 to 35 dB or lower).

Two parameters are used to evaluate the influence of the
ultrasound—food consumption (measurement of the daily
food consumption in the treated and untreated chambers)
and activity (animal track evidence in the treated and un-
treated chambers). Before the introduction of ultrasonic
treatment, healthy mice that had good hearing (hearing
test—Preyer’s reflex, a reaction to loud noise) are housed
in the two chambers, and their activity and food consump-
tion levels are measured.

The effect of the ultrasonic deterrent on the Norway rat
(Rattus norvegicus) is more pronounced than on wild house
mice (Mus musculus) . The average weight of the Norway
rats in the test was 237 grams (8.4 oz). The average weight
of the wild house mice was 17 grams (0.6 oz). The results
are shown in Figs. 1 and 2 as an index (the ratio of the
treated measurements to the total measurements). Food
consumption influence is shown in black bars, and tracking
activity is shown in gray.
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Figure 1. The influence of ultrasonic noise on the Norway rat
population.

Figure 1 shows the effect of treatment on the Norway
rat. Figure 2 shows the effect of the treatment on wild
house mice. The influence on both populations is most sig-
nificant for food consumption. The tracking activity of the
wild house mice is not heavily influenced by the ultrasonic
effect.

The rodents’ hearing was checked before and after the
testing. Only rodents that had good hearing were selected
for the study. It has been postulated that the rodents might
eventually become accustomed to the noise, but this was
not the case. There were instances where rodents were not
influenced, but this was due to hearing loss.

The sound patterns (frequency and amplitude) of four
of the pace electronic pest repeller units were measured.
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Figure 2. The influence of ultrasonic treatment on the wild house
mice population.

The primary source of total sound output was at 40 kHz
and above. The sound output dropped slightly at 31.5 kHz.
Sound output below 20 kHz was negligible.

CAVITATION AS A DESTRUCTOR

Piezoceramic elements are commonly used to induce cavi-
tation in fluids in biological applications for scaling in-
struments, but killing microorganisms is normally done by
high-temperature sterilization. The erosive effect of cavi-
tation is what is useful in removing a variety of type of
scales. Cavitation is caused when the localized pressure
drops below the fluid vapor pressure. This results in cavi-
tating bubbles.

The collapse of cavitating bubbles is accompanied by a
rapid release of energy. It is the collapse of the cavitat-
ing bubbles that is used to destroy microorganisms. It is
not clear whether the microorganism population is imme-
diately killed by the bubble collapse, or if the population is
just weakened enough to limit its viability.

The generation of cavitation is limited to areas fairly
close to the pressure/sound source. Cavitation can be ap-
plied to a large volume of fluid either by moving the source
through the fluid or by moving the fluid past the source.
The application described here moves the fluid past the
source by pumping the volume through tubing to ensure
fairly even exposure of the liquid to the pressure field. This
does not sterilize the fluid, but it does eliminate a signifi-
cant portion of the microorganism population.

The biological test results available indicate that cavita-
tion does significantly reduce the population in both water
and diesel fuel, but the effect varies for the types of microor-
ganisms tested. The population reduction is of the order of
50%.

It is expected that piezoceramically induced cavitation
could be used to reduce zebra mussel population in nuclear
reactor water intake tubes by interfering with the zebra
mussels during an early stage of their development, such
as the larval stage.

The specific engineering design that follows was based
on controlling microbial growth in military marine diesel
tanks. These populations are currently controlled by “good
housekeeping” of ships’ tanks and by using environmen-
tally harmful biocides. If an ultrasonic cavitation system
were to be installed on a ship, it would be necessary to in-
clude an antinoise system to cancel the ultrasonic sound
that creates the cavitation. This would be needed to mini-
mize the likelihood that the vessel would be detected by
unfriendly ships.

Engineering Application/Design

The cavitation of a fluid is induced when local pressure
drops below its vapor pressure. It involves the release of
relatively small amounts of energy (compared to boiling),
so that though there is a temperature change in the fluid;
it is small (of the order of 1–2◦C, depending on exposure
time and volume).

One of the well-known side effects of cavitation is its ero-
sive effects on materials. This presents a practical problem
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Figure 3. Schematic of cavitation concept.

in trying to use cavitation. The components used to cause
the cavitation need special consideration to survive the ero-
sive environment.

A general requirement for pest control is that it is
needed for large volumes. Cavitation is a fairly local ef-
fect. To apply it to a large liquid volume, the fluid must
be brought into a fairly local range. One way of achiev-
ing this is a flow-through system. The liquid is pumped
through tubes that are exposed to the cavitating field. Such
an arrangement could involve expenditures of significant
amounts of power.

A flow-through configuration was studied analytically
to achieve maximum fluid cavitation at minimum power
consumption. The particular system modeled was based
on a two-fluid system to avoid the electrode erosion that
would be induced by cavitation. Figure 3 shows the con-
ceptual arrangement. The fluid immediately adjacent to
the electrodes is pressurized to eliminate cavitation. This
fluid is used to transmit energy through a thin-walled pipe
(stainless steel) into the fluid that contains the microor-
ganism. The analytical model of the system was a piezo-
dynamic field modeled by using finite elements. It is based
on a finite element formulation of the piezoceramic ele-
ments, the physical piping structure, a liquid transmis-
sion medium, and the sound pressure field experienced
by the microorganism-borne fluid (either water or diesel
fuel).

The model was then test verified before applying it to a
specific design.

Finite Element Formulation. The finite element method
is an analytic technique for solving general field problems.
It offers a number of advantages over competing meth-
ods. It can handle arbitrary geometries and both static
and dynamic problems. It uses matrix numerical methods
for which very efficient and general algorithms have been
developed.

The special purpose FE formulation developed to han-
dle both the fluid characteristics and the electrical input
(as well as the normal structural characteristics) was based
on the principles of the FE method in (2). The code mod-
eled the structural behavior of the elements that represent
the piezoelectric components, as outlined in (2, p. 22). The
piezoelectric behavior was included using the approach of
(3, p. 86). The fluid areas of the model were analyzed using
the approach described in (2, p. 540).

The degrees of freedom of the model are the group of

� nodal displacements of the solid components,
� nodal pressures of the fluid components,
� nodal electrical potentials of the piezoelectric compo-

nents, and
� the junction voltages of an external electrical circuit

connected to the piezoelectric components (this latter
capability was not used, though it is included for pos-
sible future use).

Then, the defining equations of the finite element approach
used are

[A2]
{

d2w
dt2

}
+ [A1]

{
dw
dt

}
+ [A0]{w} + [A−1]

∫
{w}dt

+ [A−2]
∫ ∫

{w}dt.dt = {b}, (1)

where

[A2] =




M 0 0 0
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0 0 0 0
0 0 0 0
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
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


K 1
ρ

ST E 0
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ET 0 −ε∇2 0
0 0 0 C


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
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
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
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
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

U
P
�

ν


 .
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In these equations,

M =
∫

[Ns]Tρs[Ns]dVs

S =
∫

S
[Nf]Tρf[Ns]dSsf

G =
∫

[Nf]
1
a2

[Nf]dVf

c =
∫

[Ns]Tµs[Ns]dVs

f =
∫

[Nf]Tµf[Nf]dVf

K =
∫

[B]T[D][B]dVp

E =
∫

[Be]T[ε][Be]dVp

H =
∫

[∇Nf]T[∇Nf]dVf

I = external circuit inductance
C = external circuit capacitance
R = external circuit resistance
U = solid element nodal displacements
P = fluid element nodal pressures
V = external circuit voltages
F = externally imposed force on solid element nodes
Q = externally imposed charges on piezoelectric

elements
QN = externally imposed charges on external circuit

φ = piezoelectric element nodal potentials
a = speed of sound in fluid

where

[Ns] = shape function matrix for solid elements

[Nf] = shape function matrix for fluid elements

[B ] = shape function derivatives giving strain in solid
elements

[Be] = derivatives of potential shape function in piezo-
electric elements
ρ = mass density (subscript s for solid, f for fluid)
µ = damping (subscript s for solid, f for fluid).

The model assumed axisymmetry which was imple-
mented as described in (2, p. 119). The elements describe
the cross section of the complete unit from the centerline
out, that is, that section which is rotated about the axis
of symmetry to sweep out the 3-D geometry of the unit.
The elements used were eight-node, isoparametric quadri-
laterals, using quadratic shape functions for all fields (2-D
solid displacements, fluid pressures, and electrical fields).
Third-order Gaussian numerical integration was used for
all element integrals. The integrals across volume are
done by the usual finite element approach of integrating

across each element independently, followed by assembling
the resulting equations into matrix form, as described in
(2, p. 9).

Damping was included in the model by adding mate-
rial damping to the fluid regions, as described in the pre-
ceding equations. Based on experimental measurements,
enough damping was included to give a resonant amplifica-
tion (Q factor) of 5 to 8. Two extreme conditions were used.
In the first, damping was distributed across both the trans-
mission and working media. In the second, damping was
concentrated in the working medium. The first case corre-
sponds most closely to low excitation levels, whereas the
second should more closely match high excitations when
cavitation is occurring. Then, the energy dissipation will
be concentrated in the working medium because of the
cavitation.

The model is linear. This is expected to give good re-
sults up to the point at which cavitation begins. Beyond
that point, the response of the system is no longer linear
because the fluid behaves effectively less stiff on the nega-
tive side of the pressure wave than on the positive side due
to the formation of cavitating bubbles. In principle, this
effect could be modeled using the nonlinear approaches
described in (2, p. 450). This simplification was accepted
because the objective was to compare alternative designs,
rather than to analyze the behavior in absolute terms. It is
assumed that systems that give a greater linear response
will also give a greater nonlinear response. This may not
be true in unusual cases, and it may not represent the ef-
fect of changes in the spatial distribution of the acoustic
field in all cases (it would be expected that the “softening”
nonlinearity which will occur here would tend to make the
energy distribution more uniform in the system, compared
to the linear case).

Figure 4 shows typical results from the model. These
show the pressure distribution across the fluid cross sec-
tion for 100 volt peak–peak excitation of the piezo rings for
various excitation frequencies. It can be seen that the en-
ergy in the working medium in all cases is concentrated at
the center. At low frequencies, only a single pressure peak
occurs. At higher frequencies, when the wavelength of the
sound waves in the fluid becomes comparable to the di-
mensions of the device, two and then three pressure peaks

Figure 4. Finite element predictions of cavitating field.
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Table 2. Finite Element Model Parameters

Parameter Material Dimensions

Inner tubing Stainless steel tube 1.5 in outer diameter
(E = 30E6 psi) 0.012 in wall thickness

Piezoceramic rings PZT4 2 in diameter
(stack of four) 0.125 in wall thickness

0.5 in height
Transmission fluid SAE 10W30 motor oil Density,

speed of sound
Working fluid Water or diesel fuel Density,

speed of sound

occur axially along the centerline. These observations are
consistent with qualitative results. These results were ob-
tained by suspending an aluminum foil strip in the cavi-
tating field. Because it is known that cavitation erodes alu-
minum, the distribution and degree of perforation provide
an indication of the cavitating intensity.

The specific parameters of the model are listed in
Table 2.

Test Verification of Analytical Model. Modeling a com-
bined electrical/piezoelectric/structural/fluid system is
complex. A number of approximations and simplifications
were made. For this reason, some model correlation was
done in advance of prototype development (experimental
data taken from breadboard unit). The FE model was done
for a four-ring prototype. The experimental testing was
done on a three-ring arrangement.

There were two type of measurements made for the
correlation exercise, the current–voltage relationship and
sound pressure measurements. The predicted and mea-
sured current versus voltage relationship for the system is
shown in Figure 5. Measured values are shown at 22.7 kHz

100

100 101 102

10−1

10−2

P
-P

 P
ie

zo
 c

ur
re

nt
 (

A
)

P-P Piezo voltage (V)

Piezo current vs voltage

Measured at 22.7 kHz
Model at 26.5 kHz
Model at 22.7 kHz

Figure 5. Measured and predicted current vs voltage.

which gives the peak piezo current. Model values are
shown for both this frequency and for 26.5 kHz, which is
the frequency at which the model shows peak current. It
can be seen that the measured values at low voltages are
about 60% of the modeled values. This is mainly due to
the four rings in the model versus three in the breadboard.
The sound pressure field was measured using the Specialty
Engineering Associates needle hydrophone, Model SPRH-
2-0500.

Figure 6 shows the response of the hydrophone at two
different excitatory voltage levels, as captured on a digi-
tal storage oscilloscope. Note that the two cases were
at slightly different frequencies. These frequencies corre-
spond to the peak responses at each excitatory level. That
they are different indicates nonlinearity in the model. It
can be seen that the hydrophone response waveform is un-
symmetrical and has pressure spikes on the positive volt-
age (low pressure) side. This is an indication of cavitation.
It is more prominent at the higher excitatory voltage.

The model predicts that the peak pressure in the unit
should be 1 kPa per volt of excitation. The transducer out-
put should be 0.25 mV per volt of excitation. The results
in Fig. 6 show a 20-mV peak-to-peak response at 130-V
peak-to-peak excitation in (a) and 65 mV response at 240 V
excitation, or 0.16 mV/ V and 0.27 mV/ V, respectively. This
agreement is reasonable given the uncertainty of the hy-
drophone (it was being used somewhat out of its design fre-
quency range). The model predicts that the pressure should
lead the voltage by 10 to 20◦, and it can be seen that this
is reasonable, though the experimental measurements do
not really allow testing this.

Figure 7 shows the pressure distribution measured
along the centerline of the device for low voltage excita-
tion (where the nonlinearity of the system does not con-
fuse the results), and Fig. 8 shows the pressure distribu-
tion measured across the centerline at the midheight of the
piezo rings. The hydrophone readings in these figures have
been converted to acoustic pressures. The model predic-
tions are also shown. It can be seen that the model and mea-
sured values show the same trends and the differences are
1–3 dB.

Design Studies
Outer Diameter of Transmission Medium. A design was

studied to optimize the outer diameter of the transmission
medium on the sound intensity in the working medium.
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Figure 6. Hydrophone response at (a) 130 V p–p excitation;
(b) 240 V p–p excitation.

The integral of acoustic pressure across the volume of the
working medium was used as a performance indicator.

Two extremes of damping models were used—damping
concentrated in the working medium and damping dis-
tributed over both working and transmission media. Fig-
ure 9 shows the results for both cases (as the integral
of pressure vs. the outer diameter, (OD) of the transmis-
sion medium. It can be seen that when damping is concen-
trated in the working medium, the optimum occurs at an
OD of 113 mm because the spacing between the outside
of the piezo ring and the OD of the transmission medium
is about one-half an acoustic wavelength. Such a condition
would be expected to result in translating the high acoustic
impedance condition at the rigid outer wall to a low acous-
tic impedance at the ring [see (8), p. 18 for an example].
This low acoustic impedance of the transmission medium
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Figure 7. Acoustic pressure distribution along centerline.

at the ring is mismatched to that of the ring so that the
coupling between the ring and transmission medium is
poor at the outside of the ring. Little energy is launched
outward from the ring, leaving more to be launched inward
to the working medium.

The figure also shows that when damping is distributed
across both transmission and working media, the optimum
occurs at a lower OD. This may be due to the fact that
when damping is included in the transmission medium,
the increase in transmission medium volume, which oc-
curs as its OD is increased, results in more energy losses
in the system, thus biasing the optimum to a smaller
diameter.

84

82

80

78

76

P
−P

 P
re

ss
ur

e 
(d

B
 r

e 
1 

P
a)

74

72

70

68

66

−1 0
r/R

1

13 V P-P Excitation

Measured at 26.0 kHz (assumed symmetrical)
Measured at 23.7 kHz (assumed symmetrical)
Model at 26.0 kHz

Radial pressure distribution at ring mid-height

Figure 8. Acoustic pressure distribution across diameter at ring
midheight.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV January 18, 2002 21:0

PEST CONTROL APPLICATIONS 767

0

30

25

20

15

10

5

OD (mm)

Effect of outer diameter
10

0
70 75 80 85 90 95 100 105 110 115 120

70 75 80 85 90 95 100 105 110 115 120

2

4

6

8

In
te

gr
al

 (
P

dV
) 

(P
a.

m
^3

)
In

te
gr

al
 (

P
dV

) 
(P

a.
m

^3
)

Distributed damping

Prototype design

Working fluid only damping

Figure 9.
Ff∫
0

PowerAcousticνs φ.

Electronics Concept. Three electronics concepts were
considered, and two were experimentally evaluated:

� a function generator to produce a sinusoidal (or other)
waveform and a power amplifier to generate a final
high-power output signal to be sent through a trans-
former to the piezo elements in the mechanical module

� a high-power oscillator
� a switching power supply

The first approach was used in prototype testing and de-
velopment. It was not continued in the higher power, high
flow-rate evaluation unit because the readily available
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Figure 10. Electronics concept.

power amplifiers are limited in power (so would have to
be ganged to drive the larger system) and the class A am-
plifier action used is relatively inefficient, making cooling
of the electronics an issue.

The high-power oscillator was not developed because
of concerns of achieving high power without instability
problems.

The switching power supply was used for designing
the evaluation unit. It is in line with current methods of
driving high-power motors using pulse-width modulation
(PWM). Digital circuitry is used to generate square wave-
forms. These may be duty-cycle modulated and are used
to switch power MOSFET transistors on and off rapidly
so that the average voltage presented to the equipment
as a result of the variable duty-cycle appears sinusoidal.
Such an approach is efficient because the transistors are
always completely on or completely off (except during short
switching transients), and they dissipate little power in ei-
ther of these states. In our case, the output frequencies
are too high for true PWM, but square waves can be gen-
erated at these frequencies and filtered to eliminate higher
harmonics.

Figure 10 shows an electronic filtering concept evalu-
ated by analysis. A high voltage supply that has positive
and negative polarity and a 33% duty cycle is switched on
and off. The fundamental frequency of the source is 25 kHz.
This is followed by a three-pole low-pass filter that has
a cutoff at 62.5 kHz. The output from this filter feeds a
tuned circuit that represents the piezo rings (21.2-nF ca-
pacitance and a 100-ohm resistor to simulate a system Q
of 3) in series with an inductance chosen to tune the cir-
cuit to the 25 kHz fundamental. This makes the driven
system of this tuned circuit appear resistive at the funda-
mental frequency and so matches the low-pass filter’s out-
put impedance expectation. Note that no transformer is
shown, though by adding a transformer between the filter
and the piezo, lower voltages would exist in the left-hand
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Figure 11. Frequency response function of electronics concept.

side of the circuit which would probably ease component
choice.

Figure 11 shows the calculated frequency response func-
tion. It also shows the spectral content of the voltage out of
the switched power supply and into the piezo. The output
from the switched power supply it is assumed, is both posi-
tive and negative in the 33% duty cycle and has switching
transients 25% as long as the on-time, that is, 1.67 µs. Sum-
ming all power above the fundamental to 250 kHz gives a
total harmonic distortion figure of 71% for the switched
power supply output that has this waveform, but only 4%
for the voltage across the piezo.

A breadboard of this system was built and tested. It was
felt that the advantages of the switching amplifier concept
outweighed its disadvantages for a production application.
A commercial supplier (Instruments Inc. of San Diego CA)
was found.

Implementation Issues. The thin walled stainless steel
tube that contains fluid-borne microorganisms was de-
signed to be as thin as possible to maximum the pressure
transmitted through to the fluid. The thickness is limi-
ted by the pressure in the transmission medium. The thin
walled tube is fairly close to buckling under the pressure
of the transmission medium.

In the prototype system, there was no pressure sensor to
ensure that the pressure of the transmission medium was
maintained between 30–100 psi. The small temperature
change (1–2◦C) that results from the excitation of the
system causes the pressure to vary. The temperature
change is kept to this low level by pumping the working
fluid continuously past the transmission medium. During

biological evaluation of the prototype system, the pressure
did drift above 100 psi. After completing of prototype
testing, the system was dismantled, and it was discovered
that the tubing had buckled.

The evaluation unit which was built as a follow-on to
the prototype includes both a temperature and pressure
sensor as part of the design. This ensures that the system
will shut down before the critical pressure is exceeded. In
an early version of the evaluative design (which contained
16 piezo rings, rather than the original four), the stainless
steel tubing did buckle because the unsupported length of
the tubing had more than doubled. Modifications of the tub-
ing boundary conditions were made to ensure that buckling
did not occur but at the same time maintained as thin a
profile as possible to maximize the energy transfer to the
microorganism-borne fluid.

Another significant issue that arose during early test-
ing of the evaluative system relates to the importance of
tolerancing the rings themselves. After short runs of the
16-ring stack system, failures in the rings occurred. They
were failing mechanically—breaking into two pieces. The
initiation of the crack seemed to be associated with a burn
mark on the ring. It was postulated that the set of rings be-
ing used was not sufficiently well toleranced for roundness.
The system was rebuilt using rings of improved tolerance
(proved by Sensor Technologies of Collingwood, Ontario).
There have been no ring failures since the system was
rebuilt.

The original electronic drive for the system was based on
square wave input switching. When this was implemented,
switching noise was feeding back to the input, causing
noise spikes that were outside the acceptable range of the
microprocessor. To eliminate this problem, the signal gen-
erator was rebuilt to use sine wave excitation.

Figure 12 shows a drawing of the cavitation portion
of the system. The elements of the figure are as listed in
Table 3.

Effectiveness of Cavitation in Destroying Microorganisms

The effectiveness of using a cavitation field to destroy mi-
croorganisms was measured for two types of fluid hosts
(water and diesel fuel) (9) and three types of microorgan-
isms:

� Serratia marcescens
� Pseudomonas aeruginosa
� Saccharomyces cerevisiae (yeast)

The fitted results are shown in Fig. 13, plotted as a function
of exposure time to the cavitation field. Regression analysis
was used to fit the data to the following equation:

log
(

Irradiated
Control

)
= (Slope × Time) + const. (2)

These test results were for microorganisms exposed to
cavitation while the working medium was moving (be-
ing pumped) through the cavitation field. Earlier test re-
sults were performed while the medium was static during
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Figure 12. Cavitation unit—16 ring.

exposure to the cavitation field. The cavitation effect was
more pronounced on the moving population than on the
static population. It was hypothesized that the motion en-
sured improved distribution of the microorganisms in the
cavitation field.

There were two different strains of Pseudonomas aeru-
ginosa used in the study. Tests in water were done using
ATCC 10145. A strain of Pseudonomas aeruginosa was
isolated from a sample of marine diesel fuel. This strain
would not survive at elevated temperatures (37◦C) where
the ATCC 10145 thrived.

Table 3. Parts of Cavitation Unit

Drawing Label Part

1 Lower sealing flange
2 Hydraulic O-ring
3 Lower flange
4 Hydraulic O-ring
5 Body
6 Body assembly rods
7 Flow-through tubing
8 Supporting ring
9 Hydraulic O-ring

10 Hydraulic O-ring
11 Upper flange
12 Upper supporting ring
13 Hydraulic O-ring
14 PZT ring, 2.0 in OD
15 Middle PZT supporting ring
16 PZT Assembly rods
17 Self-locking nuts
18 Lower PZT supporting ring
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Figure 13. Biological test results.

The results were based on a flow-through testing system
that involved recirculating the population to obtain the re-
quired exposure time. Figure 14 shows a schematic of the
experimental facility. The contaminated working fluid was
recirculated during testing. This eliminated the need for
disposal of large volumes of contaminated fluid. The re-
circulating effect underestimates the effectiveness of the
method because the population is being gradually reduced
for each pass through the cavitation field.

It had been postulated that the pumping action itself
might influence the microorganism population, but that
effect was studied and found insignificant on either the
Serratia marcescens or the Pseudomonas aeruginosa.
There did seem to be a small effect on the yeast results.

An attempt was made to predict the kill efficiency of a
single pass of the population through the cavitation field.
Kill efficiency e is the ratio of microorganisms per unit vol-
ume of fluid killed in one pass to microorganisms present
in an untreated unit volume of fluid.

6

UDM experimental facility

1

8

7 5

4

3

2

1 − Cavitator
2 − Tank for treated water
3 − Tank for contaminated water
4 − Control valves
5 − Pump
6 − Power supply
7 − Hydraulic cylinder
8 − Screw

Figure 14. Schematic of flow-through experimental facility.
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NOTATION

Co = initial concentration (microorganism’s/litre)
Cn = concentration after n passes through cavitation

field
e = kill efficiency
n = number of times sample passed through

cavitation field
V = volume of cavitation field
X = holding tank volume

Cn

Co
=

[
X − e × V

X

]n

(3)

When this equation is applied to the yeast test data ob-
tained, the resulting kill efficiency is 0.49. When it is ap-
plied to the test results for Pseudomonas aeruginosa in
diesel fuel, the resulting kill efficiency is 0.45. These re-
sults were based on an exposure time of 3.15 seconds in
the cavitation field.
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PHOTOCHROMIC AND
PHOTO-THERMO-REFRACTIVE GLASSES

L.B. GLEBOV

University of Central Florida
Orlando, FL

INTRODUCTION

Inorganic glasses are the main transparent material,
which people have long used for observation (windows
in buildings, windshields in cars, eyeglasses, prisms and
lenses in optical instruments), light delivery (light bulbs,
projectors, lasers, optical fibers), and fine arts (crockery,
bijouterie, jewelry). The ability of glasses to change colo-
ration after exposure to sunshine was well known since
the last century. A new era in glass application was started

in 1949 by S.D. Stookey’s publication (12) in which record-
ing a permanent photographic image in silicate glass was
described. This two-step process of exposure to UV radia-
tion and thermal development that resulted in a crystalline
phase precipitation in the exposed areas was similar to
the classical photographic process. As a result of inten-
sive research during a long period of time, a great number
of different photosensitive glasses were developed, which
have found very wide application in different branches of
industry and personal use. When exposed to optical radia-
tion, these glasses (and glass ceramics) change their optical
properties (absorption, refraction, or scattering) instantly
or after thermal development, permanently or transiently.
Among the great variety of photosensitive glasses, we em-
phasize only the two most widely used types.

The largest commercial application was obtained for
so-called “photochromic glasses,” which exhibit reversible
coloration after exposure to UV or visible light and can
vary their absorption depending on the illumination level.
Glasses that contained small concentrations of microcrys-
tals of silver and copper halides, proposed by Armistead
and Stookey in 1965 became the most widely used for
reversible coloration (13). A peculiarity of these materi-
als is that they are produced by glassmaking technology
whereas the photochromic processes occur in microcrystals
distributed in the glass matrix. Several hundred original
papers were dedicated to different aspects of heteroge-
neous photochromic glasses in those years. The vast biblio-
graphy and detailed descriptions of these heterogeneous
photochromic glasses were collected in books (3,4), and
therefore we will not include a list of original publications
in this article.

Another type of photosensitive glass, which is beginning
its application in optics and photonics right now, is “photo-
thermorefractive (PTR)” glass. If this glass is exposed to
UV radiation followed by heat treatment, it varies in re-
fractive index. A phase hologram in the volume of this glass
was recorded in 1990 by Glebov and coauthors (5). The fea-
ture of this process is that homogeneous glass is exposed
to light and a microcrystalline phase is produced in the
volume of the glass matrix by a thermodevelopment pro-
cess. No books have been written on this subject. The main
results concerning phase hologram recording in glasses
can be found in a few original papers (5–7) and a survey
(8). Similar processes of photoionization followed by ther-
moinduced crystallization were studied for single- and full-
color photography in polychromatic glasses, as described in
(1, 9–12). Thus, these references can also be used for
learning the basic physical phenomena that result from
irradiation and development of PTR glasses. Some basic
data concerning intrinsic absorption, electronic excitation,
and nonlinear photoionization in multicomponent glasses
can be found in (13,14).

PHYSICAL PRINCIPLES OF PHOTOSENSITIVITY
IN GLASSES

Photosensitivity is the variation in glass properties from
exposure to optical radiation. Photoinduced processes can
be caused by the absorption of light and consequent
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Figure 1. Absorption spectra of 25Na2O–75SiO2 glass. 1: intrin-
sic absorption; 2 and 3: extrinsic absorption of 0.1 wt.% of Fe3+
and Fe2+, respectively; and 4: color center generation spectrum
(arbitrary units).

excitation of electrons from ground to upper levels by which
these electrons can be delivered to other places (we will
not consider heating and posterior melting or ablation).
Absorption spectra of solids may be conventionally divided
into three groups. Absorption due to electron transitions
in defect-free substances of stoichiometric composition is
called “intrinsic,” “basic,” or “fundamental” absorption. The
absorption in atoms or molecules that are present as small
additives is called “extrinsic,” or “dopant,” or “impurity” ab-
sorption. The absorption by defects in the host substance
created by chemical or physical effects is called “induced,”
or “additional,” or “defect” absorption.

The absorption spectra of widespread alkali silicate
glass, which is the basis of the majority of technical glasses,
are presented in Fig. 1. Intrinsic absorption (curve 1) is in
the range of 210 nm (6 eV) and exhibits an exponential
dependence of the absorption coefficient on photon energy
(or wave number). This absorption is caused by basic struc-
tural units of silicate glass (Si–O–Na), which are called L
centers. An example of extrinsic absorption in 25Na2O–
75SiO2 glass is shown by curves 2 and 3 for ferric (Fe3+)
and ferrous (Fe2+) ions, which determine the actual ab-
sorption of commercial silicate glasses in the near IR, visi-
ble, and near UV spectral regions. Induced absorption pro-
duced by UV and γ radiation (Fig. 2) is caused by ionization
in the glass matrix and further trapping of electrons and
holes at different glass matrix defects. The presence of dif-
ferent dopants and impurities results additional induced
absorption bands. Extrinsic absorption can be caused by
additional ions distributed in the glass matrix and also
by bigger units, for example, microcrystals. The absorp-
tion spectra of borosilicate glass doped with copper and
chlorine, which has undergone heat treatment, are shown
in Fig. 3. Instead of absorption of copper ions in the glass in
the far UV region, a narrow absorption peak near 380 nm
(3.25 eV) is seen in these spectra, which corresponds to
excitons in CuCl crystals precipitated in the glass matrix
as the result of heat treatment. Induced absorption can
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Figure 2. Induced absorption spectra of 25Na2O–75SiO2 glass.
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Figure 3. Absorption spectra of borosilicate glass doped with cop-
per and chlorine after 2 hours of treatment at T(◦C): (12) 550, (13)
600, (3) 650.

also be produced by relatively big particles. Photoinduced
precipitation of microcrystals of such metals as gold, silver,
and copper causes additional absorption, usually called col-
loidal coloration.

Glass exposure to radiation whose photon energy is
more than the intrinsic absorption edge (curve 1 in Fig. 1)
causes photoionization in the glass matrix followed by the
generation of both electron and hole color centers. The
dependence of the induced absorption on the photon en-
ergy (or wavelength) is called the color center generation
spectrum or the spectrum of photosensitivity (curve 4 in
Fig. 1). Photoionization in the glass matrix (generation of
both electron and hole centers) is impossible if the pho-
ton energy of the exciting radiation is less than a bandgap,
which is determined by the position of the intrinsic absorp-
tion (curve 1 in Fig. 1). In other words, the long wavelength
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edge of the color center generation spectrum (curve 4 in
Fig. 1) coincides with the intrinsic absorption edge (curve 1
in Fig. 1).

The photosensitivity spectrum can be shifted to the long
wavelength side if the glass is doped with some ions in a
lower valence state, and the dopant’s excited level is placed
above the threshold of the charge carrier’s mobility. In this
case, a mobile electron can be trapped either by defect at an
intrinsic electron center formation or by another dopant,
that is, to recharge the activators. The depth of the dopant
ground level in Na2O–3SiO2 glass is 5.2 eV for Fe2+, 5.0 eV
for Tb3+, and 3.6 eV for Ce3+. Comparison of these values
with curve 3 in Fig. 1 shows that the ionization threshold of
Fe2+ corresponds to the long wavelength edge of the absorp-
tion band whose maximum is at 6.5 eV (191 nm). Excita-
tion using smaller photon energy causes tunnel ionization
whose efficiency is about one to two orders of magnitude
less than that of over-barrier ionization. The thresholds
of tunnel ionization of dopants in Na2O–3SiO2 glass are
3.5 eV for Fe2+, 3.1 eV for Tb3+, and 3.1 eV for Ce3+. Refer-
ring Fig. 1, one can see that the tunnel ionization of Fe2+

is obtained at an excitation of the long wavelength bands
whose peaks are at 5.1 and 4.4 eV (243 and 282 nm) up to
3.5 eV (350 nm). Unlike intrinsic ionization that inevitably
produces electron and hole centers, the only hole center
generated from the excitation of dopant absorption bands
is the same (but oxidized) dopant ion. All newly created
centers are electron centers (either intrinsic or extrinsic).

The other way to shift photosensitivity to the long wave-
length side is to use nonlinear ionization produced by pow-
erful optical irradiation. In silicate glass exposed to pulsed
radiation whose photon energy is more than half of the
bandgap (hν >3 eV, λ < 400 nm) and whose irradiance is
more than 1 MW/cm2, both electron and hole color centers
appear as a result of two-photon ionization in the glass
matrix. The final concentration of color centers is deter-
mined by equilibrium between two-photon generation and
single-photon bleaching of color centers.

INDUCED COLORATION OF REVERSIBLE
PHOTOCHROMIC GLASSES

Generally, the term photochromism may be treated as any
variation of color induced by optical radiation, but usu-
ally people use a narrower definition, which excludes irre-
versible color changes. So, photochromism is a reversible
variation in color (i.e., of the absorption spectrum or spec-
trum of attenuation) of a material under optical radiation
that relaxes when exposure stops. Naturally, when experi-
mental conditions are changed, for example, a temperature
change, the magnitude of the photochromic effect can vary
(even to complete disappearance). Therefore, we shall call
a photochromic material one that, under specified operat-
ing conditions, becomes colored by optical radiation and
restores its transparency after radiation ceases.

Relaxation of induced absorption after illumination
ceases is usually caused by thermal fading of color cen-
ters, which are not stable at a given temperature. This
is the most important feature of photochromic materials

because reversibility of the photochromic effect means the
absence of any stable induced centers generated by illu-
mination. A great number of electron and hole color cen-
ters in silicate glasses produced by UV radiation (Fig. 2)
leads to fatigue because of the progressive accumulation of
stable color centers. This is the reason that these glasses
are not used as photochromic materials, although pho-
tochromism was discovered in cerium-doped, reduced sili-
cate glasses. Glasses doped with microcrystals of silver and
copper halides (Fig. 3) show complete reversibility of colo-
ration at room temperature and therefore have the widest
commercial application.

The main feature of photochromic glasses, variable op-
tical density both observed during exposure and upon its
cessation, has to be taken into account to determine charac-
teristics such as integral and spectral sensitivity, darken-
ing degree and rate, thermal fading, and optical bleaching
rates. Let us define the main concepts required for pho-
tochromic material characterization. Light absorption (or,
more exactly, light attenuation or losses, that is the sum
of absorption and scattering) is characterized by the trans-
mittance, τ = Itr/I0 (where Itr and I0 are the intensities of
transmitted and incident light, respectively), or the opti-
cal density, D = − log10 τ . The optical density of a sample
before irradiation (original absorption, clear glass) is D0

(Fig. 4). The optical density of the sample at the moment
exposure ceases (induced absorption, dark glass) is Dexp.
The optical density in t seconds of the thermal fading pro-
cess (induced absorption, partially relaxed glass) is Dt. The
spectral dependences of τ0 and D0 are the transmission
or absorption spectra of clear glass. The spectral depen-
dences of τexp and Dexp are the transmission or absorption
spectra of dark glass. Glass has a gray color if the absorp-
tion (transmission) spectrum is flat in the visible region. A
brown color means that the absorption in the blue region
is greater than that in the red region.

The dependences of Dexp and Dt on the time of illumi-
nation or aging are the kinetics of coloration and relax-
ation, respectively (Fig. 4). Dexp increases when the expo-
sure time increases and comes to the equilibrium level De
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Figure 4. Kinetics of photochromic glass darkening under illu-
mination and fading in the aging process. D0, Dexp, and Dt are the
optical densities of clear, dark, and relaxed glass, respectively.
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when the rate of color center generation is equal to the
rate of thermal fading. The criterion of relaxation charac-
terizes the degree of thermal fading in a certain time after
illumination ceases:

Krel = Dexp − Dt

Dexp − D0
(1)

The value of that time interval should be selected on the
basis of the practical applications of a photochromic glass.
Thus, for photochromic lenses used as sunglasses, a time
interval of 180 s is recommended. From Eq. (12), it is ob-
vious that, if a glass has faded completely in that time,
Krel = 1. Contrariwise, if the induced absorption has not
reduced at all in that time, Krel = 0. Now, there are pho-
tochromic glasses whose Krel vary in the entire range from
zero to about one. Krel for a particular glass can be changed
by temperature variation.

An important parameter is the spectral sensitivity of
a photochromic material, the dependence of the saturated
photoinduced optical density (De) on the photon energy of
the exciting radiation. This dependence is called the color
center generation spectrum. The absorption edge of pho-
tochromic glass determines the position of the color cen-
ter generation spectrum because photosensitive crystals
absorb exactly in that region (compare curves 1 and 2 in
Fig. 5). The short wavelength edge of the color center gener-
ation spectrum is connected with the decrease of the thick-
ness of the layer containing color centers, that is due to the
increase of the glass absorption coefficient. The long wave-
length edge is caused by a decrease in the absorption and
in the efficiency of photosensitive center ionization. These
photosensitive centers are usually copper centers in silver
halide crystals or excitons in a crystalline phase of copper
chloride. Owing to that, the position of the maximum in
the color center formation spectrum does not coincide with
that of any maximum in the photochromic glass absorp-
tion spectrum. Moreover, its position is determined by the
spectral shape of the photochromic glass absorption edge,
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Figure 5. Spectra of glass doped with AgCl(Br). Absorption of
original glass (12) and color centers (3), color center generation
(13) and bleaching (4) efficiency. Sample thickness 5 mm.

is a function of the sample thickness, and drifts to the short
wavelength side as the thickness decreases. The absorption
spectrum of an exposed glass doped with AgCl microcrys-
tals is presented in Fig. 5, curve 3. This absorption repre-
sents a wide band in the visible spectral range. The spec-
tral shape of this band is usually ascribed to precipitation
of colloidal silver particles on the surface of halide micro-
crystals. Curve 4 in Fig. 5 shows that excitation of the ab-
sorption band of color centers destroys these centers and
causes optical bleaching. Thus, optical bleaching by visi-
ble light is a process additional to thermal fading, which
accelerates the relaxation of darkened silver halide photo-
chromic glass.

The photosensitivity of photochromic glasses doped
with CuCl can be shifted from the UV region to the long
wavelength side. Virgin photochromic glass is photosensi-
tive only to UV irradiation and cannot be darkened by vis-
ible light. Excitation of glasses doped with CuCl that are
exposed to UV radiation does not produce optical bleach-
ing, as shown in Fig. 5 (curve 4) for silver halide glasses.
On the contrary, initial additional absorption (induced by
UV radiation) can be intensified by additional exposure to
visible and even IR radiation having photon energy much
below the ionization threshold of copper centers. Note that
the power density of long wavelength irradiation must be
high enough to produce this intensification. It is shown in
Fig. 6 that the spectra of additional absorption produced
in this glass after irradiation at various wavelengths are
the same. Consequently, this long wavelength sensitivity
results from generating new color centers by exciting the
same color centers. Therefore this process is called “coop-
erative breeding of color centers.”

The mechanism of two-photon cooperative breeding is as
follows. Initial exposure to UV radiation causes ionization
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Figure 6. Spectra of induced absorption in copper halide pho-
tochromic glass (thickness 5 mm) after exposure to radiation at
different wavelengths: (12) 440 nm (2.78 eV), (13) 633 nm (1.96 eV),
and (3) 1060 nm (1.17 eV).
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Figure 7. Energy diagram of the first stage
of photochromic glass coloration at (a) short
wavelength coloration, (b) two-photon coopera-
tive breeding, and (c) three-photon cooperative
breeding.
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of a photosensitive center (Cu+) and generates electrons
and hole centers (Cu2+). Then released electrons produce
color centers by reducing copper (Cu+) or silver (Ag+) ions.
The initial concentration of color centers (Fig. 7a) is deter-
mined by the number of UV-ionized photosensitive centers.
This concentration can be rather small and even invisible
to the naked eye. Linear absorption of two photons of visi-
ble light by two color centers causes a transition of these
centers to excited states (Fig. 7b). Further, these centers
simultaneously transfer the accumulated energy to the
photosensitive centers (Cu+) and return to their ground
states. An excited photosensitive center releases an elec-
tron and converts to its ionized state in the same man-
ner as after linear excitation, as illustrated in Fig. 7a. The
released electron is trapped by an acceptor, converts to a
reduced state (Cu0), and this is a first stage in generat-
ing a new color center. Thus, the number of color centers
increases after each cycle. This means that induced ab-
sorption increases in the process of exciting previously in-
duced color centers without altering the spectrum of the
induced absorption. The efficiency of this nonlinear pro-
cess is proportional to the squared intensity of the exciting
long wavelength radiation.

The coloration caused by exposure to pulsed IR radia-
tion can be explained similarly to the three-photon cooper-
ative breeding of color centers (Fig. 7c). The latter process
obeys the cubical dependence of efficiency on the intensity
of the exciting radiation. There are several important fea-
tures of cooperative breeding of color centers. The first is a
very high level of additional absorption because photosen-
sitivity in this case is not connected with the sharp absorp-
tion edge of glass (Fig. 5) and a thick slab can be homoge-
neously colored. The second is the opportunity of localizing
colored spots in arbitrary places of the bulk glass. The spots
are produced by focusing the exciting beam because photo-
sensitivity is proportional to the squared or cubical inten-
sity of the exciting radiation and therefore, is concentrated
near the focal plane. The third is an opportunity to store
a latent image produced by UV radiation that can be re-
vealed by photodevelopment.

HETEROGENEOUS PHOTOCHROMIC GLASSES

Photochromic glasses co-doped with silver and copper
halides are heterogeneous materials. They represent
two-phase systems that consist of a vitreous host and dis-
persed photosensitive microcrystals. This is important be-
cause microcrystals show a reversible photochromic effect
without fatigue. However, in a two-phase system, light at-
tenuation is caused by absorption of each phase and also by
scattering produced by the difference between the refrac-
tive indexes of the crystalline and vitreous components.
Therefore, the parameters of the crystalline phase should
be chosen to prevent strong scattering. The size of the par-
ticle of most photosensitive microcrystals, whose refractive
index is about 2, should be no more than 10–20 nm to keep
scattering below the level of acceptability for optical appli-
cations.

The main approach to producing dispersed microcrys-
tals in a vitreous host is crystalline phase growth as a
result of host glass heat treatment at temperatures from
500–700◦C, depending on host composition. These temper-
atures correspond to a viscosity range from 1010–1013 poise.
To secure crystalline phase precipitation, special require-
ments are applied to the host glass. First, this glass should
be an oversaturated solution of the photosensitive phase
(silver and copper halides) that allows effective diffusion
of these components in the temperature range mentioned.
Second, the solubility of the photosensitive components
must drop quickly when cooling to allow the homogeneous
glass to melt at high temperature and the crystalline phase
to precipitate in the secondary heat treatment process. The
last is usually connected with phase separation (immisci-
bility) and altered coordination of different components in
the host glass.

The best glass, which satisfies the requirements men-
tioned before, is alkaline borosilicate glass. This glass ma-
trix is the basis for almost all commercial photochromic
glasses manufactured by a number of companies in differ-
ent countries. Halides (Cl, Br, I) of silver and copper are
photosensitive components, which are added to the batch.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV January 18, 2002 21:0

PHOTOCHROMIC AND PHOTO-THERMO-REFRACTIVE GLASSES 775

Cations such as Mg, Ca, Ba, Zn, Cd, Al, and Pb, or anions
such as P and S are used by different companies as addi-
tions to modify technical and end use properties. These
compositional changes lead to variations in photosensi-
tivity, the criterion of relaxation, and induced absorption
spectra. Photochromic glasses can be divided into two large
groups: silver halide glasses that have small concentra-
tions of copper, which usually exhibit faster relaxation and
lower sensitivity and copper halide glasses that have small
concentration of silver, which exhibit slower relaxation and
higher sensitivity. In silver halide glasses, small additions
of copper are a sensitizer.

The traditional schedule for photosensitive phase cre-
ation, “bottom-to-top,” consists of four stages: melting,
rough annealing and cooling to room temperature, addi-
tional heat treatment (roasting), and final annealing. Final
annealing is necessary for stress relaxation because crys-
talline phase precipitation occurs at temperatures above
the glass transition temperature. The other method of sen-
sitization is “top-to-bottom,” which is used for mass pro-
duction because of heat energy saving. In the latter, the
glass casting cools down to roasting temperature but not
to room temperature. It requires the other schedule (time
and temperature) because the most effective growth of nu-
cleation centers occurs at temperatures below the roasting
temperature.

OPTICAL WAVEGUIDES IN PHOTOCHROMIC GLASSES

The largest commercial application of photochromic
glasses is for sunglasses. Tens of millions of photochromic
lenses are produced worldwide each year for this purpose.
However, the alkaline borosilicate origin of photochromic
glasses allows some other applications in modern optics
and photonics. It is well known that these glasses are suit-
able for ion exchange and, consequently, planar and chan-
nel waveguides can be created on this glass. Besides that,
the mildly sloping dependence of photochromic glass vis-
cosity on temperature allows creating of optical fibers. The
optical properties of photochromic waveguides compared
with bulk photochromic glasses are unusual because of
structural transformations in the ion-exchanged layers or
in the drawn fibers and the peculiarities of light propaga-
tion in waveguides. An important feature of ion-exchanged
glass is incompleteness of structural relaxation. The ex-
change of ions that have different radii creates stresses in
glass. These stresses produce strong differences between
the refractive indexes of waveguide modes that are or-
thogonally polarized (birefringence). Compression of sil-
ver halide photochromic glass after substituting Na+ by
K+ at temperatures below the glass transition tempera-
ture reaches 1 GPa and produces birefringence up to 20%
of the total refractive index variation, as shown in Fig. 8.

Exposure of waveguides in photochromic glasses to UV
radiation produces reversible coloration. This means that
ion-exchange treatment does not destroy the photosensi-
tive crystalline phase and this technology is available for
photosensitive waveguide fabrication. However, parame-
ters of coloration and relaxation of photochromic wave-
guides are different compared to bulk glass. For silver
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Figure 8. Refractive index profiles of photochromic glass after
Naglass–Kmelt ion exchange. TE or TM polarizations mean electric
or magnetic field oriented along the surface, respectively.

halide glasses, the criterion of relaxation in waveguides is
more than that in bulk glass. This means that relaxation
in waveguides occurs faster. For copper halide glasses, re-
laxation in the waveguide was not detected, which means
that the coloration of these waveguides is stable. There
is a difference in photosensitivity between different wave-
guide modes. Modes Whith low numbers propagate near
the surface and have lower sensitivity than modes that
have a large number and propagate in deep layers. This dif-
ference is caused by copper (which is a sensitizer) depletion
in the surface layer as result of copper exchange for potas-
sium or other ions. This phenomenon can be used for mode
selection.

The other feature of photochromic waveguides is ani-
sotropy of photosensitivity and induced coloration. This
phenomenon is connected with ion-exchange stresses.
Dichroism (the difference between induced absorption for
orthogonal polarizations) is proportional to birefringence
in a waveguide. It is important to note that photosensi-
tive microcrystals are plastic or melted at the tempera-
tures of ion exchange. Therefore, dichroism is determined
by stresses and also by orientation of liquid drops of the
photosensitive phase caused by ion-exchange stresses.

The discrete structure of light propagation in photo-
sensitive planar waveguides gives one more opportunity
for multiplexing by mode selection. If a mode in such a
waveguide (Mode #1 in Fig. 9) is excited by actinic radi-
ation, the waveguide becomes colored. The spatial profile
of induced absorption is determined by the spatial profile
of the exciting modes intensity. As a result, a sort of dis-
tributed absorbing mask will be formed in the waveguide
whose absorption profile is similar to that of the intensity
distribution of actinic radiation in the waveguide. Conse-
quently, losses for mode #1 increase after excitation of this
mode by actinic radiation. The attenuation of other modes
is determined by overlapping of their fields by the dis-
tributed mask, that is, by the field of the mode that induced
this absorption. Because field profiles for the modes that
have different numbers essentially differ from each other



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV January 18, 2002 21:0

776 PHOTOCHROMIC AND PHOTO-THERMO-REFRACTIVE GLASSES

D
is

ta
nc

e
fr

om
 s

ur
fa

ce

Refractive indexMode field profiles

Incident
beam

Transmitted
beam Absorption

0 0 2

2

1 2 Mode #

Figure 9. Sketch of a waveguide mode selector. The darkened
profile corresponds to the exposed mode, which produces a similar
profile of photoinduced absorption and prevents propagation of
this mode.

(Fig. 9), the losses for different modes should be signifi-
cantly different. An example of a mode spectrum of a pla-
nar waveguide excited by actinic radiation in the TE0 mode
is shown in Fig. 10. A mode selection of about 10 dB/cm
can be reached without special effort in planar waveguides
on commercial photochromic glasses. The problem of mask
bleaching can be solved by using probe radiation at longer
wavelengths, where bleaching is not effective, or using, as
described earlier, cooperating breeding of color centers for
writing by high-power radiation.

Optical fibers were drawn from photochromic glasses. It
was found that thermal treatment of these fibers produces
photochromic properties. Fiber plates were made from pho-
tochromic glass as a core and a transparent optical glass as
a cladding, or vice versa. High contrast was obtained in this
fiber element compared to bulk photochromic glass plate.
This feature of photochromic fiber plate is determined by
gradual leakage of actinic radiation from transparent glass
to photochromic glass. This effect increases the length
of the interaction of actinic radiation with photochromic
glass and, consequently, increases dramatically the in-
duced absorption and possible contrast of a photochromic
attenuator.
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Figure 10. Effect of exposure to powerful excitation of the funda-
mental mode (shown by arrow) on the dependence of photochromic
waveguide transmission on the angle of incidence onto the input
coupler prism (spectrum of waveguide modes). Solid lines before
exposure, dashed lines after exposure.

INDUCED REFRACTION THROUGH IRREVERSIBLE
PHOTOINDUCED CRYSTALLIZATION

It is clear that photochromic glasses can be used for record-
ing information. Actually some photos and holograms were
recorded in these glasses but no great success was obtained
because of small contrast in photography and small diffrac-
tion efficiency in holography. For highly efficient hologra-
phy, it is necessary to produce variation in the refractive
index but not in the absorption coefficient. The refractive
index in glasses, where color centers are induced by ra-
diation, can vary for very small values, less than 10−6.
This is not enough for efficient diffraction. Recent disco-
very of a strong photoinduced refractive index variation in
Ge-doped silica opened a new very promising approach for
efficient Bragg grating recording in optical fibers. Another
approach, which allows an increase of sensitivity of sev-
eral orders of magnitude compared to Ge-doped silica and
avoids interaction between writing and diffracted beams,
is based on a two-step process of exposure and development
in multicomponent silicate glasses doped with fluorine, sil-
ver, and cerium.

Phase volume holograms of high diffraction efficiency
were produced in lithium aluminum silicate and sodium
zinc aluminum silicate glasses doped with silver and ce-
rium by exposure to UV radiation followed by thermal
treatment. Diffraction was caused by a difference in refrac-
tive indexes in exposed (enriched by microcrystals) and un-
exposed (original glass) areas. This phenomenon is called
the “photo-thermorefractive” process. Glasses that possess
these properties are called “photo-thermorefractive” (PTR)
glasses. This two-step process (exposure and thermal de-
velopment that leads to crystallization) was used earlier
to record a translucent image in glass due to light scatter-
ing caused by a difference between the refractive indexes
of the precipitated crystalline phase and the glass matrix.
Later, colored images were recorded in similar glasses by
photothermal precipitation of a number of complex crystals
of different compositions, sizes, and shapes.

The sequence of processes, which occurs in these glas-
ses and produces coloration, follows (Fig. 11). The first step
is exposure of the glass to UV radiation, which ionizes a
cerium ion. The electrons released from cerium are then
trapped by a silver ion. As a result, silver is converted
from a positive ion to a neutral atom. This second stage
corresponds to latent image formation, and no significant
changes in optical properties of glass occur, except light
coloration in near UV and blue regions.

The next step in the process is obtained by thermal de-
velopment at elevated temperatures. The high diffusion
coefficient of silver atoms in silicate glasses leads to the
creation of tiny silver crystals at temperatures from 450–
500◦C. A number of silver clusters arise in exposed regions
of the glass after aging at these elevated temperatures.
This is the third stage of the process. Further, these sil-
ver particles serve as the nucleation centers for sodium
and fluorine ion precipitation. Cubic sodium fluoride crys-
tal growth occurs at temperatures from 500–550◦C because
the PTR glass composition is an oversaturated solution of
these components. This is the last step, which finishes the
photo-thermorefractive process. Further heat treatment
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Figure 11. Stages of the photo-thermorefractive process.

leads to the growth of elongated pyramidal complex Na,
Ag–F, Br crystals on the surface of cubic NaF crystals. This
mixture of crystals can produce an opal coloration in large
crystal sizes or a yellow coloration caused by colloidal sil-
ver precipitated on the interfaces of dielectric crystals. A
second exposure to UV followed by a second heat treat-
ment produces a different coloration because of metallic
silver reduction on the surfaces of the dielectric pyramids.
The final resulting coloration depends on the size and as-
pect ratio of these silver particles. These two last steps are
used for photography because strong scattering does not
allow using them in holography.

A refractive index decrease of about 5×10−4 occurs in
the areas of glasses exposed to nitrogen laser radiation at
337 nm. The refractive index of NaF in the red spectral re-
gion is nNaF = 1.32 compared to the refractive index of PTR
glass nPTR = 1.49. The small value of the refractive index
change is due to the small volume fraction of the precipi-
tated crystalline phase, which produces no scattering in the
exposed volume. However, it is sufficient to result in highly
efficient Bragg grating recording in samples more than sev-
eral hundreds of microns thick. This photo-thermoinduced
refraction is stable up to 400◦C. The photosensitivity is
in the range of several tens of mJ/cm2 at wavelengths in
the absorption band region of Ce3+, which has a maximum

near 300 nm and a long wavelength tall up to 400 nm. This
means that several commercial lasers such as N2, Ar, and
He–Cd, can be used for recording. Once developed, holo-
grams in PTR glass are not destroyed by further exposure
to visible or UV radiation.

PHOTO-THERMOREFRACTIVE GLASS

The composition (mol. %) of PTR glass which was used
for hologram recording is 15Na2O–5ZnO–4Al2O3–70SiO2–
5NaF–1KBr–0.01Ag2O–0.01CeO2. Absorption spectra of
PTR glasses are presented in Fig. 12. Figure 12a shows the
UV part of the absorption spectrum. One can see the wide
absorption band of Ce3+ that has a maximum at 305 nm.
The short wavelength absorption in the region λ < 270 nm
is due to several components, such as Ce4+, Ag+, Br−, and
Fe3+. The short wavelength edge, at which writing radia-
tion is attenuated by two times in the recording medium
(optical density about 0.3), is placed at 330 nm for a 1-cm
thick plate and at 265 nm for a 1-mm thick plate. The range
of photosensitivity of this glass is from 280–360 nm.

Absorption of PTR glass is less than 0.01 cm−1 in the
visible and near IR regions, which is close to the limit of
measurements, and therefore it is not shown in Fig. 12.
One can see in Fig. 12b that detectable absorption occurs
at wavelengths higher than 2700 nm. Absorption in this
spectral region is usually ascribed to different vibrations of
hydroxyl groups in the glass network and reaches several
cm−1 in regular silicate glasses. Hydroxyl absorption in
fluorine-containing PTR glass is lower compared to similar
fluorine-free silicate glass. This phenomenon is caused by
high volatilization of HF molecules, which can result from
the interaction of fluorine and hydrogen in the glass melt-
ing process. This decrease of IR absorption in PTR glass
results in an opportunity for PTR use in the middle IR re-
gion up to 4300 nm for 1-mm thick specimens.

Additional absorption of PTR glass under UV exposure
that is used in hologram recording in this glass is shown
in Fig. 12c, curve 1. Detectable photoinduced absorption is
seen only in the UV region. Even at the recording wave-
length, this absorption is less 0.1 cm−1 and cannot impact
the recording process significantly. The small tail of the
induced absorption spectrum in the blue region can be dis-
tinguished by the naked eye as a slight yellow coloration
of the exposed area. Thermodevelopment causes colloidal
silver and sodium fluoride precipitation in the glass matrix.
Fluoride crystals are colorless and can result in scattering
if the size of the crystals is too large (more than 100 nm).
A shoulder near 450 nm in the additional absorption spec-
trum after thermal treatment in Fig. 12c (curve 2) is as-
cribed to silver particles in glass matrix. One can see that
the visible additional absorption does not exceed 0.3 cm−1

and 0.03 cm−1 in the blue and red regions, respectively.
This means that losses in this region do not exceed a few
percent for a 1-mm thick plate. Additional absorption in
the whole IR region is not detectable and therefore is not
shown in Fig. 12c. Consequently, this glass can be used
successfully at all wavelengths important for lasers
and optical communication in the visible and near IR
regions.
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Figure 12. Absorption spectra of PTR glass: (a) and (b) original
glass in the UV and IR spectral regions, (c) induced absorption
after exposure to 325 nm for 400 mJ/cm2 (12) and consequent
thermal development for 1 hour at 520◦C (13). Arrow shows the
position of the wavelength of the writing He–Cd laser.

Optical microscopy of exposed and developed samples
used for induced absorption measurements has shown op-
tical inhomogeneities in the exposed region. The structure
of these inhomogeneities appears as a series of parallel,
continuous, aligned filaments whose widths are tens of mi-
crons oriented in the direction of light propagation in the
glass sample. These microscopic features are caused by
structures whose different refractive indexes arise in glass

processing (phase structures). It is proved that these phase
patterns are not an intrinsic feature of PTR glass but are
caused by various defects of the sample bulk and surfaces.
Some additional patterns were found in micrographs; they
are combinations of different rings and fringes. It was
found that they are recordings of the interference pat-
terns produced by matching propagating beams to beams
consequently reflected from the back and front surfaces of
different elements in the optical setup. Diffraction of the
exciting beam on different apertures produces systems of
straight or curved fringes that have variable periods de-
pendent on the shape and position of the aperture. It is
necessary to make special adjustments to eliminate these
interference and diffraction patterns in the plane of the
recording to avoid these parasitic structures. Therefore,
the homogeneity of the photosensitive medium (including
surface and volume defects) and the writing beam (includ-
ing interference and diffraction patterns of low visibility)
must be tested to avoid undesirable losses.

The pattern of probe radiation transmitted through ex-
posed area consists of the zero and first orders of diffrac-
tion but exhibit some rings. The diameters and positions
of these rings on the screen depend on the incident angle
of the probe beam and on the feature of the writing pat-
tern. The origin of these rings follows. Each medium causes
scattering of propagating light. Therefore, even for single
beams propagating in a photosensitive medium, one can
observe an interference pattern produced by matching the
original and scattered beams. In this case, the probe beam
used for hologram reading should be scattered twice. The
first time is regular scattering by the medium. The sec-
ond time is scattering produced by a hologram of scattered
light recorded together with the main hologram. This holo-
gram can be completely reconstructed only by the reading
beam of the same wavelength and direction as the writ-
ing beam. When the wavelengths or the directions of the
writing and reading beams are different, the whole holo-
gram of scattered light cannot be read out because its
wavefronts are not planar. At each angle of incidence, the
reading beam can read only that part of the hologram, for
which Bragg conditions are satisfied. Because the angular
diagram of scattering has cylindrical symmetry, this part
should be a ring. All phase defects mentioned (filaments,
fringes, and rings) appear in all materials but they are vis-
ible well in PTR glass because of the high homogeneity and
transparency of this material.

BRAGG GRATINGS IN PTR GLASS

The dependence of the absolute diffraction efficiency of
Bragg gratings recorded in PTR glasses in the thermal
treatment period is shown in Fig. 13. The specimen ex-
posed for 400 mJ/cm2 has undergone consecutive thermal
treatments for 10–15 minutes each at 520◦C and in inter-
vals between, was cooled down to room temperature for
diffractive efficiency measurements. The absolute diffrac-
tion efficiency is

ηA = I1

(1 − ρ)2 IL
, (2)
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Figure 13. Effect of the period of thermal treatment on the abso-
lute diffraction efficiency of a Bragg grating in PTR glass. Expo-
sure 400 mJ/cm2 at 325 nm, spatial frequency 600 mm−1. Devel-
opment at 520◦C. Specimen thickness 1.42 mm.

where IL and I1 are the intensities of the incident and
diffracted beams, respectively. The reflection coefficient (ρ)
is calculated by the Fresnel formula ρ = (n − 1/n + 1)2.

The dependence of diffraction efficiency versus develop-
ment time has an inflection point at the beginning of the
process and is saturated at the 85% level after long heat
treatment. Note that this multiple heat treatment is not
the same as a regular development for one or several hours
because this procedure includes multiple heating and cool-
ing. However, the curve in Fig. 13 shows a tendency for the
diffraction efficiency to approach a high value after some
exposure at elevated temperature.

The growth of diffraction efficiency in increasing peri-
ods of thermal development is obviously caused by refrac-
tive index changes that result from crystalline phase preci-
pitation. Figure 14 shows the dependence of the refractive
index on the thermal treatment period. This photo-
thermoinduced refractive index was calculated from
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Figure 14. Effect of the period of thermal treatment on the in-
duced refractive index. Exposure 400 mJ/cm2 at 325 nm, spatial
frequency 600 mm−1. Development at 520◦C. Specimen thickness
1.42 mm.

Kogelnik’s equation:

δn = λ cos � arcsin
(√

ηR

)
πd

, (3)

where λ is the wavelength of the reading beam, � is
the Bragg angle, and d is the thickness of the specimen.
The linear dependence of induced refractive index on the
thermal treatment period is present in Fig. 14. The func-
tion δn(t) shows no inflection point compared to DE(t)
(Fig. 13). The linear dependence of δn(t) up to the value of
0.00015 allows writing high efficiency holograms in glass
plates more than several hundreds of microns thick. The
optical quality of inorganic glass allows using plates up
to several centimeters thick. The saturation of the diffrac-
tion efficiency in Fig. 13 corresponds to the refractive index
saturation at about 0.00017 in Fig. 14. No oscillations of
diffraction efficiency were recorded in this experiment in
long development periods up to 13 hours. This means that
no significant result exceeding π for the induced phase was
obtained and, consequently, no additional refractive index
growth occurred.

The effect of the spatial frequency of the interference
pattern on the diffraction efficiency of the grating in PTR
glasses is shown in Fig. 15. This was measured in a
thin sample of 1.65 mm in a transmittance configura-
tion when writing (325 nm) and reading (633 nm) beams
were directed from the same side of the glass plate. This
configuration allows spatial frequency variations below
2500 mm−1. Exposure or development of gratings was
not optimized for different spatial frequencies. No signif-
icant dependence of diffraction efficiency on special fre-
quency can be observed in the region from 300–2500 mm−1

in Fig. 15. The absence of a drop in the frequency re-
sponse at low frequencies is a feature of the PTR process,
which requires transport of species in the glass matrix to
build single crystals (tens of nanometers) and does not
require transport of species between exposed and unex-
posed areas, as is necessary in photorefractive crystals. The
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Figure 15. Dependence of the absolute diffraction efficiency on
the spatial frequency of the grating. Exposure 600 mJ/cm2 at
325 nm, development 90 min. at 520◦C. Specimen thickness
1.65 mm.
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Figure 16. Maximum absolute diffraction efficiencies of Bragg
gratings in PTR glasses for different exposures to the radiation of
a He–Cd laser at 325 nm.

absence of a drop at high spatial frequencies means that
no fringe smearing occurs in the developed interferogram
and, consequently, no detectable diffusion of components at
distances comparable with the half-period of the gratings
studied (up to 200 nm) occurs in PTR glass during ther-
mal processing. These data show that diffusion of glass
components in the development process cannot affect the
saturation in Fig. 14, which was observed for gratings that
have a spatial period of 1600 nm. The lack of drop in the
amplitude–frequency response at low frequencies (Fig. 15)
is an advantage of PTR glasses compared to photorefrac-
tive crystals; this results in a distinct opportunity to design
holographic optical elements that have very small diffrac-
tion angles.

An interesting consequence of the low level of induced
losses (Fig. 12c, curve 2) is the rather low sensitivity
of PTR-grating diffraction efficiency on exposure because
underexposure can be compensated for by overdevelop-
ment, and vice versa. Figure 16 illustrates this feature of
PTR glass. In this figure, the best diffraction efficiencies
for specimens of different thickness from different melts,
which had undergone different development procedures,
are plotted versus exposure to the radiation of a He–Cd
laser. A high absolute diffraction efficiency of 80% and more
is observed in Fig. 16 for exposures that ranged between
50 mJ/cm2 and 5 J/cm2.

SUMMARY

Photochromic glasses that have completely reversible col-
oration are made of borosilicate glasses doped with micro-
crystals of copper and silver halides. These glasses are
sensitive to near UV radiation. Photosensitivity can be ex-
tended to visible and near IR regions by cooperative breed-
ing of color centers. Induced coloration is a wide band
that covers the whole visible region. Photocontrolled wave-
guides can be fabricated in photochromic glasses. These
waveguides can serve as attenuators and mode selec-
tors. Photo-thermorefractive glasses that have irreversible

photoinduced refraction are aluminosilicate glasses doped
with silver, cerium, and fluorine. These glasses are sensi-
tive to near UV radiation. Their photosensitivity is com-
parable with the best organic and inorganic materials, it
allows wide variations of exposure because of image am-
plification in the thermal development process, and it has
high diffraction efficiency and high transparency from the
UV to the IR region.
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PIEZOELECTRICITY IN POLYMERS

ALEKSANDRA VINOGRADOV

Montana State University
Bozeman, MT

INTRODUCTION

The diverse group of “smart” piezoelectric materials is
distinguished by their ability to react actively to chang-
ing stimuli as a result of converting mechanical to elec-
trical energy and vice versa. Synthetic piezoelectric poly-
mers, an integral part of the “smart” materials group,
exhibit a type of behavior that is often compared with
biological reactions involving transformations of the
sensed information into the desired response. Due to such
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special qualities, piezoelectric polymers have been increas-
ingly used in a rapidly expanding range of applications.
At present, these materials continue to offer unprece-
dented design opportunities, leading to the belief that the
industry is on the verge of major technological break-
throughs.

PIEZOELECTRICITY: AN OVERVIEW

Piezoelectricity is a material property that is observed as
an electric charge or voltage produced by applied mechani-
cal forces or, conversely, as mechanical deformation that is
caused by an applied electric field. These piezoelectric ef-
fects have been defined, respectively, as “direct” and “con-
verse.” The latter classification provides a convenient basis
for reference purposes, although it is clear that both phe-
nomena have the same physical origin.

Rapid progress in piezoelectric investigations was made
at the beginning of the twentieth century after Pierre and
Jacques Curie discovered the direct piezoelectric effect in
tourmaline crystals in 1880. Subsequently, piezoelectric ef-
fects were observed and studied in other crystals, such as
quartz, zincblende and Rochelle salt, providing enhanced
understanding of the piezoelectric phenomenon and lead-
ing to new discoveries of piezoelectric effects in a variety
of materials. In the 1940s, research efforts were partic-
ularly focused on the piezoelectric response of ferroelec-
tric polycrystalline ceramics, including lead zirconate ti-
tanate (PZT), lithium niobate, and barium titanate. For
several decades, and, increasingly, toward the mid-1960s,
piezoelectricity was investigated as a common property of
biopolymers, including natural biological materials that
form the structures of plants, animals, and humans. Since
1969, when the strong piezoelectric effect in polyvinylidene
fluoride (PVDF) was first discovered by Kawai, attention
has been attracted to the piezoelectric properties of syn-
thetic polymers. At present, the traditional group of smart
materials involving piezoelectric crystals, ceramics, and
polymers is expanding as a new generation of laminated
composites that have embedded piezoelectric elements has
recently emerged. The history of scientific developments in
the dynamic and growing field of smart materials has been
reviewed in (1–3).

In phenomenological terms, piezoelectricity is described
as coupling between a quasi-static electric field and dy-
namic mechanical motion. Typically, the direct and con-
verse piezoelectric effects have been treated as reversible.
Respectively, the constitutive equations of linear piezoelec-
tricity are based on the principle of energy conservation.
The piezoelectric constitutive law can be presented in sev-
eral alternative forms. One of the formulations is given by

[ε] = [C][σ] + [d]T[E],
(1)

[D] = [d][σ] + [e][E],

where [σ] and [ε] denote, respectively, stress and strain
tensors that satisfy the condition of symmetry, that is,σi j =
σ ji, and εkl = εlk(i 
= j, k 
= l); [D] and [E] denote,
respectively, the electric flux density and the electric field;

[C] is the elastic compliance matrix whose components sat-
isfy the condition cijkl = cijlk = c jikl = cklij ; [d] is the matrix
of piezoelectric coefficients dijk = dikj ; [d]T is the transpose
of [d]; and [e] represents the dielectric permittivity ma-
trix whose components eij = e ji(i 
= j, k 
= l), i, j,k,l = 1,2,3.
Other forms of the linear piezoelectric constitutive equa-
tions are given in (4).

In the general case of fully populated matrices [C], [d],
and [e], the electromechanical properties of an anisotropic
piezoelectric continuum are defined by 21 independent
elastic constants, 18 piezoelectric coefficients, and 6 dielec-
tric constants. However, the actual number of parameters
required to characterize the properties of various piezo-
electric materials is less than the total of 45. The structure
and content of the matrices [C], [d], and [e] depend on the
type of material microstructure. The anisotropic properties
of piezoelectric crystals and, respectively, the composition
of the matrices [C], [d], and [e] are determined by the
type of symmetry in the crystal lattice. Because only those
crystals that possess no center of symmetry on the atomic
scale tend to exhibit piezoelectric effects, only 20 out of 32
crystallographic classes of crystals are piezoelectric. Spe-
cific characteristics of various groups of piezoelectric crys-
tals and ceramics, their classification, and properties have
been considered in (1,4,5). The material properties of piezo-
electric polymers are discussed in detail in the following
sections.

It is important to note that the theory of linear piezo-
electricity is based on the assumptions of infinitesimal de-
formations, linear stress–strain relations, and stationary
electric fields with respect to an inertial reference frame.
Attempts have been made to develop more general nonlin-
ear piezoelectric material models that take into account the
effects of higher order electromechanical couplings, such as
electrostriction, nonlinear strain-displacement relations,
and the material response to large driving voltages. Re-
search efforts in this regard have been reviewed (4,6). A
systematic account of anelastic properties of piezoelectric
polymers has been given in (7).

SYNTHETIC PIEZOELECTRIC POLYMERS

The diverse group of piezoelectric materials includes
a variety of synthetic polymers such as polypropylene,
polystyrene, and poly(methyl methacrylate); semicrys-
talline polyamides such as nylon-11; and amorphous poly-
mers such as vinyl acetate. However, piezoelectric effects
in these materials are relatively weak, often unstable,
and are considered of limited practical significance. Strong
piezoelectricity has been observed only in the synthetic
polymer poly(vinylidene fluoride) (PVDF or PVF2) and
PVDF copolymers.

Poly(vinylidene fluoride) is a semicrystalline polymer
whose typical crystallinity is approximately 50%. The
amorphous phase of the polymer has the properties of a
supercooled liquid. The glass transition temperature of
the polymer is about −50◦C. The molecular structure of
poly(vinylidene fluoride) consists of the repeated monomer
unit –CF2–CH2–. The atoms are covalently bonded, form-
ing long molecular chains. Because the hydrogen atoms are
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positively charged and the fluoride atoms are negatively
charged with respect to the carbon atoms, PVDF is in-
herently polar. However, the net polar moment of the
material in its original state is zero due to the random
orientation of the individual crystallites.

Permanent dipole polarization of PVDF is obtained
through a technological process that involves stretch-
ing and polarizing extruded thin sheets of the polymer.
Stretching aligns molecular chains in the stretch direc-
tion. An applied electric field of up to 100 kV/mm at an
elevated, typically, 103◦C temperature causes permanent
polarization that is maintained after the material cools to
room temperature. Sessler (8) provides an overview of poly-
mer polarization methods. In general, it has been observed
that polarization in PVDF depends on a number of factors,
including polarizing temperature, polarizing time, polar-
izing process, electrode conditions, and the morphology of
the material.

Typically, PVDF is produced in thin films whose thick-
nesses range from 9 to 800 µm (10−6 m). A thin layer of
nickel, silver, or copper is deposited on both film surfaces
to provide electrical conductivity when an electric field is
applied, or to allow measuring the charge induced by me-
chanical deformation.

ELECTROMECHANICAL PROPERTIES OF PVDF

Since the discovery of piezoelectric effects in PVDF (9), the
properties of this material have been studied by many in-
vestigators. Research accomplishments in this subject area
have been reviewed in (8,10,11).

Typically, the piezoelectric properties of PVDF are de-
termined within the framework of linear piezoelectric the-
ory. An expanded form of the constitutive law defined by
Eqs. (1) is formulated for piezoelectric polymers as
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Figure 1. Dependence of the coefficient d31 of PVDF on polariza-
tion time tp (12).

The latter equations are formulated in an orthogonal
coordinate system 1-2-3, so that axes 1 and 2 are consid-
ered in the plane of a PVDF film, whereas axis 3 is normal
to the film surface. Axes 1 and 2 are, respectively, paral-
lel and normal to the orientation of the polymer’s aligned
molecular chains.

According to Eqs. (2), coupling of the electromechani-
cal material properties of PVDF is characterized by five
piezoelectric coefficients contained in the matrix [d]. The
most important coefficients that determine the magni-
tude of piezoelectric effects are the coefficients d3 j , ( j =
1,2,3). Sometimes, the hydrostatic coefficient, dh = d31 +
d32 + d33 that determines the electric charge generated by
hydrostatic pressure is used to represent the degree of
piezoelectric effects in a material.

The values of the piezoelectric coefficients of PVDF de-
pend on the polarization conditions in terms of the polari-
zation time tp, polarization temperature Tp, and polariz-
ing field strength Ep(12). In particular, the dependence of
the coefficient d31on tp, Tp, and Ep for a PVDF thin film
stretched at a 4:1 ratio, is illustrated in Figs. 1–3.
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Figure 3. Dependence of coefficient d31 of PVDF on polarizing
field strength Ep (12).

A number of experimental techniques have been de-
veloped to determine the values of the piezoelectric co-
efficients of PVDF. In particular, the response of 20-µm
thick PVDF films has been studied under the conditions
of superimposed static and sinusoidal loads (13). The elec-
tric charge resulting from the mechanical loading has been
measured for various values of the static load and at vari-
ous temperatures; the amplitude (0.15 N) and frequency
(15 Hz) of the dynamic load remained unchanged. It has
been determined that the piezoelectric coefficient d31 of
PVDF strongly depends on temperature, particularly, in
the range from −40 to −50◦C, close to the glass transition
temperature Tg. A similar dependence of coefficient d31 on
temperature has been observed in (14).

The electromechanical response of PVDF as a function
of temperature has been studied in (15) using the piezoelec-
tric resonance method. By applying an alternating stress
in the material directions 1, 2, and 3 and using polarization
measurements along axis 3, it has been determined that
d31, d32 > 0, and d33 < 0. In addition, it has been observed
that the piezoelectric coefficients of PVDF tend to increase
with temperature, as illustrated in Fig. 4.
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The piezoelectric properties of PVDF have been also
characterized in terms of electromechanical coupling
factors k31, k32, and k33. These coefficients represent the
ratios between the dissipated and input energies in the re-
spective material directions. It has been determined (15)
that the electromechanical coupling factor k31 of PVDF
tends to increase with temperature, whereas k32 and k33

remain temperature insensitive. These results are illus-
trated in Fig. 5.

The shear piezoelectric properties of uniaxially oriented
PVDF films have been studied in (16). It has been observed
that polarization of PVDF samples is linearly proportional
to applied shear stresses. It has been determined that the
values of the piezoelectric coefficients d15 and d24 range
from –13 pCN−1 to –27 pCN−1 and from −23 pCN−1 to
–38 pCN−1, respectively.

The mechanical properties of PVDF have been defined
by the constitutive equations of linear elasticity in the form
of a generalized Hooke’s law. For orthotropic materials, the
coefficients of the compliance matrix [C] in Eqs. (2) can be
represented such that

c11 = 1/Y1, c22 = 1/Y2, c33 = 1/Y3, c44 = 1/2G23,

c55 = 1/2G31, c66 = 1/2G12

c12 = −ν12/Y1 = −ν21/Y2, c13 = −ν13/Y1 = −ν31/Y3, and

c23 = −ν23/Y2 = ν32/Y3 (3)

where Y1, Y2, and Y3 are the elastic moduli in directions 1,
2, and 3, respectively; G12,G31, and G23 denote the shear
moduli; and ν12, ν23, and ν31 are Poisson ratios whose first
index indicates the direction of contraction or expansion
and the second indicates the direction of force action. Note
that due to the symmetry of the compliance matrix [C],
the mechanical properties of PVDF thin films are charac-
terized by nine independent elastic constants.

The elastic response of PVDF has been studied in
(14,15,17–21). It has been observed that the experimental
values of the elastic moduli Y1 and Y2 have been consis-
tently very close. This result has been often interpreted
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Figure 6. Stress–strain response of PVDF (direc-
tion 1) (20).
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as evidence that the mechanical properties of PVDF are
isotropic. However, it has been demonstrated in (18–20)
that PVDF thin films exhibit significantly different re-
sponses, depending on the orientation of the aligned molec-
ular chains. In the latter studies, 28-µm PVDF samples
were tested under displacement controlled experimental
conditions at a strain rate of 1.27 cm/min. The respective
stress–strain diagrams for both in-plane material direc-
tions of PVDF are given in Figs. 6 and 7.

It is clear that the mechanical properties of PVDF
thin films strongly depend on the orientation of the poly-
mer’s molecular chains aligned in the stretch direction.
The diagram in Fig. 6 demonstrates that the stress–strain
response of the material in the direction of the aligned
molecular chains (direction 1) is characterized by a con-
tinuous increase of stresses that culminates in sudden fail-
ure. This type of response is typical for brittle materials. In

Figure 7. Stress–strain response of PVDF (direc-
tion 2) (20).

Sample 1
Sample 2
Sample 3

4×107

3×107

2×107

1×107

0
0 0.05 0.10 0.15 0.20

Strain (m/m)

S
tr

es
s 

(P
a)

0.25 0.30 0.35 0.40

5×107

contrast, the stress–strain diagram in Fig. 7 for the mate-
rial direction normal to the alignment of molecular chains
(direction 2) is characteristic of ductile material behavior
that involves an increase in stresses up to a certain maxi-
mum value and a following sharp decrease of load-carrying
capacity.

Besides the observed differences in the stress–strain
behavior, the ultimate stresses (σu)i and ultimate strains
(εu)i (i = 1,2) in the respective in-plane material direc-
tions of PVDF have considerably different values: (σu)1 =
3.5 × 108 Pa, and (σu)2 = 5 × 107 Pa.

The Poisson ratio for uniaxially stretched PVDF films
has been measured experimentally in (21). Material sam-
ples were subjected to uniaxial tension in the direction of
the aligned molecular chains. The values of the Poisson
ratios ν31 and ν21 were obtained by measuring the respec-
tive deformations in the thickness and width directions of
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Figure 8. Elastic compliances of PVDF as functions of tempera-
ture (15).

the samples. It has been determined that ν21 ∼ 0.1 and
ν31 ∼ 0.8. It is important to note that the value of ν31 ex-
ceeds 0.5, the theoretical maximum possible value of the
Poisson ratio for isotropic elastic materials. This result in-
dicates that PVDF thin films are highly anisotropic.

Experimental studies (14,15,22–24) indicate that the
elastic properties of PVDF are temperature-dependent.
In particular, according to the results reported in (15),
the elastic compliances of PVDF increase with tempera-
ture. The yield stress and yield strain of PVDF are also
temperature-dependent (22). These results are illustrated
in Figs. 8, 9, and 10.

Due to the fact that the electromechanical response
of PVDF depends on a number of factors, including
polarization conditions, stress/strain rates, temperature,
and hydrostatic pressure, the reported data for the values
of the piezoelectric and elastic constants of the polymer
appear to involve certain inconsistencies. Nevertheless, it
is possible to identify the typical values of the electrome-
chanical characteristics of PVDF such as summarized in
Table 1.
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NONLINEAR AND TIME-DEPENDENT EFFECTS

The constitutive law of linear piezoelectricity in the form
of Eqs. (1) tends to neglect energy dissipation, time-
dependent effects, and various nonlinearities in the elec-
tromechanical response of piezoelectric materials. How-
ever, there is consistent experimental evidence that these
assumptions have certain limitations. It has been observed
that, in general, all piezoelectric materials exhibit non-
linear effects, as well as dielectric and mechanical energy
losses, although to different degrees. Thus, energy losses in
piezoelectric crystals and ceramics are negligible (26,27),
whereas in piezoelectric polymers such effects are of prac-
tical significance (28).

One study demonstrates strong nonlinear dependence
of the transverse piezoelectric response of PVDF on the ap-
plied stress (29). It has been observed that the piezoelectric
coefficient d32 of 22-µm uniaxially oriented PVDF films be-
comes negative under large stresses. This effect appeared
reversible upon unloading but tended to repeat itself in
subsequent loading–unloading cycles.

Under cyclic conditions, piezoelectric polymers exhibit
energy losses observed from hysteresis loops formed by the
electric displacement D as a function of electric field E (10,
30–34). Furukawa et al. (30) subjected 20-µm thick PVDF
films to high sinusoidal electric fields whose amplitudes
ranged from 40 to 120 MV/m in the frequency range of
10−4–10−2 Hz at temperatures between –100 and 100◦C.
These experiments demonstrated a strong dependence of
D on temperature and on the amplitude and frequency of
the electric field. At sufficiently high electric fields, D–E
hysteresis loops have been observed, even in the tempera-
ture range below the glass transition temperature of the
polymer. The D–E response of PVDF samples at different
temperatures is illustrated in Fig. 11.

D–E hysteresis loops similar to those shown in Fig. 11
have been obtained for PVDF copolymers, vinylidene
fluoride-trifluoroethylene (VDF-TrFE), and vinylidene
fluoride-tetrafluoroethylene (VDF-TFE) (35–37). Simi-
larly, the piezoelectric coefficients of PVDF and its copoly-
mers have demonstrated hysteresis under variable electric
fields (38–41).
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Table 1. Electromechanical Characteristics of PVDF

Property Value

Range of film thicknesses 9–800 µm (10−6 m)
Mass density, ρ 1.78 × 103 kg/m3

Water absorption 0.02%
Operating temperature range −40 to 80◦C
Glass transition temperature, Tg −60 to –20◦C
Melting temperature, Tm 170–178◦C
Maximum operating voltage 30 V/µm (750 V/mil)
Breakdown voltage 100 V/µm (2000 V/mil)
Capacitance 380 pF/cm2 for 28-µm films at 1 kHZ
Piezoelectric coefficients d31 = 21.4 × 10−12 C/N; d32 = 2.3 × 10−12 C/N; d33 = −31 × 10−12 C/N;

d24 = −35 × 10−12 C/N; d15 = −27 × 10−12 C/N
Electromechanical coupling factors k31 = 12%; k32 = 3%; k33 = 19% at 1 kHZ
Permittivity (106–113) × 1012 F/m
Relative permittivity 12–13
Young’s moduli Y1 = 2.56 × 109 Pa; Y2 = 2.6 × 109 Pa
Yield stress (σy)1 = 4.5 × 107 Pa; (σy)2 = 3.9 × 107 Pa
Yield strain (εy)1 = 1.8%; (εy)2 = 1.4%;
Ultimate stress (σu)1 = 3.5 × 108 Pa; (σu)2 = 5 × 107 Pa
Ultimate strain (εu)1 = 16.9%; (εu)2 = 2.5%
Dielectric loss factor 0.015–0.25
Mechanical loss tangent 0.10

One of the most obvious indicators of the time-
dependent behavior of piezoelectric polymers is their ten-
dency to undergo piezoelectric, dielectric, and mechanical
relaxation. As an example, relaxation of the piezoelectric
coefficient d31 of PVDF thin films stretched at a 5:1 ratio
and polarized for 2 hours at a polarization temperature
Tp = 85◦C and electric field Ep = 50 MV/m is illustrated in
Fig. 12.

The relaxation properties of PVDF attracted attention
in the early 1960s (42), and since that time, the relaxation
phenomenon in piezoelectric polymers has been studied
extensively (43–47). Typically, piezoelectric, dielectric, and
mechanical relaxation of piezoelectric polymers is charac-
terized by the complex coefficients

dijk = dijk
′ − idijk

′′,

eij = eij
′ − ieij

′′,
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Figure 11. D–E hysteresis loops of PVDF at various tempera-
tures (30).

and

cijkl = cijkl
′ − icijkl

′′, (4)

that determine energy losses in terms of the respective loss
tangents such as

(tan δi jkl)m = cijkl
′′/cijkl

′,

(tan δi jk)p = dijk
′′/dijk

′,

and

(tan δi j)d = eij
′′/eij

′. (5)

The experimental values of the dielectric complex co-
efficients for PVDF and P(VDF-TrFE) are summarized in
(43). In general, it has been observed that the dielectric
complex coefficients of PVDF and its copolymers depend
nonlinearly on temperature and frequency (45–47). The
dielectric loss tangent for PVDF films is reportedly in the
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Figure 12. Piezoelectric coefficient d31 of PVDF film (12).
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range of 0.015 to 0.25, depending on the experimental con-
ditions (25,42,44).

Time-dependent mechanical properties of PVDF have
been studied in (18–20) based on a series of quasi-static
creep tests and dynamic mechanical tests of 28-µm thick,
commercially produced PVDF thin films. In the experi-
ments, PVDF samples were tested in two in-plane material
directions, parallel (direction 1) and perpendicular (direc-
tion 2) to the polymer’s aligned molecular chains. Creep
experiments were performed at 10 different stress levels
under sustained loading conditions at room temperature.
Strain measurements were taken by a linear variable dif-
ferential transformer (LVDT).

The time-dependent response of PVDF thin films has
been described by the constitutive equations of linear vis-
coelasticity in either of two alternative forms (48,49):

ε(t) = σ(0)Ci(t) +
t∫

0

Ci(t − τ )
dσ

dτ
dτ, (6)

σ(t) = ε(0)Yi(t) +
t∫

0

Yi(t − τ )
dε

dτ
dτ, i = 1, 2, (7)

where the functions Ci(t) and Yi(t) (i = 1, 2) denote, respec-
tively, the creep compliances and relaxation moduli of the
polymer in both material directions.

The creep compliances of PVDF were determined by us-
ing the method of dynamic mechanical testing and analysis
(DMTA), commonly employed for testing and characteriz-
ing polymers and polymer matrix composites (50).

The dynamic experimental program described in (18–
20) was implemented by subjecting PVDF samples to sus-
tained tensile stresses at several levels below σYi (i = 1, 2)
that had a superimposed sinusoidal strain ε = ε◦ sin(ωt).
The response of the material was measured in terms of the
respective stress σ = σ◦ sin(ωt + δ), and the phase angle δ

represented the loss of mechanical energy. Dynamic tests
were performed in each material direction for 20 different
values of frequency in the range from 1 to 50 Hz at ambient
temperature. The viscoelastic properties of the polymer in
both directions were characterized in terms of the respec-
tive storage and loss moduli, Yi

′, and Y ′′
i , and storage and

loss compliances, C′
i and C′′

i (i = 1, 2).
The experimental frequency range was expanded on the

basis of the temperature-frequency correspondence prin-
ciple that provides a correlation between the viscoelastic
material characteristics at a base temperature To and the
respective material characteristics at a different tempera-
ture T, such that

Y ′(ω, To) = Y ′(ωaT, To), (8)

where aT denotes the shift factor (48).
The shift factor aT for PVDF thin films was determined

by repeating the entire set of dynamic experiments at 13
different temperature levels in the range from 25.5 to 81◦C
for the material direction 1 and at 10 different temperature
levels in the range from 24.4 to 81.1◦C for the material
direction 2. On this basis, the loss and storage relax-
ation moduli and the loss and storage creep compliances of
PVDF were determined. As an example, the storage moduli
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Figure 13. Storage modulus of PVDF (direction 1) (18).
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Figure 14. Storage modulus of PVDF (direction 2) (18).

of PVDF as functions of frequency and temperature are
shown in Figs. 13 and 14 in directions 1 and 2, respectively.

Using the approximate inverse Fourier transformation
method (48), the creep compliances Ci(t) (i = 1, 2) of PVDF
were obtained numerically. An analytical approximation of
Ci(t) (i = 1, 2) was obtained as a power law

Ci(t) = ai + bitαi , i = 1, 2, (9)

where the coefficients ai , bi , and αi were determined for the
material direction 1 as

a1 = 3.206 × 10−10, b1 = 5.018 × 10−11, α1 = 0.107, (10)

within the range (0.0032 < t < 1.91 × 106) s. and, for the
material direction 2, as

a2 = 3.514 × 10−10; b2 = 0.111 × 10−11; α2 = 0.085, (11)

within the range (0.0032 < t < 4.001 × 104) s. The respec-
tive relaxation functions of PVDF were obtained (51), as
illustrated in Figs. 15 and 16.

It is important to note that, the time-dependent mecha-
nical response of PVDF films is independent of stress only
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Figure 15. Relaxation function of PVDF (direction 1) (51).
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Figure 16. Relaxation function of PVDF (direction 2) (51).

at stress levels below 57% of the yield stress (σY)1 in the
material direction 1 and below 76% of (σY)2 in the material
direction 2 (18). Beyond these limits, the creep and relax-
ation behavior of PVDF is nonlinear.

It is important to note that, as determined by Holloway
(18), the time-dependent mechanical response of PVDF
films is stress independent only at the stress levels be-
low 57% of the yield stress (σY)1 in the material direction 1
and below 76% of (σY)2 in the material direction 2. Beyond
these limits, the creep and relaxation behavior of PVDF is
nonlinear.

It has been shown (52) that the mechanical and di-
electric relaxation responses of piezoelectric solids are
interrelated. The same molecular relaxation mechanisms
that give rise to mechanical relaxation also give rise to di-
electric relaxation. It has been suggested (53) that the in-
herent coupling between the time-dependent electrical and
mechanical properties of piezoelectric materials can be de-
scribed by the constitutive equations in a form similar to
the constitutive law of linear viscoelsticity:

εi j =
t∫

0

Cijkl(t − τ )
dσkl

dτ
dτ +

t∫
0

dkij(t − τ )
dEk

dτ
dτ, (12)

Di(t) =
t∫

0

dijk(t − τ )
dσ jk

dτ
dτ +

t∫
0

eij(t − τ )
dEj

dτ
dτ. (13)

Combined nonlinear and time-dependent effects in the
behavior of piezoelectric polymers were studied in (54),
based on measurements of the stress relaxation modu-
lus of uniaxially stretched 30-µm thick PVDF films in
the temperature range from 30 to 100◦C. It was observed
that, for temperatures below 40◦C, the behavior of PVDF
samples in the draw direction followed the typical relax-
ation pattern. However, at elevated temperatures rang-
ing from 50 to 100◦C, PVDF samples demonstrated an
inverse behavior, an increase of the relaxation modulus
after a certain period of continuous decrease. For ex-
ample, at 100◦C, the relaxation modulus of PVDF de-
creased for about 1 min, reached a minimum, and, subse-
quently, increased from about 1.14 GPa to 2.97 GPa during
a period of 36 hours. This behavior of PVDF, identi-
fied as “inverse stress relaxation,” was accompanied by
a gradual decay of the piezoelectric properties of the
material.

To date, significant progress has been made in the
development of various constitutive models of nonlinear
piezoelectricity (7,55–57). However, many aspects of ex-
perimentally observed nonlinear and time-dependent phe-
nomena that characterize the behavior of piezoelectric
polymers still remain unexplained.

APPLICATIONS

Piezoelectric polymers have been increasingly integrated
in structural design as active elements that can sense and
respond intelligently to external stimuli. On this basis, a
new generation of so-called “smart structures” or “smart
material systems” has emerged that can detect changes in
loading or environmental conditions, decide rationally on
a set of respective actions, and carry out these actions in
a controlled manner. A broad range of applications using
such functions include active vibration damping, acoustic
suppression, damage detection, shape and position control
of compliant structures, and self-inspection of structural
integrity. Systematic reviews (3,25,58,59) provide a con-
sistent account of modern technological developments in
the field of smart material systems.

Material selection in designing smart material systems
involves considerations of such factors as the maximum
achievable strain, stiffness, spatial resolution, frequency
bandwidth, and temperature sensitivity. Traditionally,
piezoelectric ceramics such as lead zirconate titanite (PZT)
and barium titanite (BaTiO3) have played a leading role
in many applications due to their dielectric strength and
stable electromechanical properties at high temperatures
up to 400◦C. However, the potentials of piezoelectric ceram-
ics are limited because these materials are brittle, some-
what heavy, and are difficult to scale to larger applica-
tions. In this regard, piezoelectric polymers offer definite
advantages because they are light, flexible, easy to shape,
and can be bonded to almost any surface. The attractive
properties of PVDF and PVDF copolymers include stable
response characteristics in a wide frequency range up to
109 Hz, low acoustic impedance; a high degree of resis-
tance to impact, and resistance to moisture absorption, in-
tense ultraviolet, and nuclear radiation. However, the ef-
fectiveness of piezoelectric polymers tends to decrease in
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low-frequency applications, and their use is limited to a
temperature range not exceeding 100◦C.

The key factor that defines the application range of
piezoelectric polymers is their use in the design of trans-
ducers, sensors, and actuators. An impressive array of
PVDF applications in transducers, including loudspeak-
ers, optical scanners, light deflectors, and variable aper-
ture diaphragms, modulators for fiber optics, pyroelec-
tric detectors, and capacitors has been delineated in (60).
PVDF based transducers are particularly effective in high-
frequency applications such as acoustics, ultrasonics, and
nondestructive material evaluation (61). Examples of such
applications include medical diagnostics (62), marine foul-
ing prevention (63), acoustic microscopy (64), and damage
detection in fibrous composite materials (65).

Piezoelectric sensors have been typically used for strain
measurements through the readings of voltage, rates of
voltage change, or the frequency spectra of the signal gene-
rated by the sensor. Various commercial applications of
piezoelectric film sensors include contact switches, mu-
sical instruments, and vibrational sensing devices (66).
Because they react to temperature changes, PVDF-based
motion sensors are widely used in energy management sys-
tems to control room lights, appliance displays, and HVAC
equipment (67). PVDF thin films have recently been em-
ployed in more advanced sensing technologies, for example,
tactile sensors that recognize objects with a high degree of
precision and also temperature and pressure sensors that
can replicate the functions of human skin (68).

At present, a number of PVDF-based discrete piezo-
electric actuators have been developed for different modes
of operation. Traditionally, bending mode actuators have
been designed in the form of bimorph beams consisting
of two piezoelectric layers of opposite polarity bonded to-
gether. When an electric field is applied, one of the layers
expands while another contracts, producing bending de-
formation. As shown by Wang and Cross (69), piezoelectric
bimorph actuators in the form of cantilever beams can gen-
erate considerable tip displacements, although they tend
to produce low forces. Thicker films and multilayer de-
signs can expand the range of forces produced but reduce
the respective displacements. A three-layer piezoelectric
actuator with hysteresis has been analyzed and tested in
(70).

The effectiveness of bimorph piezoelectric actuators has
been enhanced by shaping them into a curvilinear config-
uration. As an example, a semicircular bimorph C-block
actuator was proposed in (71) and analyzed in (72). Simi-
larly to the beam bending actuator, the C-block design uses
the response of two bonded piezoelectric layers actuated
by equal and opposite electric fields. As shown in (72), the
C-block actuator produces an increased stroke or force out-
put, especially when combined in series or in parallel, to
form larger actuator architectures.

Concurrently, a double curvature piezoelectric actua-
tor for vibration control in microgravity environments has
been proposed in (73,74). This low force PVDF actuator
uses the bimorph design concept and can be produced in
a variety of sizes, depending on the performance require-
ments. The efficiency of the actuator can be enhanced by in-
troducing multilayer configurations and by creating more
complex architectures, as in the C-block design.

The bimorph configuration involving PVDF thin films
has been effectively incorporated (75,76) into the design of
flexible mirror systems to control their shape and, conse-
quently, provide the required precision of the optical sur-
face. A similar concept was implemented (77) in designing
large-scale deployable membrane mirrors for space explo-
ration telescopes.

In general, integration of the electromechanical prop-
erties of piezoelectric polymers into structural design pro-
vides the capability of controlling the mechanical charac-
teristics of structures in terms of stiffness or damping, or
modifying the structural response in terms of position or
velocity. This type of built-in structural intelligence has
been particularly effective in applications involving vibra-
tion control and damping enhancement of flexible struc-
tural elements.

Piezoelectricity has played a major role in the de-
velopment of various “passive” and “active” vibration
control strategies. Passive damping involves converting
mechanical strain energy into electrical energy, which is
subsequently dissipated by a simple resistive element.
Active vibrational control is achieved through interac-
tive functions of three main components: a sensor that
identifies the present state of the structure, a cognitive
interpretation and decision system that controls and opti-
mizes, and an actuator that modifies the response of the
structure. Active control of sound radiation is based on a
conceptually analogous approach.

Typically, piezoelectric sensors and actuators used in
vibration control applications are either bonded to the sur-
face or embedded within the structure as a patch, a con-
tinuous single layer, or multiple material layers. Spatial
arrangements of segmented piezoelectric elements can be
optimized to achieve the desired effects.

The response of intelligent structures that have inte-
grated piezoelectric sensors and actuators has been stud-
ied extensively. In particular, the effectiveness of passive
piezoelectric damping has been examined in (78). Various
problems of active and passive vibration control of smart
beams using bonded and embedded piezoelectric sensors
and actuators have been investigated in (79–85). The lin-
ear vibration theory of piezoelectric plates has been de-
veloped in (86). An exact solution has been derived for
piezothermoelastic opthotropic flat panels subjected to ex-
ternal pressure, and thermal and electrostatic excitations
(87). The vibration response of simply supported elastic
rectangular plates excited by two-dimensional patch actu-
ators bonded to the plate surface has been investigated in
(88). Active vibration control of plates using patches com-
posed of a viscoelastic damping layer sandwiched between
two piezoelectric layers has been studied in (89). A similar
approach was adopted in (90) to control the vibrations
of cylindrical shells actively. The potentials of vibrational
control of cylindrical shells using curved piezoelectric
actuators have been studied in (91). The problem of active
noise control of an elastic panel harmonically excited
by multiple piezoelectric actuators has been analyzed in
(92).

As an integral part of these efforts, a number of stud-
ies specifically focused on using piezoelectric polymers for
active vibration and noise control of structural compo-
nents. Thus, the problem of vibration control of beams
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using distributed PVDF sensors has been examined in
(93,94). The performance of shaped PVDF modal sensors
employed to control specific vibrational modes of rect-
angular plates under steady-state harmonic excitations
has been studied in (95). The results obtained demon-
strated the high effectiveness of PVDF sensors in ac-
tive vibration control applications in both a resonant
and off-resonant range of frequencies. A similar con-
clusion was reached (96) based on a study of shaped
PVDF sensors for active structural acoustic control of
rectangular plates. One theoretical and experimental in-
vestigation (97) concerns the performance of distributed
PVDF sensors and actuators that can distinguish be-
tween bending and torsional vibration modes of rectangu-
lar plates. The results of the study indicate that PVDF
thin films can be effectively used in microactuator de-
vices as well as in modal control applications of larger
continuous structures. Studies (98) demonstrated the ef-
fectiveness of distributed piezopolymer actuators for ac-
tive control of sound fields radiated from composite struc-
tures in acoustic control applications. Similarly, the high
effectiveness of PVDF-based distributed sensors and actu-
ators used for active vibration control of flexible manipu-
lators was observed (99).

Piezoelectric polymers represent a group of primary
candidates for shape and positional control of flexible struc-
tures in weight-sensitive applications. Examples of such
applications are smart skin for airborne structures (100)
and highly compliant smart material systems for space
applications (101). The latter comprise a diverse range of
ultra-lightweight structures such as solar sails, deployable
membrane mirrors, atmospheric balloons, antennae, and
reflectors. By incorporating the capabilities of piezoelec-
tric polymers in structural design, it is possible to enhance
the performance of such structures by actively controlling
their shape and stability.

At present, a large class of smart composite struc-
tures has been developed that combines the traditional
advantages of laminated composites and the adaptive
capabilities of piezoelectric materials. These structures
offer numerous technological benefits. However, they ex-
hibit complex electromechanical behavior that depends on
a combination of many factors, such as the individual prop-
erties of active and passive constituents, specific material
lay-ups, interfacial conditions, and the effects of damage
evolution processes. These and other related issues have
attracted considerable research interest.

Various theories and analyses of laminated composite
structures that have integrated self-sensing, control, and
diagnostic functions have been developed. In particular,
the coupled mechanical, electrical, and thermal response of
piezoelectric composite beams has been analyzed in (102).
The development of the general theory of piezoelectric
composite plates involves the efforts of many (103–109).
The response of curvilinear piezoelectric composite struc-
tures has been analyzed in (110–113).

A general finite element formulation for analyzing dis-
tributed thermopiezoelectric sensors and actuators as el-
ements of intelligent structures has been proposed in
(114). A nonlinear three-dimensional constitutive the-
ory of anisotropic piezoelectro-thermoviscoelasticity for

nonhomogeneous layered media has been developed in
(115).

An innovative technique for damage diagnostics of lam-
inated composites by an integrated sensor-actuator sys-
tem in the form of a thin flexible Stanford Multi-Actuator-
Receiver Transduction (SMART) layer embedded within
laminated structures has been described in (116). Appli-
cations of the method involve identifying the location and
force of the unknown external impact, estimating the ex-
tent of the impact damage, and monitoring the cure condi-
tions of composites.

Advanced technological developments in intelligent ma-
terial systems consistently stimulate the search for smart
materials that have novel or improved characteristics. Cur-
rently, attention is focused on the effectiveness of com-
posite materials that combine the superior piezoelectric
properties of ceramics and the compliance and flexibility
of various polymers. Piezoelectric composites of this type
are typically produced by integrating ceramic fibers or par-
ticles of lead zirconate titanate (PZT) or calcium modified
lead titanate (PbTiO3) within a polymer matrix. Fibrous
composites have been referred to as 1–3 composites be-
cause the fibers have unidirectional orientation, whereas
the particulate composites, known as 0–3 composites, are
isotropic. Fibrous piezoelectric composites usually have
better piezoelectric properties; however, their fabrication
processes are complex. Particulate composites can be pro-
duced as thin films and have the advantage of being less
expensive. The performance and properties of 1–3 and 0–3
piezoelectric ceramic/polymer composites have been inves-
tigated in (117–120). In general, potential applications of
active polymeric composite materials (APCM) have been
discussed in (121).

CONCLUDING REMARKS

At present, the field of intelligent material systems is ex-
panding at an unprecedented rate. The guiding principles
behind this progress are structural efficiency, functional-
ity, precision, and durability. Superior adaptive capabili-
ties and other attractive qualities of piezoelectric polymers
determine their increasingly leading role in the design
of intelligent structures whose applications range from
aerospace, construction and transportation to physics and
life sciences.

It is clear that effective implementation of piezoelectric
polymer systems directly depends on the degree to which
their behavior and properties are understood. To date,
despite considerable progress, material characterization
of piezoelectric polymer films is far from complete. Chal-
lenges arise due to the sensitivity of the polymers to vari-
ations in fabrication and temperature conditions, time-
dependent effects, and material nonlinearities. The matter
is complicated by the technological necessity of providing
electrical conductivity by depositing metallic surface lay-
ers. Effectively, piezoelectric polymers represent a com-
posite material, whose response depends strongly on the
thickness and properties of the individual constituents.
Due to these factors, stable experimental conditions and
highly precise measurements are required to characterize
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the properties of piezoelectric polymers accurately in the
practical range of their operating conditions.

In the immediate future, continuing progress in the field
of smart materials will depend on the intensity of research
efforts directed toward the development of piezoelectric
polymer systems that have enhanced adaptive capabili-
ties, formulation of advanced theoretical models, and im-
plementation of innovative testing methodologies. On this
basis, the unprecedented opportunities offered by the new
generation of intelligent materials will continue to stim-
ulate further technological progress and, ultimately, con-
tribute to the betterment of humanity.
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INTRODUCTION

Poly(p-phenylenevinylene) (PPV) and its derivatives are
polymers that have been widely studied due to their po-
tential applications in optoelectronic devices. PPV is a con-
jugated polymer whose backbone consists of alternating
single and double bonds. Many conjugated polymers are
known and exhibit remarkably high electrical conductiv-
ities when oxidatively or reductively doped (1). Much of
the early research on PPV focused on the relatively disap-
pointing properties of the doped material; however, inter-
est in this material was reawakened in 1990 when Friend
and co-workers in Cambridge discovered that films of un-
doped PPV could be used as the emitting layer in organic

electroluminescent (EL) devices (2). This discovery stimu-
lated intense research in the area, including many funda-
mental studies of the properties of PPV and its derivatives,
and extensive academic and industrial interest in the ap-
plications of the materials.

This article provides an overview of the methods by
which PPV and some of its derivatives may be prepared,
the physical and electronic properties of these materials,
and the applications that are being explored. The reader
who seeks a deeper and more detailed understanding of
this fascinating material is referred to several excellent
and comprehensive reviews which have been published on
the synthesis, properties, and applications of PPV (3–7).

METHODS OF PREPARATION

Unsubstituted PPV

Many methods have been devised to prepare PPV for fun-
damental and applied studies. Due to its rigid conjugated
backbone, unsubstituted PPV and even short oligomers are

insoluble and intractable materials. Therefore, an impor-
tant consideration in all preparative routes that are used to
prepare high molecular weight material, is the solubility of
the growing polymer chain. One of the most successful app-
roaches to high molecular weight (10,000–100,000) PPV is
the Wessling or sulfonium precursor route which proceeds
via a soluble precursor polymer that is subsequently ther-
mally converted to fully conjugated PPV. Other methods
are available but generally produce low molecular weight
material.

Sulfonium Precursor Route. In this route, polymeriza-
tion of the bis-sulfonium salt 1 with base yields a soluble
polyelectrolyte 2 (Scheme 1) (8,9). This intermediate may
then be purified, processed, and finally thermally con-
verted to PPV. Both the nature of the sulfide used in the
sulfonium salt and the counterion affect the conditions re-
quired in the preparation, as well as the molecular weight
and structure of the resulting polymer (9,10). A modi-
fied sulfonium precursor route has also been developed, in
which the soluble methoxy-substituted polymer 3 is con-
verted to PPV in the presence of HCl gas (11).

S+
NaOH

OMe

S

HCl(g)

∆

n

MeOH/H2O

n n

vacuum
or

H2/N2MeOH

S+

S+X

X

X = Cl, Br 1 2

3

2X−

PPV
Scheme 1

The mechanism of polymerization has been the subject
of some debate in the literature; both radical and anionic
mechanisms are proposed. The presence of oxygen during
polymerization results in lower molecular weight polymer
consistent with a radical mechanism (8). A p-xylylene or
p-benzoquinodimethane intermediate is postulated and
has been observed spectroscopically. Other studies have
suggested that this intermediate polymerizes via an an-
ionic mechanism (12,13). Despite these conflicting results,
the polymerization is typically carried out in the absence
of oxygen, and the thermal conversion step is done either
in vacuum or under an inert or forming gas atmosphere.

Other Routes. Other synthetic routes to PPV include
the Wittig reaction (Scheme 2a) (14), the Pd-catalyzed
Heck reaction (Scheme 2b) (15), and the McMurry coupling
(Scheme 2c) (16). Reaction of α, α′-dichloro-p-xylene with
potassium tert-butoxide yields PPV (Scheme 2d); this pro-
cedure, discovered by Gilch and Wheelwright, is referred to
as the Gilch route (17). All of these methods yield PPV di-
rectly from soluble monomers and thus produce primarily
low molecular weight oligomers.
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Electropolymerization is a convenient method for
preparing insoluble conjugated polymers such as PPV be-
cause it yields thin films directly on an electrode surface.
Such a film may then be directly used in an application
that requires a conducting contact, such as electrolumines-
cence. Several methods have been reported for the electro-
chemical preparation of PPV films. Electrochemical reduc-
tion of 4–6, it has been shown, yields PPV films on metal
and indium tin oxide (ITO) electrodes (18–20). Another di-
rect route to thin films is chemical vapor deposition (CVD)
from precursors such as 7 or 8 (21,22).
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Br2HC CHBr2 Cl3C CCl3

4 5 6

ClH2C CH2Cl

7
Cl

Cl
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OSi(Bu)Me2

∆
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n
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(a)

(b)

1. Bu4NF
2. HCl

Scheme 3

Ring-opening metathesis polymerization (ROMP) has
been used to prepare unsubstituted PPV via a soluble
precursor. Substituted paracyclophan-1-ene 9 (23) and
norbornadiene derivatives 10 (24) have been used as
monomers, where Mo(NAr)(CHCMe2Ph)[OCMe(CF3)2]2

(Ar = 2,6-diisopropylphenyl) was used as the catalyst in
the polymerization (Scheme 3). This route proceeds via a
living polymerization and consequently yields a relatively
narrow molecular weight distribution.
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Substituted PPV

To increase the solubility and processibility of PPV in the
conjugated form, substituents such as alkoxy or phenyl
groups have been added to the backbone structure. In ad-
dition to enhancing the solubility, these substituents also
change the electronic properties of the polymer via both
inductive and conjugative effects. An additional benefit of
soluble derivatives of PPV is that techniques for polymer
characterization that require soluble material may be used
and provide direct information about molecular weights
and higher order structure.

Sulfonium Precursor Route. The Wessling route has also
been used to produce soluble derivatives from monomers
that contain solubilizing substituents on the phenyl ring.
For example, dialkoxy substituted monomers yield 11
which is soluble in organic solvents such as chloroform and
chlorobenzene (25), as well as poly[2-((2-ethylhexyl)oxy-5-
methoxy-p-phenylene)vinylene] (MEH-PPV) (12) (Scheme
4) (26). The branched side chains in MEH-PPV improve
the solubility of this derivative versus unbranched analogs,
and this polymer is one of the most popular for electrolu-
minescent applications.

OR′

RO

S+

S+

OR′

RO

Base

2 Cl−
n

11 R, R′ = hexyl
12 R = methyl, 

R′ = 2-ethylhexyl (MEH-PPV)

Scheme 4

Other Routes. Substituted PPV derivatives have also
been prepared by several other routes. When the resulting
polymers are soluble, these methods are often successful in
preparing high molecular weight material. The Gilch route
has been used to prepare phenyl substituted polymers (13)
(Scheme 5) (27), and the McMurry coupling has been used
to yield a dihexyl substituted polymer (14) that is soluble
in a range of organic solvents (Scheme 6) (28).

Br

Br

Ph Ph

KOtBu

18-crown-6
n

13

Scheme 5

H
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OH

O

C6H13

TiCl3

C6H13

C6H13

n

14

Zn/Cu
DME

Scheme 6

Copolymers

A number of studies have focused on the preparation of
copolymers that contain fully conjugated backbones, as
well as those that contain both conjugated and nonconju-
gated blocks. This work has been motivated by the desire
to prepare materials whose range of electronic properties
can easily be tuned by variations in the proportion and na-
ture of the monomers used in the copolymer synthesis. In
addition, local variations in the π–π∗ energy gap can be
introduced in this way which, it has been shown, result in
dramatic improvements in the performance of these copoly-
mers in electroluminescent devices.

The sulfonium precursor route has been used to pre-
pare copolymers by using various proportions of different
monomers in the synthesis. This method has yielded both
partially conjugated (15) and fully conjugated polymers
(16) (Scheme 7) (29,30), as well as copolymers that con-
tain other aromatic groups in the backbone in addition to
phenylenevinylene moieties such as in copolymer 17 (31).

The Wittig reaction has also been successfully used
to prepare soluble copolymers using substituents such as
alkoxy groups on the backbone (18) (32), as well as CF3 sub-
stituted copolymers that contain flexible, nonconjugated
spacers (19) (33). Heck chemistry has been applied to pre-
pare copolymers such as 20 (34).

Composites and Blends

The mechanical and optoelectronic properties of PPV and
its derivatives may be optimized for specific applications
by using polymer blends and composite materials. Blends
of MEH-PPV and polyethylene have been used to enhance
the degree significantly to which the conjugated polymer
chains are aligned by stretching (35). The density of en-
tanglements in gels of polyethylene is much lower than
in spin-cast polymer solutions, and this effect remains af-
ter removing the solvent. This allows tensile drawing of
such blends to large draw ratios (>200), which causes
the conjugated polymers to align to a degree normally
expected in single crystals. Charge transport through
blends can also be controlled by using a host polymer that
has specific properties. Blue emitters have been prepared
from blends of poly(p-phenylphenylenevinylene) (PPPV) in
poly(9-vinylcarbazole) (PVK), a hole-transporting polymer
(36). In addition to enhancing the processibility of PPPV,
PVK blue-shifts the electroluminescence, enhances hole-
transport, and increases the probability of radiative recom-
bination due to the dilution effect.

Composites of PPV and silica (SiO2) and vanadium oxide
(V2O5) have been prepared for use in nonlinear optical ap-
plications (37–39). These composites are prepared via sol-
gel processing methods, and allow combining the superior
nonlinear optical properties of the conjugated polymers
with the very low optical losses found in inorganic glasses.
Composite films of insulating SiO2, TiO2, and Al2O3

nanoparticles and MEH-PPV were prepared and result
in more efficient charge injection and transport in elec-
troluminescent devices formed from them, as well as en-
hanced emission intensities (40,41). Photovoltaic and time-
resolved microwave conductivity measurements were also
used to study nanocrystalline TiO2/PPV composites; these
studies show that excitons generated in the polymer are
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dissociated at the polymer/ TiO2 interface and the electrons
are transferred to the nanocrystals (42).

Composites of PPV in films of the polyelectrolyte Nafion
have been synthesized by electrostatically binding the di-
cationic monomer 1 to the film, followed by treatment with
base and thermal conversion (43). Ordered nanocompos-
ites of PPV have been synthesized from mixtures of poly-
merizable lyotropic liquid crystals using PPV precursors
(44). Photopolymerization of the host results in a hexago-
nal architecture, from which thin films and fibers can be
fabricated. A significant enhancement in the photolumi-
nescence of the composite relative to PPV was found.

PROPERTIES

Absorption and Emission

Films of PPV show three absorption bands whose maxima
are at 6.12, 5.06, and 3.09 eV (45). The two higher energy
bands are attributed to localized molecular states, whereas
the lower energy band is due to a delocalized electronic ex-
citation. The emission spectrum of PPV upon excitation
at 355 nm is resolved into three lines whose spacing of
0.16 eV is due to vibronic coupling (46). Migration of the
excited state to the longest conjugation length segments
in the polymer appears to occur before radiative decay be-
cause smearing out of the vibrational fine structure is ex-
pected if emission from a distribution of sites within the
polymer occurs. The photoluminescent efficiency varies be-
tween 5 and 25%, depending on the synthetic route used
and the conversion conditions (47).

Two descriptions of the excited state have been ap-
plied to organic semiconductors, the exciton and the band
model. The appropriate model depends on the extent of cou-
pling between sites; strong coupling yields uncorrelated
electrons and holes, and weak coupling favors correlated
electron–hole pairs (excitons). Time-resolved fluorescence
and polarized fluorescence experiments suggest that the

exciton model is appropriate in PPV (48). Rothberg and
co-workers examined the relative effects of interchain ver-
sus intrachain excitations in MEH-PPV by comparing ex-
cited state lifetimes and quantum yields in films to those
of dilute solutions (49). They observed significantly lower
quantum yields for emission in films and attributed this to
the formation of nonemissive interchain excitons, that are
not formed in dilute solution. They also concluded that film
morphology can play a significant role in the photophysi-
cal behavior of PPV (50). The presence of trace oxygen in
the conversion of precursor polymer to PPV reduces the
photoluminescence of the resulting material (51). It was
shown that this is correlated with the formation of carbonyl
groups in the polymer backbone and can be prevented by
carrying out the conversion in a reducing atmosphere.

Photoconductivity

Photoconductivity in PPV was first measured three
decades ago (52). A later study revealed low dark conduc-
tivities for PPV films (<10−15 S/cm) but significant photo-
conductivity upon irradiation at 440 nm. Significant con-
ductivity was also found upon irradiation of the film in the
near-infrared region, despite insignificant optical absorp-
tion in this region. This was attributed to a charge-transfer
mechanism that involves trace oxygen (53). Oriented PPV
films showed enhancements in photoconductivity in light
polarized parallel to the direction in which the films were
stretched (54). Transient photoconductivity measurements
have also been used to address the question of the na-
ture of the charge carriers in MEH-PPV films. The exciton
model predicts strong dependence of photoconductivity on
temperature, and this is observed for films thicker than
120 nm. In thinner samples, both steady-state and fast
time-resolved photoconductivity measurements demo-
nstrate that photoconductivity is independent of temp-
erature. These results are inconsistent with the exciton
model (55).
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Doping and Electrical Conductivity

Pristine PPV films are insulators at room temperature;
however, exposure to oxygen causes an increase in con-
ductivity to 10−11 S/cm, an effect attributed to reversible
doping where the oxygen acts as an electron acceptor
(56). Irreversible doping of PPV films with strong ox-
idants such as FeCl3 or H2SO4 produces black films
whose conductivities are very high relative to the pristine
material (57). Films doped with sulfuric acid showed con-
ductivities of ∼104 S/cm that were only weakly temper-
ature dependent, indicating metallic behavior. The con-
ductivity of films doped with FeCl3 was slightly lower
(103 S/cm) and decreased with temperature. The doped
films are stable in oxygen but are moisture sensitive.
Copolymers of PPV derivatives that contain electron-
donating groups, such as poly(1,4-phenylenevinylene-
co-2,3,5,6-tetramethoxy-1,4-phenylenevinylene) (21), can
also be doped with weaker oxidants such as I2 to give mate-
rials whose conductivities are as high as 7 × 10−2 S/cm (58).
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Microstructure and Liquid Crystallinity

The degree of structural order in PPV films depends
greatly on the method of preparation. The degree of
broadening in electron diffraction patterns has been
used to assess the extent of ordering in different PPV
samples (59). High-resolution transmission electron mi-
croscopy revealed, crystalline regions of approximately
7 nm in oriented PPV films, and these crystallites are
retained upon doping the films with H2SO4 (60). Sub-
stituents also affect the structural order of PPV deriva-
tives. Methoxy substituents allow chains to interlock and
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O
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O

form a more ordered three-dimensional structure, whereas
methyl groups distort the backbone due to repulsive in-
teractions between the backbone and side groups, result-
ing in a more disordered material (61). X-ray diffrac-
tion studies on MEH-PPV films cast from different
solvents have shown that the chain orientation is
anisotropic and the aromatic rings are oriented predom-
inantly parallel to the film plane (62). The crystallinity of
films cast from THF is highest, and the crystalline domains
are largest compared to films prepared from other solvents.

Liquid crystallinity has been observed in derivatives
of PPV that bear mesogenic substituents, as well as in
copolymers that contain phenylenevinylene segments in
the main chain. Copolymers in which some of the phenyl
rings have alkoxy side chains (20) exhibit a nematic liq-
uid crystalline phase which has been characterized by
polarized microscopy and differential scanning calorime-
try (34). The temperature range between the melting point
and the nematic–isotropic phase transition, it was found,
depends on the length of the alkoxy group. A PPV deriva-
tive (22) that bears the well-known cyanobiphenyl mesogen
as a side chain has both nematic and smectic mesophases
(63). This polymer was oriented by rubbing a film with a
Teflon stick, and a significant degree of orientation was ob-
served by polarized UV/visible and IR spectroscopies. Seve-
ral examples of main-chain liquid crystalline polymers that
contain phenylenevinylene moieties bridged by saturated
linkers are known. The thermotropic polymer 23 was pre-
pared by using a Wittig procedure, and it was found that
it melts anisotropically (64). A related main-chain polymer
(24) has a mesophase that exists between 218 and 275◦C
(65).

Nonlinear Optical Properties

For many optical signal processing applications, it is de-
sirable for materials to have large optical nonlinearities
and fast response times. For example, third-order non-
linear optical (NLO) properties result in laser pulse in-
duced refractive index changes that occur on the fem-
tosecond timescale. These changes could be exploited in
fast optical switches. Conjugated polymers are expected
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to be good candidates for such applications due to the de-
localization of charge in the polymer backbone (66).
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PPV has many of the characteristics desired in a NLO
material, including good transparency, high π-electron
density, and optical quality films that may be oriented
and ordered. PPV has a third-order nonlinear optical
susceptibility (χ (3)) of 7.8 × 10−12 esu (67), whereas χ (3)

for a substituted derivative, poly(2,5-dimethoxy-p-pheny-
lenevinylene), is 5.4 × 10−11 esu at 1.85 µm (68). The
higher value for the dimethoxy-substituted derivative
may be due to more extended conjugation in this mate-
rial. An alternative strategy which has been inves-
tigated is to introduce a NLO-active moiety pendent
to a PPV backbone. For example, Disperse Red 1 has been
tethered in this way (25), and the resulting polymer has
a χ (3) value of 2.5 × 10−12 esu (69).

APPLICATIONS

Photovoltaics

Heterojunctions between conjugated polymers and films of
electron acceptors behave as rectifying p-n junctions and
may be used in photovoltaic devices. Such junctions have
been prepared by vacuum evaporation of n-type buckmin-
sterfullerene (C60) onto spin-cast films of p-type MEH-PPV
on ITO-glass substrates (Fig. 1) (70). These devices behave
as rectifiers in the dark and pass a photocurrent when

Au/Al

C60

MEH-PPV

ITO/glass

−

+

Figure 1. Schematic of a MEH-PPV photovoltaic cell.

illuminated by visible light. The open circuit voltage (Voc)
saturates at 0.53 V and has a fill factor of 0.48 and a power
conversion efficiency of 0.04%. The Cambridge group also
reported photovoltaic devices in which a heterojunction
between bis(phenethylimido)perylene and PPV is sand-
wiched between ITO and Al. These devices had a some-
what greater fill factor (0.6), and Voc approached 1 V; the
quantum yield was 6% (electrons per incident photon) (71).
A related approach involves using a blend of MEH-PPV
and bis(phenethylimido)perylene that gives a fill factor of
0.27 at an open circuit voltage of 0.58 V; however, improve-
ments in these devices are limited by the poor solubility of
the bis(phenethylimido)perylene (72).

Photovoltaic cells have also been constructed from light-
emitting electrochemical cells (LECs; see later) (73). In
these devices, a phase-separated blend of MEH-PPV and
cyano-PPV is used along with a solid electrolyte that
consists of a mixture of polyethylene oxide (PEO) and
LiCF3SO3. Sandwich photovoltaic cells using Al and ITO
as the electrode contacts were doped using a prebias of
3 V and resulted in a Voc of 1.0 V and a power conver-
sion efficiency of 0.1%, assuming a fill factor of 0.25. The
built-in potential is determined by the chemical potential
difference between the p-doped and n-doped layers, rather
than the work function of the electrodes; thus, air-stable
electrodes can be used in these cells.

Optical Memory

Data have been permanently stored in films of PPV deriva-
tives by irradiating films of the sulfonium precursor poly-
mers using either a Xe arc lamp or Ar ion laser (488 nm)
(74). Subsequently heating the films resulted in the for-
mation of colored, conjugated films only in regions that
were not irradiated. Photochemical scission of the polymer
chains leaves a water-soluble residue which is readily re-
moved by rinsing the heat-treated films in water. This pro-
cess may also be used for lithographic patterning of PPV
films onto substrates.

Light-Emitting Devices

In the late 1980s, Tang and VanSlyke reported electrolumi-
nescent devices that used thin films of 8-hydroxyquinoline
aluminum (Alq3), as the emitting material (75). They dis-
tinguished these devices from those based on conventional
inorganic semiconductors by calling them “organic,” de-
spite the fact that the emissive compound is actually an
inorganic coordination complex. The devices consisted of
a layer of a hole-transporting aromatic amine on an ITO
electrode, 600 Å of the luminescent Alq3, and a Mg/Ag
electrode. The devices behaved like rectifiers and emitted
light whose peak intensity at 550 nm had a forward bias
of as little as 2.5 V. In a subsequent publication, Tang and
VanSlyke showed that doping the Alq3 layer with other
highly fluorescent molecules, such as coumarin 540, in-
creases the electroluminescent efficiency and allows tuning
the color from blue-green to orange-red (76).

In 1990, the discovery that PPV could be used as the
emitter in an electroluminescent device was reported by
Friend and co-workers at the Cavendish Laboratory in
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Cambridge (2). The devices consisted of a PPV film, pre-
pared by using the sulfonium precursor route, sandwiched
between an indium tin oxide (ITO) and an Al electrode;
green-yellow light was emitted under a forward bias of 14 V
and the quantum efficiency was up to 0.05%. Shortly after
this initial publication, Braun and Heeger demonstrated
that MEH-PPV could also be used to fabricate EL devices
in which the polymer was directly cast from solution in the
conjugated form. They used both indium and calcium cath-
odes and observed visible light at 4 V forward bias using a
calcium cathode whose efficiency was 1%.

Device Operation. Single-layer devices consist of an
electroluminescent layer sandwiched between an electron-
injecting cathode (usually a low work-function material
such as Ca or Al) and a hole-injecting anode (most
commonly the transparent conductor indium tin oxide
(ITO) on glass).

The operation of the device under forward bias may be
understood by using a simple band diagram (Fig. 2a). The
anode and cathode materials are chosen to provide low
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Figure 2. Band diagram for (a) single-layer and (b) two-layer polymer EL devices.

barriers to electron and hole injection by matching the
valence and conduction band energies of the polymer to
the electrode work functions. A disadvantage of the single-
layer device configuration is that charge recombination of-
ten occurs close to the cathode because most EL polymers
are better hole conductors than they are electron conduc-
tors. The metal electrodes can quench excitons in close
proximity, thus reducing EL efficiency.

An approach that has been used successfully to move
the emitting zone away from the electrodes is constructing
two-layer cells in which recombination occurs at the inter-
face between the two organic layers (Fig. 2b). Here, the
material in the layer adjacent to the cathode is selected
for high electron mobility but hole mobility lower than the
EL polymer which is located adjacent to the anode. Thus,
electrons and holes are readily injected into the adjacent
layers that contact the respective electrodes and accumu-
late at the interface between the two layers. A number of
materials have been exploited for use as the electron trans-
porting layer (ETL), including 2-(4-biphenylyl)-5-(4-tert-
butylphenyl)-1,3,4-oxadiazole (butyl PBD) 26 (77). Two-
layer devices constructed from PPV as the emitting layer
and butyl PBD dispersed in poly(methylmethacrylate)
(PMMA) as the ETL showed a 10-fold improvement in
efficiency relative to analogous single-layer devices con-
structed only from PPV. Polymers that contain oxadiazole
moieties pendent from the backbone and in the main chain,
have been synthesized and tested as ETLs and also im-
prove external quantum efficiencies in two-layer devices
(78). The EL efficiency is temperature independent in these
devices, suggesting that charge injection from both elec-
trodes is well balanced.

Hole injection from the anode can be improved by us-
ing a hole-transport layer that functions by improving



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV January 18, 2002 21:0

POLY(P-PHENYLENEVINYLENE) 801

O

N N

C(CH3)3

26

hole injection into the electroluminescent layer and
maximizing recombination of injected charges. Optimally,
these materials should possess high glass transition
temperatures (Tg) and low ionization potentials. A large
variety of triaryl amines have been investigated for use
as hole-transport materials including N,N ′-diphenyl-
N,N ′-di-m-tolyl-1,1′-biphenyl-4,4′-diamine (TPD) 27 (79),
N,N ′-1-naphthyl-N,N ′-diphenyl-1,1′-biphenyl-4,4′-diam-
ine (NPD) 28 (80), 1,3,5-tris(2′-anthracyl-4′′-methoxy-
phenylamino)benzene 29 (81), and the atropisomeric
cis- and trans-5,11-dihydro-5,11-di-1-napthylindolo
[3,2-b]carbazole 30 (82).
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The brightness of EL polymer devices varies, depending
on the device configuration and the polymer used. Uniax
Corporation has reported ITO/PANI-CSA/MEH-PPV/Ca
(PANI-CSA = polyaniline–camphor sulfonic acid) devices
whose brightness is as high as 10,000 cd/m2 for bias volt-
ages >5 V, more than twice the brightness of a fluorescent
lamp (83). Device brightness can be increased by using
short drive pulses, that permit high current operation (84).

Luminous efficiencies as high as 0.8 cd/A can be achieved
this way using current densities of 1 kA/cm2 in single-layer
PPV-based devices. Poly(3,4-ethylenedioxythiophene)
(PEDOT) doped with polystyrene sulfonic acid (PSS) has
also been investigated as a polymeric anode and it has
been shown, results in increases in efficiency, brightness,
and lifetime for devices based on MEH-PPV (85).
When PPV is thermally converted by using a PEDOT/
PSS overlayer, an interface of large surface area results
due to interpenetration of the two layers, possibly
contributing to the improvement in quantum efficiency
measured for these devices (86).

An application for which polymer-based EL devices may
be uniquely suited is as flexible emitting materials. Such
devices were first reported in 1992 by workers at Uniax,
using a thin layer of PANI-CSA on flexible poly(ethylene
terephthalate) (PET) as the anode, an MEH-PPV film as
the emitter, and vacuum-deposited Ca as the cathode (87).
The PANI-CSA film is light green, but the absorption is
low in the spectral region where MEH-PPV emits (500–
700 nm), so emission is readily observed through the anode.

Doped silicon has also been used as a hole-injecting elec-
trode material (88). Devices consisted of a MEH-PPV film
on a thin SiO2 layer atop a heavily p- or n-doped Si sub-
strate. The top contact was a semitransparent Ca or Au
electrode, and light emission was observed through this
layer. The insulating SiO2 layer allows matching the elec-
trode Fermi level to the conduction band of the polymer,
thus permitting the devices to operate in reverse bias using
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a high work-function cathode such as Au. The Cambridge
group also investigated the effect of separating the polymer
layer from the Al cathode by a thin SiO2 layer. This results
in an increase in PL quantum efficiency because the emis-
sion zone is brought away from the metal interface (89).
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Circularly polarized electroluminescence (CPEL) has
been obtained from a single-layer device in which the
emitter is a PPV derivative that has chiral pendent groups
(31) (90). The CPEL is due to the inherent chirality
of the polymer; polymers that contain racemic side
groups did not show any effect, so it is believed that
aggregation of the polymer chains in the solid state,
enhances the magnitude of the effect.

The external efficiencies of electroluminescent devices
based on PPV derivatives are typically between 0.2 and
4% (4), comparable to the efficiencies of inorganic EL de-
vices. In addition to using electron- and hole-transporting
layers to enhance efficiences, other strategies have also
been used. Son and co-workers reported polymers in which
cis linkages were intentionally introduced into the PPV
backbone (91). These defects prevent the polymer chains
from packing efficiently in the solid state, thus producing
amorphous PPV films. Both single-and two-layer devices
prepared from this material had significantly higher ef-
ficiencies than comparable devices fabricated from PPV
synthesized in the conventional fashion (high trans con-
tent). This improvement in efficiency may result from bet-
ter chain separation in the amorphous material.

Degradation of polymer EL devices that leads to lim-
ited lifetimes is a serious problem, particularly for com-
mercial applications that typically demand lifetimes of
>10,000 hours. The low work-function metals used as cath-
ode materials (Al, Ca, In) are air and moisture sensitive to
varying degrees. Encapsulation to prevent intrusion of air
and water is necessary for practical devices. It has also
been shown that the polymer layer is susceptible to degra-
dation by singlet oxygen, which can form from oxygen im-
purities in the film by energy transfer from a nonradia-
tive exciton in the polymer (92). Strict removal of oxygen
in the film preparation process thus results in longer de-
vice lifetimes. Oxidation of MEH-PPV, it has been shown,
results in reduced fluorescence due to the formation of car-
bonyl groups, along with reduced carrier mobility as a con-
sequence of chain scission. Localized shorts also form in
these devices, which are initially isolated by melting of the

cathode; however, eventually these coalesce and cause de-
vice failure (93).

Although most studies have been carried out on PPV
prepared by solution processing, EL devices have also been
made from PPV prepared by chemical vapor deposition
(94). The advantage of this approach is that many of the
side reactions that typically occur during solution process-
ing are eliminated, and this method is also compatible with
existing methods for processing inorganic LEDs. Single-
layer devices prepared this way had turn-on voltages as
low as 4.5 V and brightness of 20 cd/m3.
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It has also been demonstrated that modifications of the
PPV structure affect the performance of EL devices (95). A
PPV copolymer that bears acetate side groups (32) which
disrupt the conjugation in the backbone has been used to
fabricate encapsulated single-layer devices using Al cath-
odes and ITO anodes which operated continuously in air
for 12,000 hours without degradation. The devices were en-
capsulated by gluing a glass slide over the top of the device
using epoxy resin.

For many display applications, it is useful to pattern the
emitting area of a device. Several successful approaches
have been developed in this vein, including ink-jet print-
ing and solvent-assisted micromolding. In the ink-jet ap-
proach, a conventional printer was modified to spray a solu-
tion of PEDOT onto defined areas of an ITO electrode (96).
The whole area was then coated by a MEH-PPV film, and
a Ca cathode was deposited to complete the device. Emis-
sion occurs only in the areas defined by the PEDOT layer
due to the enhanced charge injection from this polymer
relative to the ITO layer. Typical pixel sizes ranged from
180 to 400 µm, and the density of the dots could be used
to control the brightness of emission from a given area.
Solvent-assisted micromolding involves using methanol to
wet a polydimethylsiloxane mold and allowing a solution
of PPV precursor polymer to wick into the recessed regions
of the mold (97). The mold is initially prepared by casting
and curing a prepolymer against a lithographically pre-
pared relief structure. When the methanol evaporates, the
mold is removed, leaving the PPV precursor polymer pat-
terned on the surface. Curing yields PPV, and the devices
are completed by depositing Ca or Al. Emitting features as
small as 800 nm can be prepared by this method.

Color Range and Tuning. Variations in polymer struc-
ture allow tuning the emitted color across the entire visi-
ble spectrum. Polymers such as 16 in which the conjuga-
tion is broken due to the presence of methoxy groups show
blue-shifted electroluminescence relative to unsubstituted
PPV and an emission maximum at 508 nm (98). Blue emis-
sion was also obtained from a copolymer containing short
methoxy-substituted phenylenevinylene segments (33)
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(99). Single-layer devices that contain this polymer sand-
wiched between Al and ITO have a maximum at 465 nm in
the EL spectrum. A PPV derivative that has Si groups in
the backbone (34) emits blue light in both single and two-
layer device configurations (100). Green light was obtained
from multilayer devices using poly(2-methyloctylsilyl-1,4-
phenylenevinylene) (DMOS-PPV) (35) as the emitter com-
bined with an electron-conducting and hole-blocking layer
of either butyl PBD or a polymeric oxadiazole deriva-
tive (101). A low-band-gap, cyano-substituted thienylene
phenylenevinylene copolymer 36 emits in the near-IR
region. The maximum in the EL spectrum is at 740 nm,
and emission tails down to 1000 nm (102).
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Several groups have developed polymer LEDs that emit
light across a broad wavelength range, resulting in white
light. Photoluminescence from polymer 37 arises from
both the pendent diphenylanthracene units and the poly-
mer backbone, thus covering much of the visible spec-
trum (103). However, electroluminescence from single-
layer devices that contain this polymer is significantly
red-shifted relative to the photoluminescence that emits
green-red light apparently only from the main chain.
Another approach that has produced white electrolumi-
nescence involves CdSe/PPV multilayer structures (104).

These structures were prepared by alternate absorption
of PPV precursor polymer and negatively charged CdSe
particles onto an ITO substrate. Electroluminescence in
these devices, arises exclusively through charge recombi-
nation on the CdSe particles and has a maximum intensity
at 650 nm. The PPV, it is believed, acts only to transport
charge, thus significantly reducing the turn-on voltage
in these devices compared to those using insulating
poly(allylaminehydrochloride) as the host.

Polymer-based light-emitting devices in which the emit-
ted color may be tuned by varying the bias voltage have
been fabricated. In one approach, the emitting layer con-
sists of a mixture of poly(2,5-dioctyl-p-phenylenevinylene)

(ROPPV-8) and Alq3 sandwiched between a Mg:In cathode
and an ITO anode (Fig. 3a) (105). The electroluminescence
from this device varies from orange to greenish-yellow
as the bias voltage is increased from 15 to 22 V. Increas-
ing the voltage increases the proportion of emitted light
from the Alq3. Devices in which ROPPV-8 and Alq3 are
in separate layers emit only from the polymer layer, re-
gardless of the applied voltage. Another approach uses
a three-layer device, consisting of PPV, perfluoropropy-
lated poly (p-phenylene) (F-PPP), and poly(3-dodecyl-
thiophene) (PDT) (Fig. 3b) (106). The F-PPP acts as an
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Figure 3. Schematics of tunable color light-emitting devices.

electron-blocking layer and confines emission only to the
side of the device to which a negative bias is applied.
Thus, green light is emitted when the negative bias
is on the PPV side, and red light is emitted when
it is applied to the PDT side.

Self-Assembled Devices. Rubner and co-workers at MIT
developed a self-assembly approach to constructing PPV-
containing heterostructures for use in EL devices (107).
The heterostructures are built up by alternately dipping a
substrate in solutions of the sulfonium PPV precursor poly-
mer and anionic polyelectrolytes such as the sodium salts
of poly(styrenesulfonate) (PSS) or poly(methacrylic acid)
(PMA). The layers are then heated to convert the PPV to
the fully conjugated form. This method allows very precise
control of thickness, as well as manipulation of the nature
of the surface (cationic or anionic) in contact with the an-
ode and cathode. Device efficiency is very sensitive to the
chemical nature of the interface; the PMA/Al interface con-
sistently yielded efficiencies greater by a factor of 2 than
devices that have a PPV/Al interface.

Light-Emitting Electrochemical Cells

Recently, Heeger and co-workers developed light-emitting
devices in which a blend of a semiconducting, luminescent
polymer and a solid-state electrolyte is used in the emit-
ting layer (108). These devices function as solid-state elec-
trochemical cells, and charge injection results in forming
a p-i-n junction through electrochemical doping. Many of
the requirements of conventional polymer LEDs, such as a
match between the electrode work function and the poly-
mer valence and conduction bands, are circumvented in
such light-emitting electrochemical cells (LECs).

Polymer LECs, it has been demonstrated, function in a
dynamic-junction mode, in which ions move under the ex-
ternal bias to create the junction. These devices degrade
when the drive voltage is beyond the window of electro-
chemical stability. When polyethylene oxide (PEO) is used

as the ion transport medium, the devices can operate in
a frozen-junction mode at 100 K. Response times in this
mode are comparable to those of polymer LEDs. An im-
provement on this approach allows the frozen junction
to function at room temperature (109). In these single-
layer devices, a PPV derivative such as poly(2-butyl-5-{2-
ethyl(hexyl)}-1,2-phenylenevinylene) was blended with an
electrolyte containing a crown ether and lithium triflate.
The devices were activated by applying a small voltage
while heating to 60–80◦C, creating the p-i-n junction, and
functioned at room temperature at a turn-on voltage of
2.1 V and an external EL efficiency of 2–3%.

Stimulated Emission and Lasers

In 1996, Friend and co-workers demonstrated optically
driven lasing from thin films of PPV sandwiched between
a distributed Bragg reflector and an Ag mirror (110). Exci-
tation was by a Nd:YAG laser, frequency-tripled to 355 nm.
Emission occurs in three cavity modes, equally distributed
at low excitation energy, but the 545 nm emission domi-
nates at higher excitation energy, indicating that the de-
vice is lasing. In the same year, the Santa Barbara group
reported laser emission from solutions and films of MEH-
PPV and TiO2 nanocrystals. The nanoparticles multiply
scatter photons in the composite material, and the scatter-
ing length exceeds the gain length (111). Stimulated emis-
sion has also been observed from crystalline films of an
oligomer of phenylenevinylene substituted with octyloxy
groups (34) (112).

FUTURE CONSIDERATIONS

The last 10 years have seen an explosion of research inter-
est in PPV and its derivatives, driven by the potential of
these materials as emitters in EL devices. Companies such
as Philips, Uniax (DuPont Displays), Cambridge Display
Technology, and Covion are engaged in bringing display
applications for low-information content (cell phone and
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alphanumeric displays) based on organic emitters to
market, and in late 1999, Pioneer Electronics had already
begun selling a monochrome display for use in vehicles.
Applications for higher information content, such as com-
puter and television displays, may be developed in the near
future.

Although many of the problems which are of concern
in optoelectronic applications of organic materials have
been overcome, there are still many challenges ahead in
the field. Many of the polymers that have been made re-
cently have not yet been investigated in detail, and more
work is needed to optimize them for specific applications.
Fundamental questions also remain, such as the exact na-
ture of the charge carriers in PPV films, and further stud-
ies of the photophysical behavior of these polymers are
required.

Perhaps the most exciting prospect which has arisen
from the intense research activity on PPV is the realiza-
tion that organic materials and polymers can be used in
real-world optoelectronic applications. Hopefully, this will
stimulate efforts to make and study more novel materials
and to find new applications for them. In particular, any
integration of conventional and molecular electronics will
require many advances. The success of PPV and other or-
ganic EL materials has demonstrated that research in this
field is a worthwhile enterprise, and the development of
entirely new classes of materials that have unknown prop-
erties may be on the horizon.
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INTRODUCTION

Poly(vinylidene fluoride) (PVDF) and the family of P(VDF-
TrFE) [TrFE = trifluoroethylene] copolymers are arguably
the best-known examples of a class of high-performance
polymers noted for their remarkable piezoelectric and
ferroelectric properties (1–4). In 1969, Kawii discovered
the exceptional piezoelectric behavior of PVDF, which at
that time, was the highest among the known synthetic
polymers (5). After more than 30 years of study and de-
velopment, the piezoelectricity and electromechanical
properties of PVDF and its copolymers have been improved
markedly. Today this class of polymer still possesses the
highest electromechanical responses over a broad temper-
ature range among known synthetic organic materials.
Further, when considered along with their easy conforma-
bility, flexibility, robustness, and lightness, it is not surpris-
ing that electroactive polymers continue to be the focus of
interest of the designers of high-performance electrome-
chanical devices (4). When PVDF is stretched and poled in
a strong electric field, it exhibits piezoelectricity (3). In its
piezoelectric form, PVDF finds use in transducer devices
requiring the interconversion of mechanical and electrical
energy. Piezoelectric PVDF can be fabricated and used in
a variety of sensors and actuators such as artificial mus-
cles and organs, medical imaging, blood-flow monitors, mi-
crophones, smart skins, underwater acoustic transducers,
seismic monitors, fluid pumps and valves, surface acous-
tic wave devices, robots, and tactile sensing devices (4–
11). P(VDF-TrFE) copolymers display similar and in some
cases even superior properties (4,12).

Even before the discovery of the high piezoelectricity in
PVDF, the existence of its ferroelectric nature was postu-
lated by Lando et al. based on the crystal unit cell struc-
ture. This hypothesis was confirmed about 10 years later
(13–17). Many organic substances in fact exhibit a key fer-
roelectric property that is called polarization hysteresis
(18–20). The copolymer of PVDF with TrFE and tetraflu-
oroethylene (TFE), however, is the only polymeric system
that shows both a well-defined polarization hysteresis loop
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and a transition to a paraelectric phase with increased
temperature.

SYNTHETIC PATHWAYS AND MOLECULAR
AND CRYSTAL STRUCTURES

Synthetic Pathways and Morphology

PVDF is synthesized by the successive addition of a vinyl-
idene fluoride monomer units (21).

n(CH2==FH2) → −(CH2−CF2)n– .

The reaction can be initiated by a free radical that might
be formed by the thermal decomposition of, say, benzoyl
peroxide:

RO−OR → 2RO

The generated free radical then reacts with a vinylidene
fluoride molecule in an initiation step:

RO + CH2=FH2 → RO−CH2CF2

Thus begins the process of growing a polymer chain, a se-
ries of steps called chain propagation:

RO−CH2−CF2 + CH2=CF2

→ RO−CH2−CF2−CH2−CF2

−CH2−CF2−CH2−CF2 + CH2=CF2

→ −CH2−CF2−CH2−CF2−CH2−CF2

In this sequence, the CF2 “head” of the VDF monomer is
shown to add to the CH2 “tail” in a “head-to-tail” addition.
Propagation may also, however, involve head-to-head (CF2

to CF2), tail-to-tail (CH2 to CH2), and tail-to-head (CH2

to CF2) addition. Chain termination of the growing poly-
mer chains may occur by the combination of two growing
chains or by hydrogen atom abstraction from a good hydro-
gen donor such as isopropyl alcohol (RH):

−CH2−CF2−CH2−CF2−CH2−CF2 + RH

→ −CH2−CF2−CH2−CF2−CH2−CF2H + R

The synthesis of PVDF is normally carried out by emulsion
polymerization where a dispersing medium such as water
dissipates the high heat of the polymerization reaction (21).

The copolymer P(VDF-TrFE) is synthesized in a similar
manner by the copolymerization of trifluoroethylene and
vinylidene (22). Here the growing chain can add to either
monomer, for example

RO−CH2−CF2 + CHF=CF2

→ RO−CH2−CF2−CHF−CF2

−CH2−CF2−CHF−CF2 + CH2=CF2

→ −CH2−CF2−CHF−CF2−CH2−CF2

Crystal

Amorphous

Figure 1. Polymers such as PVDF consist of crystal and amor-
phous regions. This figure depicts the crystalline regions as stacks
of folded lamellae.

The mole ratios of VDF in P(VDF-TrFE) copolymers that
display the most striking ferroelectric properties range
from about 50 to over 90 mol%. On the basis of these
ratios, TrFE is much more likely to be adjacent to VDF
than itself in a polymer chain. The relative proportions of
the monomers in the copolymers prescribe the ferroelec-
tric properties of the copolymers, as we shall show in later
sections. Furthermore, although head-to-tail bonding pre-
vails in the polymer chains, there may be some tail-to-tail
bonding (−CH2−CF2−CF2−CH2−) as well head-to-head
(−CF2−CH2−CH2−CF2−). The percentage of these defects
generally is only a few mole% for most PVDF compositions.
It is most important to note that the monomer sequences
as well as the number of head-to-head or tail-to-tail link-
ages give rise to defects, which ultimately may influence
the material properties of PVDF and P(VDF-TrFE).

PVDF and P(VDF-TrFE) are semicrystalline polymers
(24). They are comprised of ordered regions of monomer
units (crystallites) surrounded by an amorphous sea of
scrambled, spaghettilike chains, as shown in Fig. 1 (1,2).
From many SEM studies, it has been estimated that these
crystallites have thickness of about 10 to 20 nm along the
polymer chain direction and extend to several microns in
the other directions (23). The degree of crystallinity as
well as the orientation of the crystallites can be controlled
by various processing techniques. Before discussing these
techniques, we present a survey of the major crystalline
forms of PVDF and P(VDF-TrFE).

Molecular Conformations

PVDF and P(VDF-TrFE) are polymorphic in the sense
that they may exist in several crystal forms (24). In each
form, the chains are packed within crystal lattices in spe-
cific conformations. The crystal structures are described
by the conformations of the chains (as a series of trans (T)
or gauche (G) linkages), by the orientation of these chain
sequences about the chain axis (parallel or antiparallel),
and by the relative directions of adjacent chains as up-up
(same direction) or down-down (opposite direction). To vi-
sualize conformations along a PVDF chain (Fig. 2), a single
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Figure 2. Extended chain segments of an all-trans, TGT G, and
TTTGTTT G conformations.

carbon–carbon bond within one monomer unit can be pro-
jected perpendicular to the plane of the page (Fig. 3). One
carbon atom (of an adjacent monomer) and two hydrogen
or fluorine atoms are then connected to the front carbon
atom by bonds shown as solid lines; likewise, three atoms
are connected to the back carbon atoms by bonds shown as
dotted lines. If the front carbon atom with its three atoms is
rotated together while keeping the back atoms stationary,
the steric energy of the structure changes because of re-
pulsions between the atoms on the front and back carbons.
The angle of rotation is ϕ = 0 when the four carbon atoms
in figure all lie in the same plane. In this structure, the sub-
stituted atoms are eclipsed and engaged in strong mutual
repulsion. As ϕ is varied to 60◦, the repulsions decrease
as the atoms on the front and back move away from one
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Figure 3. Interactions between fluorine and hydrogen atoms on
adjacent carbon atoms in PVDF polymer chains lead to changes
in the potential energy as the bond connecting the carbon atoms
is rotated.

another. The energy increases again and then decreases as
ϕ reaches 120◦. Finally, going to 180◦, the energy reaches
a minimum value. The structures at ϕ = 60◦ and 240◦ are
referred to as gauche G and G conformations. At ϕ = 180◦,
the structure is in a trans conformation. The energy of the
trans conformation is the lowest of all the structures as the
substituent atoms are farthest apart. The energies of the
two gauche conformations are equal and higher than the
trans structure. When PVDF or P(VDF-TrFE) polymers
crystallize during annealing, the chains pack as ordered
arrays within distinct crystal structures. The structures
and lattice dimensions of these crystal structures are de-
termined by the existence of trans and gauche conforma-
tions, whose energies are governed by the number of flu-
orine atoms substituted on adjacent carbon atoms in the
chain.

Crystal Structures

There are four major crystalline forms of PVDF (24). In
form I, which is also known as the β phase, two chains in
an all-trans planar zigzag conformation are packed into in-
dividual orthorhombic unit cells having lattice dimensions
of a = 8.58 Å, b = 4.90 Å, and the chain direction or fiber
axis c = 2.56 Å (Fig. 4) (25). The space group symmetry of
each unit cell in Cm2m. It has been suggested that a more
accurate model has CF2 groups deflected by about 7◦ in
opposite directions in a planar zigzag conformation with a
fiber axis of 2c or 5.12 Å(25). It will be noted from Fig. 4 that

a

c

b

Figure 4. Projection of form I (β-phase) of PVDF. The conforma-
tion of the packed chains is all-trans. The chains are so aligned
that the carbon-fluorine dipoles are in the same directions along
the b-axis. The small and large filled circles represent carbon and
fluorine atoms, respectively; the small open circles represent hy-
drogen atoms.
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a

c

b

Figure 5. Projection of form II (α-phase) of PVDF. The confor-
mation of TGTG. The chains are packed in an antiparallel in two
directions about the chain axis. The small and large filled circles
represent carbon and fluorine atoms, respectively; the small open
circles represent hydrogen atoms.

in the all-trans conformation, the fluorine atoms are posi-
tioned on one-side of the unit cell resulting in a net dipole
moment. The form I unit cell is quite polar having a net
dipole of 2.1 debye. As the structure of the unit cell of
the form I crystal satisfies the symmetry requirement of
a piezoelectric crystal, meaning that the crystal belongs to
a noncentrosymmetric class, this is the form of PVDF that
is responsible for its piezoelectric properties.

In form II, or the α-phase, the chain conformations are
represented as a sequence of alternating trans and gauche
sequences, or TGTG (Fig. 5) (26). Each unit cell contain-
ing two chains is orthorhombic with lattice parameters
a = 4.96 Å, b = 9.64 Å, and c = 4.62 Å. In the α-phase, ad-
jacent chains are packed such that the dipole moments of
the individual carbon–fluorine bonds are aligned perpen-
dicular to the chain direction, canceling one another out.
The directions of the chains consist of a statistical average
of up-up and up-down orientations. A form IV (δ-phase)
has been identified where the chains have the same con-
formations as in the α form but the carbon–fluorine bonds
are aligned in one direction around the chain direction

Table 1. Experimental Lattice Dimensions and Angles of Form I (β) of PVDF and
P(VDF-TrFE) 75/25 and 50/50 mol% Copolymers

VDF Content
(mol%)

Lattice Dimensions (Å) Lattice Angles (deg)

a b c α β γ

100a 8.58 4.91 2.56 90 90 90
75b 8.86 4.62 2.56 90 90 90
50b 9.12 5.25 2.55 90.3 — —

aRef. (25).
bRef. (30).

a

c

b

Figure 6. A projection of form III (γ -phase) of PVDF. The chain
conformation is TTTGTTTG. The small and large filled circles rep-
resent carbon and fluorine atoms, respectively; the small open cir-
cles represent hydrogen atoms.

resulting in a net dipole (27), and the crystal lattice para-
meters are identical to form II. In form III (γ -phase) crys-
tals, the chain conformations are TTTGTTTG, and the
crystal lattice is monoclinic with lattice parameters a =
4.96 Å, b = 9.67 Å, c = 9.20 Å, and β = 93◦ (28,29). The
alignment of the form III chains perpendicular to the chain
axis is in one direction, resulting in a polar cell (Fig. 6).

In the P(VDF-TrFE) copolymers, the form I and form II
crystal lattices are expanded structures in the directions
perpendicular to the molecular chain (Table 1). The expan-
sion of the lattices accommodates the presence of a greater
number of substituted fluorine atoms, since fluorine has a
van der Waals (vdW) radius of 1.35 Å, which is to be com-
pared with the vdW radius of hydrogen of 1.2 Å (31). The
interchain spacing from (110,200) reflection in the form I
crystal as a function of the VDF content for P(VDF-TrFE)
copolymer is presented in Fig. 7 (2,32,33). In the form I
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Figure 7. Variation of interchain lattice spacing with TrFE con-
tent in P(VDF-TrFE) copolymer films. Open circles are from the
ferroelectric β-phase and black dots are from the paraelectric
phase.

structure of copolymers, it is to be noted that the net dipole
of the polar cell is reduced by the opposing orientation of
the “third” carbon–fluorine dipole on the TrFE monomer
unit.

There have been several studies that have attempted
to use molecular modeling to simulate the crystal struc-
tures as well as mechanical properties and polarizations of
PVDF and P(VDF-TrFE) crystals (34–39). The primary fo-
cus of these studies have been on developing algorithms
to predict the structures and properties of PVDF and
P(VDF-TrFE). For the most part, these simulations have
utilized molecular mechanics force fields to calculate the
crystal lattice dimensions, polarizations, and compliances,
and have yielded values in close agreement with results
obtained from X-ray crystallographic studies. For several
model structures of P(VDF-TrFE) crystals, the increase in
lattice dimensions with an increase in fluorine contents has
been correctly predicted (37). For these same structures,
the trends in the compliances and piezoelectric constants
were calculated as a function of the molecular percentage of
VDF and found to follow experimental measurements (38).

PROCESSING AND FABRICATION

There are two distinctly different ordering processes for
PVDF and P(VDF-TrFE) polymers: crystalline ordering
and dipolar ordering. Both orderings can be influenced to
a large extent by sample processing conditions. Further-
more, one can also control the dipolar ordering by introduc-
ing defect structures in the crystalline phase. As a conse-
quence, the ferroelectric and electromechanical responses
will depend substantially on the sample treatment con-
ditions, such as annealing, quenching, mechanical draw-
ing, irradiation, and doping (24,39). It should be pointed
out that because of the slow kinetics of the various poly-
mer transitional processes and the high-energy barrier of
the transformation between the different crystalline forms,
metastable phases can be formed and be present for long
periods of time even though these phases are not the most

thermodynamically favored. This phenomenon leads to the
formation of different crystalline phases by making use of
different sample processing conditions (24).

The eventual choice of the processing steps has much to
do with the design, geometry, and size of the device that
is required. In preparing PVDF or P(VDF-TrFE) films or
thicker dimensions for certain applications, the synthe-
sized polymer in the form of pellets or powder is heated
to produce a melt or is dissolved in an organic solvent (40).
For both PVDF and P(VDF-TrFE), these processing proce-
dures will dictate the form that will predominate, which
in turn is influenced by the energies of the crystalline
forms as well as the energy barriers involved in produc-
ing these forms (41). The crystal phase that predominates
during processing is also controlled by the number of fluo-
rine atoms in the polymer chains. The increasing number
of fluorine atoms enhances unfavorable van der Waals re-
pulsive forces within the chains as well as between adja-
cent chains. These interactions force the energies of packed
α-phase chains with TGT G bonding, where repulsions be-
tween closely positioned fluorine atoms are enhanced, to
increase significantly relative to the β-forms.

This picture helps to explain why melts of P(VDF-TrFE)
crystallize directly into the electroactive polar β-phase. Not
only are the crystal energies of β-phase P(VDF-TrFE) low-
ered, but the energy barriers to these states are reduced. In
contrast, when PVDF is annealed and slowly cooled from
the melt or cast from solutions of an organic solvent such
as methyl ethyl ketone (MEK), formation of the α-phase
rather than the β-phase is favored. Although the crystal
lattice energy of the β-phase unit cell is slightly lower than
that of the α-phase cell, molecular dynamical calculations
have suggested that formation of the α-phase PVDF is ki-
netically favored; that is, the barriers for formation of the
all-trans phase prevent crystallization directly into this
phase from the melt. When films of PVDF α-phase are me-
chanically stretched or drawn, the TGTG chains convert
into the polar all-trans β-phase. This happens to be the ba-
sis for the drawing procedure followed in most commercial
processes for the preparation of piezoelectric PVDF films.
Quenching of melted PVDF under high pressure or casting
PVDF from hexamethylphosphoric triamide solutions will
also result in the direct formation of polar β-phase PVDF.
Form III (γ -phase) PVDF can be produced by casting from
dimethylsulfoxide. Polar form II (δ-phase) can be produced
by poling α-phase PVDF in strong electric fields.

In the form I β-phase crystallites that predominate af-
ter PVDF is stretched or when the P(VDF-TrFE) copolymer
is cooled from the melt, there are ferroelectric domains in
crystallites that are polar but are nonetheless orientated in
all crystallographically allowed directions. Furthermore,
these crystallites are randomly oriented within the film.
This accounts for the absence of any piezoelectric activity
unless the films are poled. To be made piezoelectric, the
domains must be oriented in a strong electric field called
the “poling field.” Poling can be accomplished by electro-
ding the polymer surfaces with a metal, followed by ap-
plication of a strong electric field to orient the crystallites.
An alternative method of poling is the use of a corona dis-
charge where a corona charge is injected into the polymer
from a needle electrode placed a centimeter or two from the
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polymer film. In corona poling, no electroding is required
as in the case of direct field poling.

Thus, the choice of PVDF or P(VDF-TrFE) for a spe-
cific application will in many cases be determined by the
size and complexity of the desired device. P(VDF-TrFE) is
normally the choice material for thick and unusual shapes
in that no stretching is required to convert the polymer
into its ferroelectric form prior to the poling step. Cast-
ing of polymers dissolved in organic solvents onto sub-
strates can produce films of P(VDF-TrFE) that can be sub-
sequently annealed. P(VDF-TrFE) can also be molded or
extruded to produce larger dimensions or unusual shapes.
Unlike P(VDF-TrFE) copolymers, which do not have to be
mechanically drawn to induce ferroelectric β-phase, PVDF
films have to be oriented by stretching in one direction
(uniaxial orientation) or in two directions (biaxial orienta-
tion). Multilayering of thin polymer films is another tech-
nique for fabricating thicker elements. Multilayered and
electroded polymer films that are subsequently wired in
parallel have been proposed to reduce the electrical re-
quirements for devices such as sonar drivers (7).

POLARIZATION RESPONSES AND PHASE TRANSITIONS

Phase Diagrams: An Overview

With knowledge of the major crystalline phases of PVDF
and its copolymers, it is useful to review its phase dia-
gram showing the interconversions between the vari-
ous crystalline forms where the relative proportions of
the monomer units are varied. The phase diagram of
PVDF and P(VDF-TrFE) polymers shows a ferroelectric-
paraelectric transition that signals a change from a fer-
roelectric (polar) phase to a paraelectric (nonpolar) phase
(Fig. 8). The ferroelectric–paraelectric (F–P) transition
temperature increases with vinylidene fluoride mole frac-
tion content. Below the F–P transition, the crystal is best
represented as an ordered form I (β) structure with long
sequences of all-trans bonds. As the temperature of the
crystals rises and goes through the F–P transition, an in-
creasing number of gauche bonds is introduced into the
ordered all-trans structure. As a result, the crystal lattice
dimensions enlarge, as we have seen above, and the crystal
regions tend toward disorder, leading to the formation of
the paraelectric phase containing a random mixing of TG,
TG, TTTG, and TTTG. Eventually, at higher temperatures
the paraelectric phase passes through the melt transition.

One should note from Fig. 8 that PVDF and P(VDF-
TrFE) copolymers with high VDF concentrations do not ap-
pear to possess distinct F–P transitions; rather, it appears
that melting takes place before a F–P transition. However,
it must be mentioned that even in the ferroelectric phase,
conformational defects can be introduced as the tempera-
ture of the polymers is raised. These defects are introduced
so subtly that they may not be apparent in thermal studies
such as differential scanning calorimetry (DSC). Moreover,
in P(VDF-TrFE), in addition to a low-temperature (LT)
phase, where the chain conformation is predominantly all-
trans, a cooled (CL) phase has been identified (38). Struc-
tural analysis indicated that the most probable structure
of the so-called CL phase is a mixture of two disordered
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Figure 8. Phase diagram for VDF/TrFE copolymer (×: crystal
melting point, ◦: ferroelectric to paraelectric transition point).

crystalline phases, one trans planar and the other 3/1 he-
lical (frozen-in high-temperature phase) (42–45). Because
of this “frozen-in” disorder, copolymers with VDF contents
below 50 mol% lose ferroelectricity. Accordingly, there is
no clear phase transition signal as shown in the phase
diagram.

Polarization Responses and Phase Transitions

In this section, we examine the ferroelectric nature of
PVDF and P(VDF-TrFE) in greater detail. As ferroelec-
tric materials, PVDF and its copolymers with TrFE and
TFE exhibit well-defined polarization hysteresis loops.
Figure 9(a) shows the polarization loop measured on a
P(VDF-TrFE) 68/32 mol% copolymer stretched film for
which, at low cyclic electric fields (<55 MV/m), the po-
larization loop is nearly linear with very little hystere-
sis. At field amplitudes exceeding 55 MV/m, a well-defined
polarization loop appears. The coercive field Ec (the field
when P = 0) and remanent polarization Pr (the polariza-
tion when E = 0) do not change appreciably with the ap-
plied field amplitude. In contrast, unstretched 50/50 mol%
copolymer films display very little hysteresis at fields be-
low 25 MV/m. As the field amplitude increases beyond
that, the polarization loop gradually expands where both
Ec and Pr increase with the applied cyclic field amplitude,
as shown in Fig. 9(b). Eventually, when the field amplitude
exceeds 100 MV/m, Ec and Pr, which are now saturated,
define the maximum coercive field and remanent polar-
ization. Moreover, even at fields far below Ec measured
from the saturated loop, polarization often is switchable
(2). Such behavior is related to the nucleation process in
the polarization switching, which will be discussed below
(46,47). Because of the semicrystalline nature of the poly-
mer, the magnitudes of Pr and Ec are particularly sensitive
to sample preparation conditions. For instance, Fig. 10 il-
lustrates that both crystallinity and remanent polarization
for stretched 68/32 mol% copolymer increase with the sam-
ple annealing temperature.

The crystallization process in the copolymer is also in-
fluenced by the mobility as well as the stereoirregularity
of the polymer chains (48). For PVDF homopolymer, the
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Figure 9. Polarization hysteresis loops measured at 10 Hz un-
der different electric fields for unstretched (a) solution cast 68/32
mol%, and (b) 50/50 mol% extruded P(VDF-TrFE) copolymer films.

crystallinity is at about 50% (49). With increased TrFE
content, because of the larger size of the TrFE monomer
unit, the lattice spacing between the polymer chain ex-
pands and thus facilitates and enhances the crystallization
process. Hence, in the copolymer of 75/25 mol%, the degree
of crystallinity can reach 90%. In contrast, in polymer with
higher TrFE content, the stereoirregularity introduced by
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Figure 10. Effect of annealing temperature on the remanent po-
larization and crystallinity measured for extruded unstretched
P(VDF-TrFE) 68/32 mol% copolymer films.

TrFE reduces the stability of the crystalline phase with
respect to the amorphous and leads to a lowering of the
crystallinity. The dependence of the crystallinity with VDF
content is depicted in Fig. 11(a). Similarly, the dependence
of the remanent polarization and coercive field on VDF con-
tent is illustrated in Fig. 11(b).

One of the interesting features of the data in Fig. 9(a)
and (b) is that the coercive field observed here is far be-
low that estimated from thermodynamic theory. In a re-
cent experiment, S. Ducharme et al. (50) demonstrated that
for P(VDF-TrFE) 70/30 mol% copolymer, the intrinsic co-
ercive field at room temperature should exceed 0.5 GV/m,
in substantial agreement with the thermodynamic theory
that predicts a value about 10 times higher than that mea-
sured from the polarization hysteresis loop in bulk samples
(50). The major reason for this difference is that polariza-
tion switching in most ferroelectric materials is through
the nucleation of new domains at interfaces and surfaces.
Nucleation and growth of nuclei under field are processes
that typically require much lower electric fields (46,47). By
taking the ultrathin film approach where the film thick-
ness is below the critical nucleation size, S. Ducharme
et al. achieved switching fields approaching values pre-
dicted from the thermodynamic theory by suppressing the
nucleation process in polarization switching (50).
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copolymer films.
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Figure 12. Polarization hysteresis loop of P(VDF-TrFE) 37/63
mol% copolymer film.

Besides the crystallinity and remanent polarization,
the F–P transition temperature for a given P(VDF-TrFE)
copolymer can also be varied by carefully selecting condi-
tions for sample processing (51–53). For instance, J. Green
et al. demonstrated that for P(VDF-TrFE) 60/40 mol%
copolymer, the F–P transition can occur in the temperature
range from 65 to 85◦C (52). The sample processing meth-
ods used in this investigation included melt crystalliza-
tion as well as crystallization and recrystallization from
cast solutions of dimethylacetamide (DMA), dimethylfor-
mamide (DMF), cyclohexanone. The authors attributed
this behavior to variations in the TrFE concentration in
the crystalline phase for samples prepared under different
conditions. Such variations lead to different F–P transition
temperatures. But it is also quite possible that the polar
ordering in the crystalline region is affected by these dif-
fering processing conditions.

Interestingly, for copolymers at compositions below
about 50 mol% VDF, there is no clear transition signal with
temperature, and a double polarization hysteresis loop is
observed as illustrated in Fig. 12 (54,55). The latter obser-
vation seems to be quite similar to those observed in an
antiferroelectric phase of a ceramic system where a fer-
roelectric state can be induced under a high electric field
(56). It should be noted that for copolymers with VDF be-
low 60 mol%, the cooled low (CL) temperature phase men-
tioned earlier was observed where the X-ray data show a
double peak structure. In Fig. 13, this is near the angu-
lar position of (110,200) reflections, which are not charac-
teristic of a ferroelectric phase (32,42,43). Structural ana-
lysis has indicated that the most probable structure of this
phase is a mixture of two disordered crystalline phases, one
trans planar and the other 3/1 helical (frozen high tempera-
ture phase) (42–45). For copolymers at VDF content higher
than 50 mol%, this phase can be converted into the ferro-
electric β-phase by drawing or poling (Fig. 13). However,
for copolymers with VDF below 50 mol%, this CL phase
will persist even after the poling field is removed, result-
ing in the observed double hysteresis polarization loop. It
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Figure 13. X-ray diffraction scans of stretched and unstretched
P(VDF-TrFE) 50/50 mol% copolymer films.

should be noted that an antiferroelectric material should
satisfy two criteria: (1) it must have a unit cell with anti-
parallel arrangement of the dipoles, and (2) the dipoles can
be switched under external fields to yield a ferroelectric
phase (46).

Ferroelectricity is a collective phenomenon that involves
long-range interactions in the system that include dipolar
interactions in PVDF and its copolymer. One may expect
that there will be a finite size effect; that is, the ferroelec-
tricity in a small size system can be very different from that
in a large bulk system. One such system, which is of great
theoretical and technical interest, embodies polymer thin
films. Using spin-casting techniques, Ohigash et al. pre-
pared P(VDF-TrFE) copolymer films and showed that even
at a film of 60 nm, the ferroelectric polarization switching
can still be observed, but the coercive field becomes much
higher than that in bulk sample (23,57). Shown in Fig. 14
is the polarization loop measured at 10 Hz for spin cast
75/25 mol% copolymer film at 65 nm thickness.
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Figure 14. Polarization hysteresis loop measured at 10 Hz for
65 nm thick spin cast P(VDF-TrFE) 75/25 mol% copolymer film.
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Figure 15. Polarization hysteresis loops measured at room tem-
perature by pyroelectric technique of P(VDF-TrFE) 70/30 mol%
copolymer films with different thickness: (a) 30 ML and (b) 5 ML.

More recently, ultrathin Langmuir-Blodgett (L-B)
copolymer films were prepared by a Russian group (58).
In this study it was shown that ferroelectricity persists
even in films as thin as five molecular layers. In Fig. 15,
the polarization hysteresis loops measured for these films
are displayed (59). In addition, a surface ferroelectric tran-
sition was observed. The results here raise an interesting
issue that concerns the role of the interchain dipolar inter-
action in controlling the ferroelectric behavior in this class
of materials.

ELECTROMECHANICAL PROPERTIES IN NORMAL
FERROELECTRIC PVDF AND ITS COPOLYMERS

In the ferroelectric phase, the copolymer is in the all-trans
conformation, resulting in a unit cell with a large lattice
constant along the polymer chain direction and a smaller
unit cell dimensions perpendicular to the chain. In the
paraelectric phase, however, where the crystallites adopt
conformations containing a mixture of trans and gauche
bonding, the unit cell dimension along the chain direction
is significantly shortened while the cell dimension per-
pendicular to the chain expands. As a result, when the
copolymer goes through the F-P transition, there is a large
lattice constant change as depicted in Fig. 16 for the
65/35 mol% copolymer (31). In fact, this phenomenon has
been observed for copolymers exhibiting F-P transitions.
The corresponding lattice strain change through the tran-
sition perpendicular to the polymer chain is presented in
Fig. 7 with VDF content. All of these results indicate that
strains up to 10% can be achieved as the polymer goes
through the transition.
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Figure 16. Lattice strain along polymer chain direction [(001)]
and perpendicular to the chain [(200), (110)] obtained from the
X-ray data for P(VDF-TrFE) 65/35 mol% copolymer.

The results presented indicate a strong coupling be-
tween the polarization and strain in P(VDF-TrFE) copoly-
mer, which is the most attractive feature of this polymer.
For PVDF and its copolymers, this coupling is electrostric-
tion in nature where the strain Si (i = 1 to 6) is directly
proportional to the induced polarization Pj ( j = 1 to 3) in
the material (60),

Si = Qij P 2
j . (1)

For the poled P(VDF-TrFE) copolymer, the polarization
is along the 3-direction (P3). However, in the polarization
switching process, it has been observed that Eq. (1) does
not adequately describe the strain-polarization relation-
ship. This is primarily due to the fact that the polarization
switching is through the domain wall motion. With this in
mind, it must be stated that understanding and establish-
ing relationships between strain and polarization in the
domain wall motion continue to draw intense research in-
terest (61). One notes, for example, the polarization switch-
ing loop for 65/35 mol% copolymer and the corresponding
strain changes in Fig. 17. As can be seen, there is very lit-
tle strain change as the polarization switches from A to
B. Early FT-IR and X-ray studies demonstrated that the
switching is primarily through successive 60◦ domain wall
motions (62–67). Owing to the pseudohexagonal symme-
try of the unit cell in the directions perpendicular to the
polymer chain, the 60◦ domain wall motions are not ex-
pected to generate very high strains. Therefore, to achieve
a high strain response in ferroelectric materials through
the polarization switching mechanism, efforts should be
expended to suppress the domain wall motions that do not
generate much strain response. As also shown in Fig. 17,
a linear relationship of strain versus P 2 is observed in the
nonswitching part of the polarization response.

Most of the electromechanical applications that use
PVDF and its copolymers exploit their piezoelectric prop-
erties. For ferroelectric PVDF and its copolymers, the
samples as prepared usually have negligible piezoelectric
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Figure 17. (a) Electric field induced strain; (b) polarization ver-
sus electric field; (c) strain versus the square of polarization of
unstretched P(VDF-TrFE) 65/35 mol% copolymer films.

responses due to the fact that the polarization at each do-
main orientates randomly, implying that the net sample
polarization is zero. In order to establish the piezoelec-
tric state, the polymers can be poled under a field several
times higher than the coercive field to induce a stable re-
manent polarization (at point C or D of the polarization
loop in Fig. 17). For poled copolymers under a weak field
(a field several times smaller than the coercive field), the
strain and polarization (or field E) relationship is piezo-
electric, namely a linear relationship. In addition, in the

piezoelectric state, an applied stress σ can also induce a
polarization change. These responses can be written as

S = dE, (2a)

D = dσ, (2b)

where d is the piezoelectric coefficient and D = ε0 E + P is
the electric displacement, ε0 is the vacuum permittivity
(= 8.85 × 10−12 F/m). From the Maxwell relation, it can
be shown that the coefficient d in the two equations is
the same. In the literature, the effect in Eq. (2a) is re-
ferred as the converse piezoelectric effect (for actuation)
and in Eq. (2b) as the direct piezoelectric effect (for sens-
ing). Adding the linear elastic (Hook’s law) and dielectric
relations to Eq. (2) and writing out it in the full tensor form,
one obtains

Sij = dkij Ek + sE
ijklσkl, (3a)

Di = εT
ikEk + diklσkl, (3b)

where sE
ijkl is the elastic compliance and εT

ik is the dielec-
tric permittivity (68,69). The superscripts E and T refer to
the conditions under which these quantities are measured.
That is, compliance is measured under a constant electric
field and dielectric constant under a constant stress. Owing
to the electromechanical coupling in a piezoelectric mate-
rial, the elastic compliance under constant electric field can
be quite different from that under constant charge. Using
a compressed matrix (Voigt notation), Eq. (3) can be sim-
plified and ij or kl is replaced by p or q as

11 → 1, 22 → 2, 33 → 3, 23 or 32 → 4,

31 or 13 → 5, and 12 or 21 → 6.

Equation (3) is the complete constitutive equation for a
piezoelectric material. In view of the symmetry relations
that apply for specific piezoelectric materials, the num-
ber of independent coefficients in the equation can be re-
duced. For example, for an unstretched and poled piezo-
electric P(VDF-TrFE) copolymer, which possesses a point
group symmetry ∞m, the piezoelectric coefficient, the di-
electric permittivity, and elastic compliance matrices are
(68)


 0 0 0 0 d15 0

0 0 0 d15 0 0
d31 d31 d33 0 0 0


 ,


 K11 0 0

0 K11 0
0 0 K33


 ,




s11 s12 s13 0 0 0
s12 s11 s13 0 0 0
s13 s13 s33 0 0 0
0 0 0 s44 0 0
0 0 0 0 s44 0
0 0 0 0 0 s66[= 2(s11 − s12)]


 . (4)

In many cases, processing conditions such as extrusion
and stretching can induce anisotropy (preferred orienta-
tion of the polymer chain along the stretching or extrusion
direction) in the plane perpendicular to the poling direc-
tion. As a consequence, the macroscopic symmetry of the
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poled polymer is 2 mm, for which the nonzero matrix el-
ements of the piezoelectric constitutive equation can be
written as (68)

 0 0 0 0 d15 0
0 0 0 d24 0 0
d31 d32 d33 0 0 0


 ,


 K11 0 0

0 K22 0
0 0 K33


 ,




s11 s12 s13 0 0 0
s12 s22 s23 0 0 0
s13 s23 s33 0 0 0
0 0 0 s44 0 0
0 0 0 0 s55 0
0 0 0 0 0 s66


 . (5)

For electromechanical application, the electromechani-
cal coupling factor k, which measures the ability of a ma-
terial to interconvert electrical and mechanical energy, is
one of the fundamental parameters (69),

k2 = Converted mechanical energy
Input electric energy

(6a)

or

k2 = Converted electrical energy
Input mechanic energy

. (6b)

It should be noted that in electromechanical applica-
tions, an electric field is applied along a certain direc-
tion, Eq. (3), and the electromechanical actuation along
the same direction or other direction is used. For example,
if a polymer actuator can be made with the electric field
along the 3-direction, Eq. (3), the actuation along the same
direction is used. In this case, the coupling factor is the
longitudinal electromechanical coupling factor k33, which
is related to the parameters in Eq. (3) as (69)

k2
33 = d 2

33

(εT
33sE

33)
(7)

The coupling factor can also be related to the material
coefficient measured under different conditions. For exam-
ple, the elastic compliance sE

33 is related to sD
33 (measured

under constant charge or an open circuit condition) as (69)

sD
33 = (1 − k2

33) sE
33 (8)

Therefore, a polymer with a large coupling factor will see a
large difference in the elastic compliance when used under
different external electric conditions.

The quasi-static and resonance methods are among sev-
eral techniques recommended by IEEE to determine the co-
efficients in the piezoelectric constitutive equations as well
as the coupling factors (69). For determining piezoelectric
coefficients, a convenient means is to use the dilatome-
ter technique where the strain change induced by an
applied electric field under stress-free conditions can be
measured, and the ratio of the strain to field yields the
piezoelectric coefficient (70). A stress signal σ can also be
applied to a sample. In this case, the charge output Q be-
tween the electrodes, which are shorted together, is mea-
sured to obtain the piezoelectric coefficient (71). One of the
difficulties with the latter method is applying a uniaxial

stress uniformly to a sample without introducing other
complications such as stress components along other direc-
tions. To obtain accurate results using the stress-induced
charge method, one may also have to take into account
the deformation of the sample under stress. This is accom-
plished by introducing a correction term to the piezoelec-
tric coefficient as pointed out by Dvey-Aharon and Taylor
(72),

d = ∂ P
∂σ

∣∣∣∣
E

= 1
A

∂Q
∂σ

− P
A

∂ A
∂σ

(9)

where A is the sample surface area. For PVDF and its
copolymers at room temperature, it can be estimated that
the contribution from the deformation is less than 10%.
For a soft piezoelectric polymer, this correction term can
be quite high. On the other hand, when comparing the
measured results from the converse and direct piezoelec-
tric effects, it can be shown from the Maxwell relation
that (73,74)

1
A

∂Q
∂σ

∣∣∣∣
E

= ∂S
∂E

∣∣∣∣
σ

(10)

Various coefficients in the piezoelectric constitutive
equation for PVDF and P(VDF-TrFE) 75/25 copolymer are
listed in Table 2, where the data are taken from sev-
eral sources (70,75). In most polymers, the response to
external stimulus often shows strong relaxation behavior
(76); hence, the coefficients in the piezoelectric constitu-
tive equation are frequency dependent and complex, that
is (77).

d∗
i j = d ′

i j − jd ′′
i j, s ∗

i j = s ′
i j − js ′′

i j, and ε∗
i j = ε ′

i j − jε ′′
i j .

(11)

In Table 2, both the real and imaginary parts of these coef-
ficients for P(VDF-TrFE) 75/25 mol% copolymer are listed.
Apparently, the imaginary part for the copolymer cannot
be neglected.

The temperature dependence of the piezoelectric and
dielectric constant of 75/25 copolymer is presented in
Fig. 18 and 19. Such temperature dependence behavior,
where the piezoelectric coefficient and dielectric constant

Table 2. Piezoelectric, Dielectric, and Elastic Properties
of PVDF and P(VDF-TrFE) 75/25 mol%

P(VDF-TrFE) 75/25

Material Parameter PVDF Real Imaginary

d31 (pC/N) 28 10.7 0.18
d32 (pC/N) 4 10.1 0.19
d33 (pC/N) –35 –33.5 –0.65
d15 (pC/N) — –36.3 –0.32
s11 (10−10 Pa−1) 3.65 3.32 0.1
s22 (10−10 Pa−1) 4.24 3.24 0.07
s33 (10−10 Pa−1) 4.72 3.00 0.07
s12 (10−10 Pa−1) –1.10 –1.44 –0.036
s13 (10−10 Pa−1) –2.09 –0.89 –0.022
s23 (10−10 Pa−1) –1.92 –0.86 –0.022
ε33/ε0 15 7.9 0.09
k33 — 0.23 —
k13 0.13 0.07 —
kt 0.144 0.196 —
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Figure 18. Piezoelectric strain coefficients as a function of tem-
perature measured for P(VDF-TrFE) 75/25 mol% copolymer films:
(a) |d33| (b) |d31| and |d32|, and (c) |d24| and |d15|.

increase as the temperature is increased toward the F–P
transition temperature, is a common phenomenon for all
ferroelectric-based piezoelectric materials including many
commercially available piezoceramics (47,78,79).

In semicrystalline copolymers, the piezoelectric prop-
erties can often be improved by raising the degree of
crystallinity, given that the piezoelectric response is
mainly from the crystalline region. For example, using
high-pressure crystallization to increase the crystallinity
and improve the quality of the crystalline phase, Ohigashi
et al. reported an improved thickness coupling factor for
80/20 copolymer to near 0.3 (kt = 0.3) (80). More recently, a
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Figure 19. Dielectric constant (1 kHz) as a function of tempera-
ture for P(VDF-TrFE) 75/25 mol% copolymer films.

relatively large size single-crystal P(VDF-TrFE)
75/25 mol% copolymer was grown having a room tempera-
ture d33 = −38 pm/V and coupling factor k33 = 0.33, values
that to now represent the best piezoelectric performance
of known piezoelectric and ferroelectric polymers (81).
Figures 20 to 22 show the temperature dependence of the
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dielectric and piezoelectric properties and the electro-
mechanical coupling factors for a copolymer single crystal.

RELAXOR FERROELECTRIC BEHAVIOR AND
ELECTROSTRICTIVE RESPONSE IN P(VDF-TrFE)
BASED COPOLYMERS

In addition to operating a ferroelectric polymer deep inside
the ferroelectric phase (at temperatures far below the F–P
transition temperature) where the piezoelectric response
is the main source of the electromechanical response, one
could also make use of the phase transition phenomenon
where large changes in the properties can be realized.
As has been shown above, the lattice strains in P(VDF-
TrFE) copolymers experience large changes through the
F–P transition, changes which far surpass those achiev-
able from the piezoelectric effect. Besides the large strain
response at F–P transition, there is another interesting
feature associated with the F–P transition—the possibility
that a very large electromechanical coupling factor (k ∼ 1)
can be obtained near a first-order F–P transition temper-
ature (82).

Above the F–P transition temperature, a ferroelectric
state can be induced by imposing an external field as
schematically depicted in Fig. 23 (78,82). The first-order
field-induced transition region terminates at a critical
point. As shown by an earlier study based on thermody-
namic theory, the coupling factor can approach 1 (near
100% energy conversion efficiency) at temperatures above
the first-order transition and near the critical point (82).
This is a general result for first-order F–P phase transfor-
mations despite the fact that the curves in Fig. 23 are from
the parameters applicable to BaTiO3. For P(VDF-TrFE)
copolymers, it has been shown that at compositions with
VDF content >60% mol% the F–P transition is first order.
Still the temperature range in which the electric field can
induce the phase transition from nonpolar to polar phases
depends strongly on the material. For most of the inorganic
ferroelectrics, this temperature range is relatively narrow.
For instance, the range is about 8◦C for BaTiO3 (as approx-
imately measured by the temperature range between F–P
transition and critical temperature) (47). For P(VDF-TrFE)
copolymers, however, it has been reported that this temper-
ature range exceeds 50◦C as reported by a recent study on
Langmuir-Blodgett film of P(VDF-TrFE) 70/30 mol% (83).

These results suggest that one may be able to improve
the electromechanical response of P(VDF-TrFE) copolymer
significantly by operating the polymer near the F–P tran-
sition. However, there are several issues associated with
the first-order F–P transition in P(VDF-TrFE) copolymer
that have to be addressed. As has been shown in the phase
diagram (Fig. 5), the F–P transition in all P(VDF-TrFE)
compositions occurs at temperatures higher than room
temperature. The transition is also relatively sharp (over
a relatively narrow temperature range). In addition, unde-
sirably large hysteresis has been observed for the copoly-
mers at the first order F–P transition. Therefore to make
use of the unique opportunities near the first-order F–P
transition in P(VDF-TrFE) copolymer systems, the copoly-
mer should be modified as to broaden the phase transition
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derived based on Landau-Devonshire theory using the parameter
obtained on BaTiO3.

region as well as to move it to room temperature while
minimizing hysteresis.

To modify the phase transition behavior in P(VDF-
TrFE) copolymer, one approach is to make use of high-
energy irradiation. This has been demonstrated in several
earlier studies. For example, Lovinger found that high-
energy electron irradiation can convert the ferroelectric
phase at room temperature to resemble a macroscopically
paraelectric phase (84). Subsequently, Odajima et al. and
Daudin et al. found that the sharp dielectric constant peak
from the F–P transition can be broadened markedly and
moved to near room temperature by irradiation (85,86).
More recently, Zhang et al. showed that by high-energy
electron irradiation, the normal ferroelectric P(VDF-TrFE)
copolymers can be converted into a relaxor ferroelectric
with high electrostrictive strains (87–90).

Figure 24 compares the polarization loops of P(VDF-
TrFE) 50/50 mol% copolymer before and after irradiation
(40 Mrad of 2.5 MeV electrons at 120◦C). As shown, the
irradiation effectively eliminates the room temperature
polarization hysteresis. The dielectric data of the irradi-
ated copolymer are presented in Fig. 25, where clearly the
broad room temperature peak moves to higher tempera-
ture as the measuring frequency increases. In addition, it
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using 2.55 MeV electrons.

was found that the peak temperature Tm is related to the
frequency f by the Vogel-Folcher (V-F) relation, as shown
in the insert of Fig. 25,

f = f0 exp
( −U

k(Tm − Tf )

)
, (12)

where Tf can be regarded as a freezing temperature of the
system (91).

Polarization loop measurements also reveal that as the
temperature is lowered, the irradiated copolymer shows
a gradual increase of the polarization hysteresis, Fig. 26.
Figure 27 compares the remanent polarization for the
copolymer before and after irradiation. Evidently, Pr

changes with temperature rather gradually after the irra-
diation. The peak of the derivative of Pr with respect to tem-
perature is very close to Tf from the V-F law fitting (305 K
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Figure 27. Comparison of change in remanent polarization (Pr)
with temperature for P(VDF-TrFE) 50/50 mol% copolymer films
before (dashed lines) and after (solid line) irradiating with 2.5 MeV
electrons for 40 Mrad dose at 120◦C.

versus Tf = 307 K). This result suggests a dipolar freezing
process in the material. All of these features are reminis-
cent of those observed in ceramic Pb(Mg1/3Nb2/3)O3, which
is the best-known relaxor ferroelectric in inorganic systems
(92,93). Since the polarization response in P(VDF-TrFE)
copolymer is from the dipoles, the irradiated copolymer
should be an interesting system to study the relaxor ferro-
electric behavior in a dipolar system.

The irradiated copolymer has been shown to possess a
high electrostrictive strain. Figure 28(a) shows the longitu-
dinal strain (S3) for the copolymer 68/32 mol% after irradi-
ation: a strain of −5% is achieved under a field of 150 MV/m
(94). The plot of S3 versus P2 yields a straight line, indicat-
ing the response is electrostrictive in nature, S3 = Q33 P3

2,
Fig. 28(b). For the irradiated copolymer, Q33 is found in the
range between −4 to −15 m4/C2, depending on the sample
processing conditions. The strain response does not change
appreciably with temperature as suggested by the plot in
Fig. 28(c).

Of special interest is the finding that in P(VDF-TrFE)
copolymers, large anisotropy in the strain responses ex-
ists along and perpendicular to the chain direction, as
can be deduced from the change in the lattice parame-
ters between the polar and nonpolar phases. Therefore, the
transverse strain can be tuned over a large range by vary-
ing the film processing conditions (95,96). For unstretched
films, the transverse strain is relatively small (∼ +1% level
at ∼100 MV/m), while the amplitude ratio between the
transverse strain and longitudinal strain is less than 0.33.
This feature is attractive for devices utilizing the longitu-
dinal strain such as ultrasonic transducers in the thick-
ness mode, and actuators and sensors making use of the
longitudinal electromechanical responses of the material.
For example, with a very weak transverse electromechan-
ical response in comparison with the longitudinal, one can
significantly reduce the influence of the lateral modes on
the thickness resonance and improve the performance of
the thickness transducer. On the other hand, for stretched
films, a large transverse strain (S1) along the stretching
direction can be achieved as shown in Fig. 29, where the
transverse strain about +3.5%, as observed in the irradi-
ated copolymer under an electric field of 110 MV/m. It is
also found that for stretched films, the amplitude of the
transverse strain along the stretching direction is com-
parable to the longitudinal strain, while the amplitude
of the transverse strain in direction perpendicular to the
stretching direction (S2) in much less (∼1% at 100 MV/m).

It is also of interest that the strain along the thickness
direction (parallel to the electric field) is always negative
for P(VDF-TrFE) copolymers regardless of the sample pro-
cessing conditions. In fact, this is a general feature for a
system in which the polarization response originates from
the dipolar interaction and is true for all polymeric piezo-
electric and electrostrictive responses (97,98). The sign
of the strains perpendicular to the applied field direction
will depend on the sample processing conditions. For the
anisotropically stretched films discussed here, the electric
induced strain along the stretching direction, which is per-
pendicular to the applied field, is positive, whereas in the
direction perpendicular to both stretching and applied field
directions, the strain is negative. For unstretched samples
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Figure 28. (a) Electric field induced strain along the thickness
direction (longitudinal strain, S3) versus electric field measured at
room temperature and 1 Hz, (b) change in longitudinal strain (S3)
with square of polarization (P), and (c) temperature dependence
of longitudinal strain induced under 14 MV/m and 1 Hz driving
electric field, of unstretched P(VDF-TrFE) 68/32 mol% copolymer
films irradiated at 105◦C with 70 Mrad dose using 1 MeV electrons.
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Figure 29. Transverse strain along the stretching direction (S1)
as a function of driving electric field at different temperatures
measured for stretched P(VDF-TrFE) 68/32 mol% copolymer films
irradiated at 100◦C with 70 Mrad dose using 1.2 MeV electrons.

that are isotropic in the plane perpendicular to the applied
field, the strain component in the plane is an average of
the strains along the chain (positive) and perpendicular to
the chain (negative) and is in general positive.

For electrostrictive materials, the electromechanical
coupling factor (kij) has been derived by Hom et al. based
on the consideration of electrical and mechanical energies
generated in the material under external field (99):

k2
3 j = kS2

j

sD
ij

[
PE ln

(
PS + PE

PS − PE

)
+ PS ln

(
1 −

(
PE

PS

)2
)] ,

(13)
where j = 1 or 3 correspond to the transverse or longitu-
dinal direction (e.g., k31, is the transverse coupling factor)
and sD

jj is the elastic compliance under constant polariza-
tion, Sj and PE are the strain and polarization responses,
respectively, for the material under an electric field of E.
The coupling factor depends on E, the electric field level.
In Eq. (13), it is assumed that the polarization-field (P-E)
relationship follows approximately

|PE| = PS tanh(k|E|), (14)

where PS is the saturation polarization and k is a constant.
It is found that Eq. (14) describes the P-E relationship of
the irradiated copolymers studied here quite well (94).

The electromechanical coupling factors for the irradi-
ated copolymers have been determined based on the data
on the field-induced strain, the elastic modulus (Fig. 30),
and polarization. Presented in Fig. 31 are k33 for the un-
stretched sample and k31 for the stretched sample along
the drawing direction. Near room temperature and under
an electric field of 80 MV/m, k33 can reach more than 0.3,
which is comparable to that obtained in a single-crystal
P(VDF-TrFE) copolymer (81). More interestingly, k31 of
0.45 can be obtained in a stretched copolymer, which is
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Figure 30. Temperature dependence of elastic modulus mea-
sured along the stretching direction for stretched P(VDF-TrFE)
68/32 mol% copolymer films irradiated at 100◦C with 70 Mrad
dose using 1.2 MeV electrons.
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Figure 31. Dependence of electromechanical coupling coeffi-
cients on the applied electric field: (a) k33 for extruded unstretched
P(VDF-TrFE) 68/32 mol% copolymer films irradiated at 105◦C
with 70 Mrad dose using 1 MeV electrons and (b) k31 for
stretched P(VDF-TrFE) 68/32 mol% copolymer films irradiated
with 70 Mrad dose using 1.2 MeV electrons at 100◦C.
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Figure 32. Effect of (a) tensile stress on transverse strains (S1) for
stretched film and (b) hydrostatic pressure on longitudinal strain
(S3) for unstretched film at room temperature under different
driving electric fields. The sample used here is P(VDF-TrFE) 65/
35 mol% copolymer film irradiated at 95◦C with 60 Mrad dose
using 2.55 MeV electrons.

much higher that values measured in unirradiated P(VDF-
TrFE) copolymers.

For a polymer, there is always a concern about the elec-
tromechanical response under high mechanical load; that
is, whether the material can maintain high strain lev-
els when subject to high external stresses. Figure 32(a)
depicts the transverse strain of stretched and irradiated
65/35 copolymer under a tensile stress along the stretch-
ing direction and the longitudinal strain of unstretched
and irradiated 65/35 copolymer under hydrostatic pressure
(100,101). As can be seen from the figure, under a constant
electric field, the transverse strain increases initially with
the load and reaches a maximum at the tensile stress of
about 20 MPa. Upon a further increase of the load, the
field-induced strain is reduced. One important feature re-
vealed by the data is that even under a tensile stress of
45 MPa, the strain generated is still nearly the same as
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that without load, indicating that the material has a very
high load capability. Shown in Fig. 32(b) is the longitudinal
strain under hydrostatic pressure. At low electric fields, the
strain does not change much with pressure, while at high
fields it shows increase with pressure.

The results demonstrate that the electrostrictive
P(VDF-TrFE) copolymer has a relatively high load capa-
bility. The observed change in the strain with load can be
understood based on the consideration of the electrostric-
tive coupling in this relaxor ferroelectric material as has
been considered and discussed in (100,101).

CONCLUDING REMARKS

A large number of studies are concerned with the elec-
tromechanical properties of PVDF and P(VDF-TrFE) poly-
mers, including both the piezoelectric responses from poly-
mers with semicrystalline and single-crystal forms and
electrostrictive responses from the newly developed high-
energy irradiated copolymers. This article has consolidated
these studies and emphasized the different polarization
responses in ferroelectric polymers such as polarization
switching, phase transformation, and pure dielectric re-
sponse. Optimizing the electromechanical responses from
each type of polarization responses is a fruitful area of re-
search. By proper polymer engineering, the electromecha-
nical properties can be improved substantially as demon-
strated in the high-energy irradiated copolymers.

The discussion has included the syntheses, stereochem-
istry, and major crystal structures as well as their interest-
ing morphologies, phase diagrams and phase transitions.
From a practical perspective, it should be quite evident that
knowledge of their macromolecular properties and struc-
tures is quite desirable to successfully exploit their piezo-
electric and electrostrictive properties. In particular, the
molecular conformation, crystal structures, and polymer
morphology can be controlled at the molecular and meso-
scopic levels, and this can be accomplished by varying the
composition and electroprocessing conditions, as well as
utilizing defect modification. As a result, the properties of
PVDF and its copolymer depend substantially on these con-
ditions. Although traditional PVDF and the P(VDF-TrFE)
polymers have been used in the piezoelectric mode, re-
cent evidence was presented that demonstrates a remark-
able enhancement in the strain of P(VDF-TrFE) films after
exposure to high-energy irradiation, which involves elec-
trostriction. Further study in this direction is certainly
merited if only to identify alternative techniques to gen-
erate electrostrictive polymer films and other avenues to
achieve high electromechanical effects.
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INTRODUCTION

Many reports have been published on functionally graded
materials made of metals and ceramics (1). These graded
materials have improved strength against thermal stress,
electromagnetic, and optical properties. There have been
particularly many reports on a functionally graded ce-
ramic, which can be called a smart material. In this
ceramic, the area of strong thermoelectric performance
shifted with increasing temperature. Then, thermoelectric
performance can be kept high across a wide temperature
gradient.

There have been some reports on functionally graded
polymeric materials (2–38). These functionally graded
polymeric materials can be classified into four types ba-
sed on the materials used, as shown in Table 1. Then,
graded structures may be classified into six groups. How-
ever, reports on functionally graded polymer blends are
few (4–9,14–25), although studies have been published on
various types of blends. A functionally graded polymer
blend has the structure shown in Fig. 1. The blend has two

Table 1. Various Types of Functionally Graded Polymeric Materials

Types of Materials Used Structure Preparative Method Size of Dispersion Phase

Metal(or ceramic)/ Composites � Laminate method Big
Polymer � Electric field method

� Centrifugation method
� Flame spraying method

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Polymer/Polymer Immiscible � Surface inclination in
polymer blend melt state method

� Surface inclination in
solution method

� Dissolution–diffusion
method

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Miscible � Diffusion in melt Molecular
polymer blend method order

� Dissolution–diffusion
method

. . . . . . . . . . . . . . . . . . . . . . . . . . . . Copolymer � Diffusion method of . . . . . . . . . . . . . . . . . . . . . . . . . . .

Atom–atom (ramdom) monomer in polymer gel Atom order
(intramolecules) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Copolymer � Living anion or radical
(tapered) polymerization method
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Density of � Changing method of
cross-linking cross-linking conc.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

High-order � Changing method of Same atoms
structure (same polymer) cross-linking temp. and molecules

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Crystal structure � Injection molding method

different surfaces without an interface and can have both
the advantages of a laminate and a homogenous blend.

Thus, we devised a new method, the dissolution–
diffusion method for preparing functionally graded poly-
mer blends (4–9,24,25). Here, graded polymer blends are
classified into two types, and they were prepared by three
methods except for our method, surface inclination in the
melt state (14,15), surface inclination in solution (16,17),
and diffusion in melt (19–23). The dissolution–diffusion
method devised by us is only one method that can be used
for preparing both types of graded polymer blends. Our
method has the following advantages compared with other
methods. The preparative time in our method is very short,
100 times shorter than the “diffusion in melt state” method.
The optimum conditions can be easily determined because
our method has many controllable factors. Further, chem-
ical decomposition of molecules does not occur in prepa-
ration because the preparation is at a lower temperature.
Therefore, our method is considered very useful.

In this report, I give a detailed description of the
preparative mechanism for functionally graded poly-
mer blends in the dissolution–diffusion method. Then,
I explain how I determined the optimum conditions
for the several types of functionally graded polymer
blends, polyvinyl chloride (PVC)/(polymethyl methacrylate
(PMMA), polyhexyl methacrylate (PHMA), or polycapro-
lactone (PCL), and bisphenol A type polycarbonate
(PC)/polystyrene (PS), in characterizing graded structures
of the blends by measuring FTIR spectra, Raman
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Figure 1. Schematic model of functionally graded blend.

microscopic spectra, thermal behaviors around the glass
transition temperature(Tg) by the DSC method or by SEM-
EDX (Scaning Elecro Microscopy-Energy Disperisive Xray
Spectrometer) observation. Further, several types of func-
tional properties, especially smart performance, are dis-
cussed, which result from the graded structure. Finally, the
prospects of functionally graded polymer blends for appli-
cations are discussed.

MECHANISM OF DIFFUSION–DISSOLUTION METHOD

The mechanism of forming a graded structure is as follows.
After a polymer B solution is poured on a polymer A film
in a glass petri dish, polymer A begins to dissolve and
diffuse in the solution to the air side (Fig. 2), but the
diffusion is interrupted when all of the solvent evapo-
rates. Thus, a blend film is produced that consists of a
concentration gradient of polymer A/polymer B in the
thickness direction.

Based on the steps of dissolution and diffusion of poly-
mer A, the graded structures can be classified into three
types (Fig. 3).

First Type. Polymer A begins to dissolve and then dif-
fuses but does not yet reach the air side surface of the
polymer B solution. The blend has three phases (polymer
A, polymer B, and a thin graded structure).

Second Type. Just when all polymer A has finished dis-
solving, the diffusion frontier reaches to the air side surface
of polymer B solution. The blend has one graded phase from

Evaporation

Polymer B solution

Polymer A film

Dissolution and
diffusion

Figure 2. Schematic model of dissolution–diffusion method.

the surface to the other, and those surfaces are composed
of polymer A only or polymer B only.

Third Type. After the dissolution and diffusion of poly-
mer A reaches the air side surface of the polymer B so-
lution, polymer A and polymer B molecules begin to mix
with each other and become miscible. The concentration
gradient begins to disappear.

The Formation of a concentration gradient depends on
(1) the dissolution rate of polymer A in the polymer B so-
lution, (2) the diffusion rate of polymer A in the polymer B
solution, and (3) the interrupted time of the diffusion due
to the completion of solvent evaporation. The factors that
control these phenomena are (1) the type of solvent, (2) the
casting temperature, (3) the molecular weight of polymer
A, and (4) the amount of polymer B solution.

Until polymer A completely dissolves or reaches the sur-
face of the polymer B solution in the formation of the first
and second types of structure, the diffusion of polymer A in

Graded structure 2

Wide graded blend

Graded structure 3

Gentle graded blend

Graded structure 1

Polymer B
Narrow graded phase

Polymer A

Figure 3. Schematic models of various types of graded structures.
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Figure 4. The change in PVC content in the thickness direction
of PVC/PMMA graded blends.

the polymer B solution is considered to obey Fick’s second
law (Eq. 1) by assuming that the evaporation of the sol-
vent from the polymer B solution can be neglected during
diffusion:

∂CA

∂t
= DAB

�

(
∂2CA

∂x2

)
, (1)

1 step method

Evaporation of solvent

Polymer B solution

Polymer A film

Dissolution-diffusion

2 steps method

Evaporation of solvent

Polymer A/Polymer B
(5/5) solution

Polymer A film

Dissolution-diffusion

4 steps method

Evaporation of solvent

Polymer A/Polymer B
(7/3) solution

Polymer A film

Dissolution-diffusion

Evaporation of solvent

Film formed in the 1st step Film formed in the 1st step

Polymer B solution

Dissolution-diffusion

Evaporation of solvent

Polymer A/Polymer B
(5/5) solution

Dissolution-diffusion

Evaporation of solvent

Polymer A/Polymer B
(3/7) solution

Film formed in the 2nd step

Polymer B solution

Film formed in the 3rd step

Dissolution-diffusion

Evaporation of solvent

Dissolution-diffusion

The 1st
step

The 2nd
step

The 3rd
step

The 4th
step

Figure 5. Schematic models of multiple step methods.

where CA is the concentration of polymer A, t is time
passed, x is the distance from the surface of the polymer A
sheet, and DAB is an apparent diffusion coefficient.

The point where CA becomes one shifts to the petri glass
side, as the dissolution of polymer A proceeds. Thus, by
considering this effect and rearranging mathematically,
Eq. (2), is obtained from Eq. (1):

CA = erfc

(
(x − b)

2
√

DABt

)
,

erfc(x) =
(

2√
π

) ∫ ∞

x
exp(−ξ2)dξ,

(2)

where b is the distance between the petri glass surface and
the other side of the remainder of polymer A, which has not
yet dissolved. Therefore, the gradient profile in the blend
at t can be estimated from Eq. (2).

The fit of Eq. (2) to the experimental data was examined
for the PVC/PMMA graded blend, and this is explained
in detail in the next paragraph. The experimental data
agreed approximately with the values predicted by Eq. (2),
as shown in Fig. 4. DAB and b were obtained as 6.38 µm2/s
and 57 µm, respectively. The DAB was much larger than
the value in the “diffusion in melt state,” and this means
that this dissolution–diffusion method is very useful.

Further, a thicker and more excellently graded blend
film can be prepared by the multiple step method, as il-
lustrated in Fig. 5. Here, the graded blend was obtained
by repeatedly changing the composition of the blend in the
poured solution.
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PREPARATION AND CHARACTERIZATION OF SEVERAL
TYPES OF FUNCTIONALLY GRADED POLYMER BLENDS

Amorphous Polymer/Amorphous Polymer Miscible Blends

In the PVC/PMMA system (6,7), we prepared samples
by changing the four controllable conditions: (1) the type
of solvent, (2) the casting temperature, (3) the molecular
weight of the PVC, and (4) the amount of the PMMA
solution) and characterized the graded structures of the
samples by FTIR-ATR, Raman microscopic spectroscopy,
and DSC methods. Figure 6 shows the graded structure
of the samples in the direction of thickness, measured by
FTIR-ATR. In a similar blend that had graded structure 1,
on a laminate, the PMMA content increased at 60% of the
distance/thickness, and it was confirmed that it has a thin
graded layer (about 10–20% of the distance/thickness).
Then, in the blend of graded structure 3, the PMMA con-
tent was kept at about 50% in the entire range. However,
in the blend of graded structure 2, the PMMA content
gradually increased in the range from 0–100% of the dis-
tance/thickness. Thus, it was found that this blend had an
excellently wide concentration gradient. Here, the PMMA
content was estimated from the ratios of the absorption
band intensities at 1728 cm−1 (stretching of the carbonyl
group in PMMA) and 615 cm−1 (stretching of C–Cl bond
in PVC). The change in PMMA content in the thickness
direction of the blend film was estimated by measuring
FTIR-ATR spectra on a sliced layer of the blend film.

The change in PVC content of the graded blend can be
characterized by Raman microscopic spectroscopy method,
similarly to the FTIR-ATR method, as shown in Fig. 4.
Raman microscopic spectra were measured at the focused
point, which was shifted by 10 µm from one surface
area to the other. It was confirmed that the blend had a
comparatively thick layer of a graded structure phase. This
method is considered significantly useful because an easy
and detailed estimate can be made for the graded profile
of a blend.

Further, the graded structure was characterized by the
DSC method. The DSC curve of the blend that has a widely
graded structure (graded structure 2), shows more grad-
ual steps around Tg than the others (Fig. 7). Similarly,
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Figure 6. The change in PMMA content in the thickness direction
of several types of PVC/PMMA graded blends.
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Figure 7. The DSC curves of several types of PVC/PMMA blends.

the structures of the samples, which were prepared un-
der several types of conditions were investigated, and
the optimum conditions (molecular weight of PVC: Mn =
35600, MW = 60400; type of solvent: THF/toluene(5/1);
volume of solvent:0.23 mL/cm2; temperature: 333K) were
determined.

In the PVC/PHMA system (7), the graded structure
of the sample could not be estimated by the FTIR-ATR
and DSC methods, because PHMA was very soft at room
temperature. Thus, the graded structure was measured by
the SEM-EDX method (Fig. 8). The chlorine content in the
sample increased gradually to the petri glass side, and then
it was confirmed that it has a widely graded structure.

Further, the structures of the samples, which were pre-
pared under several types of conditions were investigated,
and the optimum conditions (molecular weight of PVC:
Mn = 35600, MW = 60400; type of solvent: MEK; volume
of solvent: 0.37 mL/cm2; temperature: 313K) were deter-
mined.

Amorphous Polymer/Crystalline Polymer Miscible Blends

In the PVC/PCL system (25), we obtained the optimum
conditions for preparing a graded polymer blend that
had a wider compositional gradient, similar to that of

Thickness direction

C
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e 
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t

0000    15 kV

Figure 8. Chlorine content along the thickness of a PVC/PHMA
graded blend (X 750, —; 20 µm).
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Figure 9. Graded structure of PVC/PCL graded blends.

the PVC/PMMA system. Figure 9 shows the PVC content
of the samples in the direction of thickness, measured by
the FTIR-ATR method. PVC began to decrease at about
70 µm from the petri glass side and decreased gradually
until the surface of the air side, that is, about 240 µm away
from the petri glass side in both solution volumes.

Then, the change of Tg in the thickness direction of the
blend film was characterized by the DSC method (Fig. 10)
for 0.364 mL/cm2 of solution volume. Tg decreased at in-
creasing distance from the petri glass side, similar to the
PVC content. Thus, the graded structure in PVC content
was confirmed by the graded profile in Tg.

Further, the change in PCL crystalline content was de-
termined from the amount of heat diffusion of crystalline
PCL, measured by the DSC method. The heat diffusion be-
gan to increase, after it was kept at zero until about 130 µm
of the distance. Then, it increased immediately at about
180 µm. Thus, it was found that a graded structure in crys-
talline PCL was formed in the range from 130–240 µm of
the distance. This means that the graded PVC/PCL blend
obtained had both a gradient concentration of PVC and a
gradient content of crystalline PCL, as shown in Fig. 11.
The PCL content was about 30% at about 130 µm of the
distance. This result indicates that crystalline PCL in the
homogeneous PVC/PCL blend emerged at concentrations
of more than 30% PCL (39). Then, it was concluded that
the amorphous phase was made of a miscible amorphous
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Figure 10. Graded structure of PVC/PCL graded blends ( �, Tg;
◦, PVC content).
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Figure 11. Graded structure of PVC/PCL graded blends ( �, PVC
content; ◦, heat of diffusion).

PVC/amorphous PCL blend. Further, the PCL crystalline
phase decreased again coming closer to the surface of
the air side. It is thought that this phenomenon occurs
because the formation of the amorphous phase is more
thermodynamically stable than that of the crystalline
phase. Therefore, it was believed that the graded structure
of the PVC/PCL graded blend is as schematically illus-
trated in Fig. 12.

Amorphous Polymer/Amorphous Polymer
Immiscible Blends

We attempted to prepare a graded PC/PS blend by
the dissolution–diffusion method (24), similar to the
PVC/PMMA system. In this case, PS solution was poured
on PC film. However, we did not obtain a graded struc-
ture, but we did obtain a system of two homogeneous lay-
ers which were composed of about 50% and 0–10% PC,
as shown in Fig. 13. Then, macrophase separation was
observed in the former layer. It is believed that this results
because of only three factors, the dissolution rate, diffusion
rate, and evaporation time affect the process of forming a
graded structure of a miscible blend. However, in forming a
graded structure of an immiscible blend, three new factors,
macrophase separation, surface inclination, and gravime-
try, in addition to the former factors may significantly affect
the process, as shown in Fig. 14. It is especially considered

PCL Crystalline phase

PCL PVC

Figure 12. Schematic model of PC/PS graded blend.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV-II January 23, 2002 21:27

POLYMER BLENDS, FUNCTIONALLY GRADED 831

PC-b-PS copolymer/
PS(1/9) blend

PS only

Type of solution
100

90

80

70

60

50

P
C

 C
on

te
nt

 (
%

)

40

30

20

10

0
0 20 40 60 80

Distance from petri glass side (µm)

100 120 140 160 180

Figure 13. Graded structure of PC/PS graded blends with
or without PS–b–PC block copolymer.

that macrophase separation may break a strongly graded
structure on the way to formation, because it is concen-
trated by evaporation of solvent.

Thus, we attempted to protect the formation process
of the graded structure from macrophase separation by
adding a PS-b-PC copolymer (40) to the PS solution (PS-
b-PC copolymer/ PS = 1/9). Here, the PC segment content
in the block copolymer was 46% (NMR measurement). It
was found that the widely graded structure obtained in the

(1) Effect of macro
phase separations

(2) Effect of surface
inclination

(3) Effect of gravitation

Figure 14. The other factors that affect the formation of a graded
structure in an immiscible blend.
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Figure 15. Graded structure of PC/PS graded blends when PC
solution was poured on a PS film.

PC/PS blend was formed in the distance range of 0–100 µm
from the petri glass side (Fig. 13).

Furthermore, we attempted to prepare a graded PC/PS
blend by pouring a PC solution containing the block
copolymer on the PS film. Figure 15 shows the change in
PC content in the direction of the film thickness. The for-
mation of a widely graded structure was confirmed at a
long far distance from, and also, close to the petri glass
side. This result was considered to mean that factor of sur-
face inclination significantly influenced the formation of a
graded structure.

Therefore, the graded immiscible PC/PS blend was ob-
tained by adding a PC-b-PS copolymer. It is believed that
the graded structure of the PC/PS graded blend is as
schematically illustrated in Fig. 16.

FUNCTIONAL AND SMART PERFORMANCES
AND THE PROSPECT FOR APPLICATION

Functional and Smart Performance

It was found in our study (6,7) that graded polymer
blends had several types of functional properties, including
smart performance. Thus, the functional properties of a
PVC/PMMA blend that contains graded structure 2 (an
extremely widely graded concentration) were explained by

PC PS

Figure 16. Schematic model of PC/PS graded blend.
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comparison with those of a blend that contains graded
structure 1 (similar to a laminate system), perfectly misci-
ble blends (1/1), PVC only, and PMMA only.

Tensile Properties. The tensile properties of PVC,
PMMA, a perfectly miscible blend (1/1), blends that have
graded structures 1 and 2 (blend types 1 and 2), in the
vertical direction of thickness are summarized in Table 2.
The tensile strength of the homogeneously miscible blend
is the highest, and the next is blend type 2, surpassing
PVC, PMMA, and blend type 1. This phenomenon means
that formation of a graded structure suppresses a break
at the interface and also gives properties superior to the
source materials. It is believed that this occurs because
the blend phase that has the concentration gradient has a
sufficiently high tensile strength. For elongation at break,
blend type 2 appeared sufficiently good. The tensile mod-
ulus of blend type 2 is higher than that of blend type 1. It
was found, thus, that the break in tensile stress could be
suppressed by formation of a concentration gradient.

Thermal Shock Resistance. Thermal shock resistance
was tested by moving the specimens from a box to an-
other (kept at 253 K and 373 K) repeatedly (5 times) every
30 min. The specimens were then evaluated for thermal
shock resistance by measuring a maximum angle of warp,
as illustrated in Fig. 17, and adhesive strength in shear by
tension loading.

The thermal shock resistance of blend type 2 that had
a graded structure 2 was tested and those results (maxi-
mum value of warp angle and adhesive strength in shear
by tension loading) were compared with those of blend type
1 that had graded structure 1, as shown in Table 2.

The film of blend type 1 was highly warped, whereas
that of blend type 2 almost did not warp. The adhesive

Table 2. Properties of PVC/PMMA Functionally Graded Blends

PVC/PMMA Blend

Type 2a Type 1 P.M.Tb PVC PMMA

Tensile Properties

Tensile strength (kgf/mm2) 6.4 4.5c 7.2 5.7 6.1
Elongation at break (%) 4.5 2.8c 5.2 3.9 3.1
Tensile modulus of

elasticity (kgf/mm2) 200 190 c 220 230 230

DMA Properties (Tensile Mode)
Tg width of

storage modulus (K) 20 8.6,11c 11 — —
Half temperature

width Tg in tan δ (K) 16 — 10 — —

Thermal Shock Resistance

Maximum warp angle (◦) 9 170d — — —
Adhesive strength in

shear by tension loading (kgf) 98 71d — — —

aBlend containing graded structure 2.
bPerfectly miscible blend.
cPrepared by the hot press method.
dBlend containing graded structure 1.

Maximum
angle

Figure 17. Method of measuring maximum angle of warp.

strength in shear by tension loading of blend type 2 was
higher than that of blend type 1. It is believed that it oc-
curs because the differences in the expansion of PVC (rub-
ber state) and PMMA (glass state) at high temperature
(395 K) concentrated the warp stress at the interface and
decreased the strength of the interface. However, in blend
type 2, the phase containing an excellently wide concen-
tration gradient prevented the warp stress from concen-
trating. Thus, the thermal shock resistance of the blend
(blend type 2) that has an excellently wide concentration
gradient was superior to that of the similar blend (blend
type 1) on a laminate film. It was found that the formation
of an excellently wide concentration gradient improved the
strength of the interface.
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Smart Performance(DMA Properties). The change in ten-
sile storage modulus and tan δ of PVC/PMMA blend type 2
that has a wide concentration gradient around Tg was com-
pared with the perfectly miscible blend (1/1) by a DMA
measurement (rate of temperature increase: 1 K/min; fre-
quency: 0.2 Hz). Then, the Tg width of storage modulus and
half temperature of the Tg width of tan δ were estimated,
as shown in Table 2.

The half width of temperature of tan δ for the for-
mer (16 K) was significantly larger than that of the lat-
ter (10 K). Thus, it was confirmed that blend type 2 has
a continuous phase because of its wide range of Tg. Thus,
tan δ of the graded blends of PVC and several types of
polyalkyl methacrylate(PMA) that contain graded struc-
ture 2 were measured, as shown in Fig. 18. Tan δ of
the graded PVC/PHMA blend had the widest temperature
range. Thus, it was confirmed that the wide temperature
range is caused by the larger difference of the Tg in the poly-
mer pairs of the graded PVC/PHMA blend.

Further, we investigated the optimum conditions for
preparing a graded PVC /PHMA blend that had a wider
temperature range of tan δ. Then, we obtained the
PVC/PHMA blend that contained an excellently graded
structure 2, which showed a peak of tan δ in a much wider
temperature range compared with those of a blend that
contained graded structure 1 and a perfectly miscible blend
(1/1), as shown in Fig. 19.
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Figure 18. DMA data for PVC/PMA graded blend.
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Figure 19. DMA data for PVC/PHMA graded blends.

Further, in both PVC/PMMA and PVC/PHMA blends,
the tensile storage modulus of blend type 2 that contained
an excellently graded structure 2 began to decrease at a
lower temperature than that of the a perfectly miscible
blend (1/1) and did not have a terrace, whereas that of a
similar blend that contained graded structure 1 on a lam-
inate had some terraces.

Sandwiched steel beams combined by a polymer are
used for damping materials (41), and it is known that the
damping efficiency shows a maximum in the temperature
range, at which the polymer used has a peak of tan δ. Then,
it is expected that an excellently graded blend that has a
peak of tan δ in a much wider temperature range will be
useful as a damping material in a wide temperature range.
Graded polymer blends can be used as smart materials
based on the following principle.

An excellently graded blend was used as the polymer
that combined the steel plates shown at the right in Fig. 20.
The Tg of the graded blend decreases with a shift from
left to the right side of the figure. At the highest temper-
ature, that is, the same temperature as the higher Tg of
the polymer pairs in the blend, the area at the farthest left
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Figure 20. Schematic model of so-called smart performance in
the damping property of a steel plates combined by a functionally
graded blend.

side shows the best damping performance. And then, the
area shifts to the right side as the temperature decreases.
Finally, at the lowest temperature, that is, the same tem-
perature as the lower Tg of the polymer pair in the blend,
the area at the farthest right side shows the best damping
performance. Therefore, the area that shows high damp-
ing performance shifts as the temperature changes. This
performance is considered one of the so-called smart per-
formances.

The Prospects for Application of Functionally
Graded Blends

Functionally graded polymer blends are expected to be
used in place of laminates because of their superior
strength and thermal shock resistance. The superiority
results from the lack of an interface that suppresses the
break at the interface and thermal stress. Further, the ex-
cellently wide compositional gradient results in a graded
structure that has several types of improved physical prop-
erties. Therefore, new functional performance is expected
because of these physical property gradients that can be
applied in the various fields shown in Table 3.

Table 3. Possibility of Applications of Functionally
Graded Polymer Blends

Expected Functional
Property Application

Relaxation of thermal � Mechanical device for
stress antiabrasion

� Sporting goods
� Construction materials

Prevention of vibration � Vibration and sound
and sound proofing

Electromagnetic � Electromagnetic shield
materials � Copy machine device

Photo materials � Optic fiber
� Lens

Medical materials � Artificial internal organs
� Artificial blood vessels

and organs
Packing materials � Waterproof adhesive
Chemical � Chemical resistance

material
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INTRODUCTION

Life is polymeric in its essence. The most important com-
ponents of living cell, proteins, carbohydrates, and nucleic
acids are polymers. Even lipids, which have lower molecu-
lar weights, can be regarded as methylene oligomers that
have a polymerization degree around 20. Nature uses poly-
mers as constructive elements and parts of complicated cell
machinery. The salient feature of functional biopolymers is
their all-or-nothing or at least highly nonlinear response
to external stimuli. Small changes happen in response to
varying parameters until the critical point is reached; then
a transition occurs in the narrow range of the varied pa-
rameter, and after the transition is completed, there is no
significant further response of the system. Such nonlinear
response of biopolymers is warranted by highly coopera-
tive interactions. Despite the weakness of each particu-
lar interaction in a separate monomer unit, these interac-
tions, when summed through hundreds and thousands of
monomer units, provide significant driving forces for the
processes in such systems.

Not surprisingly, understanding the mechanism of
cooperative interactions in biopolymers has opened the
floodgates for attempts to mimic the cooperative behavior
of biopolymers in synthetic systems. Recent decades
witnessed the appearance of synthetic functional poly-
mers, which respond in some desired way to a change in
temperature, pH, electric, or magnetic fields or some other
parameters. These polymers were nicknamed stimuli-
responsive. The name “smart polymers” was coined due
to the similarity of the stimuli-responsive polymers to
biopolymers (1). We have a strong belief that nature has
always striven for smart solutions in creating life. The
goal of scientists is to mimic biological processes, and
therefore understand them better, and also to create novel
species and invent new processes.

The applications of smart polymer in biotechnology and
medicine are discussed in this article. The highly nonlin-
ear response of smart polymers to small changes in the ex-
ternal medium is of critical importance for the successful
functioning of a system. Most applications of smart poly-
mers in biotechnology and medicine include biorecognition
and/or biocatalysis, which take place principally in aque-
ous solutions. Thus, only water-compatible smart polymers
are considered; smart polymers in organic solvents or wa-
ter/organic solvent mixtures are beyond the scope of the
article. The systems discussed in the article are based on
either soluble/insoluble transition of smart polymers in
aqueous solution or on the conformational transition of
macromolecules physically attached or chemically grafted
to the surface. Systems that have covalently cross-linked
networks of macromolecules, called smart hydrogels, are
not considered.

One could define smart polymers used in biotech-
nology and medicine as macromolecules that undergo fast
and reversible changes from hydrophilic to hydrophobic
microstructure triggered by small changes in their envi-
ronments. These microscopic changes are apparent at the
macroscopic level as precipitate formation in solutions of
smart polymers or changes in the wettability of a surface
to which a smart polymer is grafted. The changes are re-
versible, and the system returns to its initial state when the
trigger is removed.

SMART POLYMERS USED IN BIOTECHNOLOGY
AND MEDICINE

The highly nonlinear transitions in smart polymers are
driven by different factors, for example, neutralization of
charged groups by either a pH shift (2) or the addition of an
oppositely charged polymer (3), changes in the efficiency
of hydrogen bonding and an increase in temperature or
ionic strength (4), and critical phenomena in hydrogels
and interpenetrating polymer networks (5). The polymer
systems that have highly nonlinear response can be
divided into three general groups: pH-sensitive smart
polymers, thermosensitive smart polymers, and reversibly
cross-linked networks.

pH-Sensitive Smart Polymers

The first group of smart polymers consists of polymers
whose transition between the soluble and insoluble state
is created by decreasing the net charge of the polymer
molecule. The net charge can be decreased by changing
the pH to neutralize the charges on the macromolecule
and hence to reduce the hydrophilicity (increase the hy-
drophobicity) of the macromolecule. Copolymers of methyl-
methacrylate (hydrophobic part) and methacrylic acid
(hydrophilic at high pH when carboxy groups are de-
protonated but more hydrophobic when carboxy groups
are protonated) precipitate from aqueous solutions by
acidification to pH around 5, and copolymers of methyl
methacrylate (hydrophobic part) with dimethylaminethyl
methacrylate (hydrophilic at low pH when amino groups
are protonated but more hydrophobic when amino groups
are deprotonated) are soluble at low pH but precipitate in
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Figure 1. pH-induced precipitation of a random copolymer of
methacrylic acid and methacrylate (commercialized as Eudragit
S 100 by Röhm Pharma GMBH, Weiterstadt, Germany) (open
squares) and p-amino-phenyl-α-D-glucopyranoside-modified co-
polymer (open circles) measured as turbidity at 470 nm. Some
decrease in turbidity at lower pH values is caused by flocculation
and sedimentation of the polymer precipitate [redrawn from (8)].

slightly alkaline conditions (6). Hydrophobically modified
cellulose derivatives that have pending carboxy groups,
for example, hydroxypropyl methyl cellulose acetate suc-
cinate are also soluble in basic conditions but precipitate
in slightly acidic media (7).

The pH-induced precipitation of smart polymers is very
sharp and usually requires a change in pH of not more
than 0.2–0.3 units (Fig. 1). When some carboxy groups

Figure 2. Phase diagram for the
polyelectrolyte complex formed by
poly(N-ethyl-4-vinyl-pyridinium bromide)
(polymerization degree 530) and
poly(methacrylic acid) (polymerization
degree 1830. The dots (present pH values
at which the turbidity of the polymer solu-
tions was first observed at 470 nm. Ionic
strength was 0.01 M NaCl (a), 0.1 M NaCl
(b), 0.25 M NaCl (c) and 0.5 M NaCl (d).
Dashed area represents pH/composition
range where the complex is insoluble
[reproduced from (11) with permission].
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are used to couple a biorecognition element, for exam-
ple, noncharged sugar, the increased hydrophobicity of
the copolymer results in precipitation at a higher pH (8).
The copolymerization of N-acryloyl sulfametazine with
N,N-dimethylacrylamide results in a pH-sensitive polymer
whose reversible transition is in the physiological range of
pH 7.0–7.5 (9).

The charges on the macromolecule can also be neutra-
lized by adding an efficient counterion, for example, a low
molecular weight counterion or a polymer molecule of op-
posite charges. The latter systems are combined under the
name of polycomplexes. The cooperative nature of inter-
action between two polymers of opposite charges makes
polycomplexes very sensitive to changes in pH or ionic
strength (10). The complex formed by poly(methacrylic
acid) (polyanion) and poly(N-ethyl-4-vinyl-pyridinium
bromide) (polycation) undergoes reversible precipitation
from aqueous solution at any desired pH value in the
range 4.5–6.5 that depends on the ionic strength and poly-
cation/polyanion ratio in the complex (Fig. 2) (11). Poly-
electrolyte complexes formed by poly(ethylene imine) and
poly(acrylic acid) undergo soluble–insoluble transition in
an even broader pH range from pH 3–11 (12).

The pH of the transition of pH-sensitive polymers such
as poly(methylmethacrylate-co-methacrylic acid) or poly
(N-acryloyl sulfametazine-co-N,N-dimethylacrylamide) is
strictly fixed for the given composition of comonomers.
Thus, a new polymer should be synthesized for each de-
sired pH value. The advantage of polyelectrolyte complexes
is that by using only two different polymers and mix-
ing them in different ratios, reversible precipitation can
be achieved at any desired pH value in a rather broad
pH-range.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-P-DRV-II January 23, 2002 21:27

POLYMERS, BIOTECHNOLOGY AND MEDICAL APPLICATIONS 837

Thermosensitive Smart Polymers

The reversible solubility of thermosensitive smart
polymers is caused by changes in the hydrophobic–
hydrophilic balance of uncharged polymers induced by
increasing temperature or ionic strength. Uncharged poly-
mers are soluble in water due to hydrogen bonding with
water molecules. The efficiency of hydrogen bonding
lessens as temperature increases. The phase separation of
a polymer occurs when the efficiency of hydrogen bonding
becomes insufficient for the solubility of macro-molecule.

When the temperature of an aqueous solution of a
smart polymer is raised above a certain critical temper-
ature (which is often referred to as the transition tem-
perature, lower critical solution temperature (LCST), or
“cloud point”), phase separation takes place. An aqueous
phase that contains practically no polymer and a polymer-
enriched phase are formed. Both phases can be easily sep-
arated by decanting, centrifugation, or filtration. The tem-
perature of the phase transitions depends on the polymer
concentration and molecular weight (MW) (Fig. 3) (13,14).
The phase separation is completely reversible, and the
smart polymer dissolves in water when the temperature
is reduced below the transition temperature.

Two groups of thermosensitive smart polymers are most
widely studied and used:

� Poly(N-alkyl substituted acrylamides) and the most
well-known of them, poly(N-isopropyl acrylamide)
(poly(NIPAAM)), whose transition temperature is
32◦C (14), and

� Poly(N-vinylalkylamides) such as poly(N-vinyl-
isobutyramide) whose transition temperature is
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Figure 3. Phase diagram for poly(NIPAAM) in aqueous solution.
The area under the binodal curve presents the range of temper-
atures/polymer concentrations for homogeneous solution. Sepa-
ration into polymer-enriched and polymer-depleted phases takes
place for any polymer concentration /temperature above the bino-
dal curve [reproduced from (14) with permission].

39◦C (15) or poly(N-vinyl caprolactam) whose tran-
sition temperature is 32–33◦C (depending on the
polymers molecular weight) (13)

A variety of polymers that have different transition tem-
peratures from 4–5◦C for poly (N-vinyl piperidine) to 100◦C
for poly(ethylene glycol) are available at present (16).

pH-sensitive smart polymers usually contain carboxy
or amino groups that can be used for covalent coupling
of biorecognition or biocatalytic elements (ligands). Ther-
mosensitive polymers, on the contrary, do not have in-
herent reactive groups which could be used for ligand
coupling. Thus, copolymers that contain reactive groups
can be synthesized. N-Acryloylhydroxysuccinimide (17) or
glycidyl methacrylate (18) have often been used as active
comonomers in copolymerization with NIPAAM allowing
further coupling of amino-group-containing ligands to the
synthesized copolymers. The use of an initiator of polymeri-
zation (19) or chain transfer agent (20) that has an active
group results in a polymer modified only at the end of the
macromolecule. An alternative strategy is to incorporate a
polymerizable double bond into the ligand, for example, by
modification with acryoyl group, and then to copolymerize
the modified ligand with NIPAAM (21,22).

An increase in the hydrophilicity of the polymer-
accompanied incorporation of hydrophilic comonomers
or coupling to hydrophilic ligands increases the transi-
tion temperature, whereas hydrophobic comonomers and
ligands have the opposite effect (4). The pH-induced change
in ligand hydrophobicity could have a dramatic effect on
the thermoseparation of the ligand–polymer conjugate. A
copolymer of NIPAAM and vinyl imidazole precipitates at
about 35◦C at pH 8.0 where imidazole moieties are non-
charged and relatively hydrophobic, but no precipitation
occurs even when heating the polymer solution to 80◦C
at pH 6 where imidazole groups are protonated and very
hydrophilic (23).

Ligand–ligand interactions in a ligand–polymer con-
jugate also have a significant effect on the thermosepa-
ration. The precipitation temperature for the previously
mentioned copolymers of NIPAAM and vinyl imidazole
increases as the imidazole content in the copolymer
increases. On the contrary, the precipitation temperature
decreases as the increase of imidazole content increases,
when the polymer forms a Cu(II)-complex (23). Each Cu(II)
ion interacts with two to three imidazole groups to cross-
link the segments of the polymer molecule (24). The re-
stricted mobility of the polymer segments results in a lower
precipitation temperature.

Block copolymers that have a thermosensitive “smart”
part that consists of poly(NIPAAM) form reversible gels
on an increase in temperature, whereas random copoly-
mers separate from aqueous solutions by forming a con-
centrated polymer phase (25). Thus, the properties of smart
polymers that are important for biotechnological and medi-
cal applications could be controlled by the composition of
comonomers and also by the polymer architecture.

The phase transition of thermosensitive polymers at in-
creased temperature results from hydrophobic interactions
between polymer molecules. Because hydrophobic interac-
tions are promoted by high salt concentrations, the addi-
tion of salts shifts the cloud point to lower temperatures.
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When the transition temperature is below room tempera-
ture, polymer precipitation is achieved by just a salt addi-
tion without any heating. The addition of organic solvents,
detergents, and chaotropic agents increases the transi-
tion temperature because these compounds deteriorate hy-
drophobic interactions.

Reversibly Cross-Linked Polymer Networks

Systems that have reversible noncovalent cross-linking of
separate polymer molecules into a polymer network belong
to the third group of smart polymers. When formed, re-
versibly cross-linked polymers either precipitate or form
a physical gel. Polymers that have sugar ligands cross-
linked by lectins with multibinding sites (26) and boronate-
polyols (27–29) are the most widely used systems of this
type. The reversible response in these systems is achieved
by addition/removal of a low molecular weight analog of
the polymer. For example, small sugars added at high con-
centrations compete with sugar-containing polymers for
binding to lectin and destroy intrapolymer cross-links that
result in disengagement of the network.

Heterogeneous Systems Using Smart Polymers

A solid surface acquires new properties when modified
by adsorption or chemical grafting of smart polymers.
Smart polymer that have terminal (only single-point at-
tachment possible) or random (multipoint attachment pos-
sible) could be covalently coupled to the respective active
groups on the surface (30). Single-point attachment could
also be achieved by covalent modification of the surface
using an initiator of polymerization and then carrying out
polymerization of monomers in the solution that surrounds
the support. The growth of polymer chains occurs only
at the sites where initiator was coupled (31). Alternatively,
the solid support is irradiated by light (32) or a plasma
beam (33) when monomer is in the surrounding solution.
Active radical sites on the surface, which appear as a re-
sult of irradiation, initiate the growth of polymer macro-
molecules. As a rule, irradiation methods give a higher
density of grafted polymer, but polymerization is less con-
trolled as in covalent coupling or using a covalently coupled
initiator. Irradiation, especially at high monomer concen-
trations, could produce a cross-linked polymer gel attached
to the solid support (34).

A separate group of smart polymers is represented by
particulate systems. Liposomes that reversibly precipitate
on salt addition and removal were prepared from a syn-
thetic phospholipid that had a diacetylene moiety in the
hydrophobic chain and an amino group in the hydrophilic
head of the phospholipid, followed by polymerization of di-
acetylene bonds (35). Latices composed of thermosensitive
polymers or a layer of thermosensitive polymer at the sur-
face represent another example of insoluble but reversibly
suspended particulate systems that respond to increas-
ing/decreasing temperature (31).

APPLICATIONS

There are numerous potential applications for smart poly-
mers in biotechnology and medicine. The main commercial

application of smart polymers is the production of “smart”
pills where the shell of the smart polymer protects the
pill from the harmful action of the stomach contents
but allows the pill to dissolve in the intestine. There is
not yet any other product on the market that applies
smart polymers, but the interest in these applications
is growing in both the academic community and industry.
The following applications are considered in this article:

� smart pills that have an enteric coating
� smart polymers for affinity precipitation of proteins
� aqueous two-phase polymer systems formed by smart

polymers and their application for protein purification
� smart surfaces for mild detachment of cultivated

mammalian cells
� smart chromatographic matrices that respond to tem-

perature
� smart polymers for controlled porosity of systems–

“chemical valve”
� liposomes that trigger the release of their contents
� smart polymers for bioanalytical applications
� reversibly soluble biocatalysts

Smart Pills That Have an Enteric Coating

It is common knowledge that peroral introduction of
medical preparations is the most convenient method com-
pared to subcutaneous or intravenous injection and even to
nasal sprays or eye droplets. The absorption of a swallowed
pill takes place predominantly in the intestine and to reach
the intestine the medicine must pass unharmed through
the stomach that has a very low pH value of 1.4 and abun-
dant hydrolytic enzymes that can degrade a broad variety
of chemical structures. Many medicines are susceptible to
damage in the stomach environment. The ideal condition
for peroral introduction is to have a smart pill, which is
insoluble in the stomach and hence passes through the
stomach unaffected but easily dissolves at the higher pH in
the intestine where the medicine is absorbed. Smart poly-
mers provide the solution. Hydrophobic polymers such as
poly(methylmethacrylate) or hydrophobically modified cel-
luloses are insoluble in water per se, but the introduction of
carboxy groups (either by partial hydrolysis of ester groups
in methylmethacrylate or modification of cellulose HO
groups by dicarboxylic acids such as succinic or phthalic
acid) endows the polymers with pH-dependent solubility.
The pill covered by a shell of such a polymer (enteric coat-
ing) is insoluble at low pH when the carboxy groups are
protonated and uncharged, but easily soluble at a pH above
6 when carboxy groups are protonated and charged. Indus-
trially produced polymers for enteric coating belong to two
main groups, synthetic copolymers of methylmethacrylate
and methacrylic acid and modified derivatives of cellulose,
a natural polymer (Table 1). The first group of polymers
is used mainly by European and U.S. manufacturers, and
the second group is more popular in Japan.

Whenever the charge-bearing comonomer has an amino
group instead of a carboxy group, the solubility of the
polymer acquires opposite pH-dependence. The polymer
is soluble at low pH values but insoluble in neutral
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Table 1. Industrially Manufactured Smart Polymers for Producing Smart Pills

Polymer Trade Name Manufacturer Country

Poly(methacrylic acid-co- Eudragit L Röhm Pharma GmBH U.S., Germany
methylmethacrylate)
1:1 monomer ratio,
MW 135 000

Poly(methacrylic acid-co- Eudragit S Röhm Pharma GmBH U.S., Germany
methylmethacrylate)
1:2 monomer ratio,
MW 135 000

Carboxymethylcellulose CMEC Freund Sangyo Co., Ltd. Japan

Cellulose acetate phthalate CAP Wako Pure Chemicals Ltd. Japan

Hydroxypropylmethyl- HP-50, HP-55 Shin-Etsu Chemical Co., Ltd. Japan
cellulose phthalate

Hydroxypropylmethyl- ASM, AS-H Shin-Etsu Chemical Co., Ltd. Japan
cellulose acetate succinate

Poly(diethylaminoethyl Eudragit E Röhm Pharma GmBH U.S., Germany
methacrylate-co-
methylmethacrylate)
MW 150 000

and alkaline media. Poly(diethylaminoethylmethacrylate-
co-methylmethacrylate) (commercialized as Eudragit E) is
an example of such a polymer. The shell that is composed
of this polymer protects the tablet against dissolution in
the neutral saliva, and the mouth is not affected by the
unpleasant taste of bitter medicine, but the polymer dis-
solves readily in the stomach.

Bioseparation—Affinity Precipitation

All bioseparation processes include three stages: pref-
erential partitioning of target substance and impurities
between two phases (liquid–liquid or liquid–solid), me-
chanical separation of the phases (e.g., separation of the
stationary and mobile phases in a chromatographic col-
umn), and recovery of the target substance from the en-
riched phase. Because smart polymers can undergo phase
transitions, they could facilitate the second and the third
stages of bioseparation processes.

The ability of smart polymers to form in situ heteroge-
neous systems is exploited in affinity precipitation (Fig. 4).
The technique is based on using a conjugate of a smart poly-
mer that has a covalently coupled biorecognition moiety,
that is, a ligand specific for a target protein. The conjugate
forms a complex with the target protein but not with the
other proteins in the crude extract. Phase separation of
the complex is triggered by small changes in the environ-
ment resulting in transition of the polymer backbone into
an insoluble state. The target protein specifically copreci-
pitates with the smart polymer, and the impurities in the
crude remain in solution. Then, the target protein is either
eluted from the insoluble macroligand–protein complex
or the precipitate is dissolved. The protein is dissociated
from the macroligand, and the ligand–polymer conjugate is
precipitated again. Now without the protein that remains
in the supernatant in purified form. A variety of different
ligands such as triazine dyes, sugars, protease inhibitors,
antibodies, nucleotides, double-or single-stranded DNA,
and chelated metal ions were successfully used for affinity

precipitation (36). After elution of the target protein the
ligand–polymer conjugate could be recovered and used in
the next purification cycle (37).

Triazine dyes, robust affinity ligands for many
nucleotide-dependent enzymes, were successfully used in
conjugates with the pH-sensitive copolymer of methacrylic
acid and methylmethacrylate which precipitates when
pH decreases (Eudragit S 100) for purification of dehy-
drogenases from various sources by affinity precipitation
(38,39). Sugar ligands constitute another attractive alter-
native and have been used in combination with Eudragit S
100 for bioseparation of lectins (40). Restriction endonucle-
ase Hind III was successfully isolated using the thermosen-
sitive conjugate of poly (NIPAAM) with phage λ DNA (21).
Human IgG was specifically precipitated with a conjugate
of protein A and galactomannan. Galactomannan polymer
was reversibly precipitated by adding tetraborate (41).

The efficient precipitation of Cu(II)-loaded poly(N-
vinylimidazole-co-NIPAAM) by high salt concentrations
at mild temperature is very convenient for metal affinity
precipitation of proteins that have inherent histidine
residues at the surface or for recombinant proteins
artificially provided with histidine tags (usually four to
six residues). High salt concentration does not interfere
with protein–metal ion–chelate interaction, and, on
the other hand, it reduces the possibility of nonspecific
binding of foreign proteins to the polymer both in solution
and when precipitated (23). The flexibility of polymer
chains in solution allows several imidazole ligands on
a polymer molecule to come close enough to interact
with the same Cu(II) ion and thus to provide sufficient
strength of polymer–Cu(II) interactions to purify a variety
of histidine-containing proteins (37).

Polyelectrolyte complexes that have pH-dependent solu-
bility were successfully used in different bioseparation
procedures. When an antigen, inactivated glyceraldehyde-
3-phosphate dehydrogenase, from rabbit was covalently
coupled to a polycation, the resulting complex was
used to purify monoclonal antibodies specific toward
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Figure 4. Schematic of affinity precip-
itation technique for protein purifica-
tion.
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inactivated glyceraldehyde-3-phosphate dehydrogenase
(11). The successful affinity precipitation of antibodies us-
ing glyceraldehyde-3-phosphate dehydrogenase bound to
a polyelectrolyte complex indicates that the ligand is ex-
posed to the solution. This fact was used to develop a
new method for producing monovalent Fab fragments of
antibodies. Traditionally, Fab fragments are produced by
proteolytic digestion of antibodies in solution followed by
isolation of Fab fragments. In the case of monoclonal an-
tibodies against inactivated subunits of glyceraldehyde-3-
phosphate dehydrogenase, digestion with papain resulted
in significant damage of binding sites of the Fab fragment.
Proteolysis of monoclonal antibodies in the presence of the
antigen–polycation conjugate followed by (1) precipitation
induced by adding polyanion, poly(methacrylic) acid, and
a pH shift from 7.3 to 6.5 and (2) elution at pH 3.0 that re-
sulted in 90% immunologically competent Fab fragments.
Moreover, the papain concentration required for proteoly-
sis was 10 times less for antibodies bound to the antigen–
polycation conjugate compared to that for free antibodies
in solution (42). Active glyceraldehyde-3-phosphate dehy-
drogenase from rabbit muscle was separated from the inac-
tivated enzyme by using monoclonal antibodies specific for
the inactivated enzyme covalently coupled to the polyanion
component of the polyelectrolyte complex. This system can
be regarded as a simplified model of chaperone action in liv-
ing cells that assist in separating active protein molecules
from misfolded ones (43).

Apart from specific interactions between a target
protein and a ligand–polymer conjugate, nonspecific in-
teractions of protein impurities with the polymer back-
bone could take place. The nonspecific interactions limit
the efficiency of the affinity precipitation technique, and

significant efforts were made to reduce these interactions.
The advantage of polyelectrolyte complexes as carriers for
affinity precipitation is low nonspecific coprecipitation of
proteins when the polymer undergoes a soluble–insoluble
transition (10).

Smart particles capable of reversible transition between
aggregated and dispersed states were used for affinity pre-
cipitation of proteins. Thermosensitive (44) or pH-sensitive
latices (45) or salt-sensitive liposomes that have polymer-
ized membranes (35) are examples of such systems.

Two elements are required for successful affinity preci-
pitation. The backbone of a smart polymer provides preci-
pitation at the desired conditions (temperature, pH, ionic
strength), and the biorecognition element is responsible
for selective binding of the protein of interest. By proper
choice of a smart polymer, precipitation could be achieved
practically at any desired pH or temperature. For exam-
ple, poly(N-acryloylpiperidine) terminally modified with
maltose has an extremely low critical temperature (solu-
ble below 4◦C and completely insoluble above 8◦C) and was
used to purify thermolabile α-glucosidase (46).

Bioseparation—Partitioning in Aqueous
Polymer Two-Phase Systems

Two aqueous polymer solutions become mutually incom-
patible when the threshold concentrations of polymers are
exceeded. Both of the polymer phases formed contain about
90% water and hence present a very friendly environment
for proteins and other biomolecules. Proteins partition
selectively between two phases depending on their size,
charge, hydrophobicity, nature, and the concentration of
the phase-forming polymers. The partitioning could be also
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Figure 5. Schematic presentation
of protein partitioning in aqueous
two-phase polymer system formed
by a smart (thermosensitive poly-
mer) [reproduced from (140) with
permission].

directed by adding some salt or coupling an affinity lig-
and specific for a given protein to one of the phase-forming
polymers (47). The selective partitioning of proteins be-
tween the two phases formed has proven to be an efficient
tool for purifying proteins and some low molecular weight
substances. The main problem of the method—how to sep-
arate the target protein from the phase-forming polymer—
has not yet been completely solved. Smart polymers
provide an elegant solution to this problem—simple pre-
cipitation of the phase-forming polymer leaves protein in
the supernatant (Fig. 5): (1) The crude protein extract is
mixed with the aqueous two-phase polymer system, and
the conditions are selected so that the protein of interest
partitions into a phase formed by a smart polymer (for ex-
ample by coupling affinity ligand to the smart polymer),
and the impurities concentrate in the other phase. (2) the
phases are separated mechanically and the phase formed
by the smart polymer is subjected to conditions (pH or tem-
perature) where the polymer undergoes phase separation;
(3) two new phases are formed, a polymer-enriched phase
of high polymer and low water concentration, which con-
tains practically no protein, and a polymer-depleted aque-
ous phase that contains most of the purified protein and
minute amounts of the polymer left after phase separation.

pH-sensitive acrylic copolymers (48) or thermorespon-
sive polymers, poly(ethylene oxide-co-propylene oxide)
(49,50) or poly(N-vinyl caprolactam-co-vinyl imidazole)
(51), form two-phase systems from relatively hydrophilic
polymers such as dextran or modified starch and have
been successfully used for protein purification. The pH-
or thermoprecipitated polymer opposite dextran could
be regenerated by dissolution at a lower temperature.
Quite recently, an aqueous two-phase polymer system
was developed where both phase-forming polymers,
poly(N-isopropylacrylamide-co-vinyl imidazole) and
poly(ethylene oxide-co-propylene oxide) end modified by

hydrophobic C14H29 groups, are thermoresponsive and
could be recycled (52).

Smart Surfaces—Cell Detachment

The driving force behind phase separation of smart poly-
mers is a sharp increase in hydrophobicity after a small
change in environmental conditions. The hydrophobic “col-
lapsed” polymer aggregates form a separate phase. When
grafted to the surface, macromolecules of the smart poly-
mer cannot aggregate, but the conformational transition
from the hydrophilic to the hydrophobic state endows the
surface with regulated hydrophobicity: the surface is hy-
drophilic when the smart polymer is in the expanded
“soluble” conformation and hydrophobic when the poly-
mer is in the collapsed “insoluble” conformation. The
change of hydrophobicity of the surface by grafted poly(N-
isopropylacrylamide) was demonstrated by contact angle
measurements (53) and water absorbency (54).

The transition temperature for adsorbed (presumably
via multipoint attachment) poly(NIPAAM) molecules is
lower than that in bulk solution, and the properties of
the layer of collapsed macromolecules formed above the
transition temperature depend strongly on the speed by
which the temperature increases. At a low speed of temper-
ature increase, the “liquid-like” polymer layer is formed,
whereas at high speeds, the polymer layer has more “solid-
like” properties (55). When cooling, the collapsed polymer
molecules return to the initial loopy adsorbed conformation
via transitional extended conformation. The relaxation
process for the extended-to-loopy adsorbed conformational
transition occurs slowly and depends on the temperature
observance of an Arrhenius law. Kinetic constraints, it is
proposed, play an important role in this transition (56).

The change of surface properties from hydrophobic
above the critical temperature of the polymer grafted
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to hydrophilic below it has been successfully used for
detaching mammalian cells. Mammalian cells are nor-
mally cultivated on a hydrophobic solid substrate and are
detached from the substrate by protease treatment, which
often damages the cells by hydrolyzing various membrane-
associated protein molecules. The poly(NIPAAM)-grafted
surface is hydrophobic at 37◦C because this temperature
is above the critical temperature for the grafted polymer
and that cells that are growing well on it. A decrease in
temperature results in transition of the surface to the hy-
drophilic state, where the cells can be easily detached from
the solid substrate without any damage. Poly(NIPAAM)
was grafted to polystyrene culture dishes using an electron
beam. Bovine hepatocytes, cells that are highly sensitive
to enzymatic treatment, were cultivated for 2 days at 37◦C
and detached by incubation at 4◦C for 1 h. Nearly 100%
of the hepatocytes was detached and recovered from the
poly(NIPAAM)-grafted dishes by low-temperature treat-
ment, whereas only about 8% of the cells was detached from
the control dish (57). The technique has been extended
to different cell types (58,59). It is noteworthy that hep-
atocytes recovered by cooling retained their native form
had numerous bulges and dips, and attach well to the hy-
drophobic surface again, for example, when the tempera-
ture was increased above the conformational transition of
poly(NIPAAM). On the contrary, enzyme-treated cells had
a smooth outer surface and had lost their ability to attach
to the surface. Thus, cells recovered by a temperature shift
from poly(NIPAAM)-grafted surfaces have an intact struc-
ture and maintain normal cell functions (58).

The molecular machinery involved in cell-surface de-
tachment was investigated using temperature-responsive
surfaces (60). Poly(NIPAAM)-grafted and nongrafted sur-
faces showed no difference in attachment, spreading,
growth, confluent cell density, or morphology of bovine
aortic endothelial cells at 37◦C. Stress fibers, peripheral
bands, and focal contacts were established in similar ways.
When the temperature was decreased to 20◦C, the cells
grown on poly(NIPAAM)-grafted support lost their flat-
tened morphology and acquired a rounded appearance sim-
ilar to that of cells immediately after plating. Mild agi-
tation makes the cells float free from the surface without a
trypsin treatment. Neither changes in cell morphology nor
cell detachment occurred on ungrafted surfaces. Sodium
azide, an ATP synthesis inhibitor, and genistein, a tyrosine
kinase inhibitor, suppressed changes in cell morphology
and cell detachment, whereas cycloheximide, a protein syn-
thesis inhibitor, slightly enhanced cell detachment. Phal-
loidin, an actin filament stabilizer, and its depolymerizer,
cytochalasin D, also inhibited cell detachment. These find-
ings suggest that cell detachment from grafted surfaces
is mediated by intracellular signal transduction and re-
organization of the cytoskeleton, rather than by a simple
changes in the “stickiness” of the cells to the surface when
the hydrophobicity of the surface is changed.

One could imagine producing artificial organs using
temperature-induced detachment of cells. Artificial skin
could be produced as the cells are detached from the
support not as a suspension (the usual result of protease-
induced detachment) but preserving their intercellular
contacts. Fibroblasts were cultured on the poly(NIPAAM)-
collagen support until the cells completely covered the

surface at 37◦C, followed by a decrease in temperature to
about 15◦C. The sheets of fibroblasts detached from the
dish and within about 15 min floated in the culture medium
(57). The detached cells could be transplanted to another
culture surface without functional and structural changes
(34). Grafting of poly(NIPPAM) onto a polystyrene sur-
face by photolitographic technique creates a special pat-
tern on the surface, and by decreasing temperature, cul-
tured mouse fibroblast STO cells are detached only from
the surface area on which poly(NIPAAM) was grafted (61).
Lithographed films of smart polymer present supports for
controlled interactions of cells with surfaces and can di-
rect the attachment and spreading of cells (62). One could
envisage producing artificial cell assemblies of complex ar-
chitecture using this technique.

Smart Surfaces—Temperature Controlled Chromatography

Surfaces that have thermoresponsive hydrophobic /hydro-
philic properties have been used in chromatography. HPLC
columns with grafted poly(NIPAAM) have been used for
separating steroids (63) and drugs (64). The chromato-
graphic retention and resolution of the solutes was strongly
dependent on temperature and increased as temperature
increased from 5 to 50◦C, whereas the reference column
packed with nonmodified silica displayed much shorter re-
tention times that decreased as temperature decreased.
Hydrophobic interactions dominate in retaining solutes
at higher temperature, and the preferential retention of
hydrogen-bond acceptors was observed at low tempera-
tures. The effect of temperature increase on the reten-
tion behavior of solutes separated on the poly(NIPAAM)-
grafted silica chromatographic matrix was similar to the
addition of methanol to the mobile phase at constant tem-
perature (65).

The temperature response of the poly(NIPAAM)-silica
matrices depends drastically on the architecture of the
grafted polymer molecules. Surface wettability changes
dramatically as temperature changes across the range
32–35◦C (corresponding to the phase-transition tempera-
ture for NIPAAM in aqueous media) for surfaces where
poly(NIPAAM) is terminally grafted either directly to the
surface or to the looped chain copolymer of NIPAAM and
N-acryloylhydroxysuccinimide which was initially coupled
to the surface. The wettability changes for the loop-grafted
surface itself were relatively large but had a slightly lower
transition temperature (∼27◦C). The restricted conforma-
tional transitions for multipoint grafted macromolecules
are probably the reason for the reduced transition tem-
perature. The largest surface free energy changes among
three surfaces was observed for the combination of both
loops and terminally grafted chains (30).

Introduction of a hydrophobic comonomer, buthyl-
methacrylate, in the polymer resulted in a decreased
transition temperature of about 20◦C. Retention of
steroids in poly(NIPAAM-co-buthylmethacrylate)-grafted
columns increases as column temperature increases. The
capacity factors for steroids on the copolymer-modified
silica beads was much larger than that on poly(NIPAAM)-
grafted columns. The effect of temperature on steroid
retention on poly(NIPAAM-co-buthylmethacrylate)-
grafted stationary phases was more pronounced compared
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to supports modified with poly(NIPAAM). Furthermore,
retention times for steroids increased remarkably as the
buthylmethacrylate content increased in the copolymer.
The temperature-responsive elution of steroids was
strongly affected by the hydrophobicity of the grafted
polymer chains on silica surfaces (63).

The mixture of polypeptides, consisting of 21–30 amino
acid residues (insulin chain A, β-endorphin fragment 1–27
and insulin chain B) could not be separated at 5◦C(below
the transition temperature) on copolymer-grafted matrix.
At this temperature, the copolymer is in an extended
hydrophilic conformation that results in decreased inter-
actions with peptides and hence short retention times in-
sufficient to resolve them. The mixture has been easily
separated at 30◦C, when the copolymer is collapsed, hy-
drophobic interactions are more pronounced, and reten-
tion times sufficiently long for resolving polypeptides (66).
Large protein molecules such as immunoglobulin G demon-
strate less pronounced changes in adsorption above and
below the transition temperature. Only about 20% of the
protein adsorbed on poly(NIPAAM)-grafted silica at 37◦C
(above the LCST) were eluted after decreasing tempera-
ture to 24◦C (below the transition temperature) (67). Quan-
titative elution of proteins adsorbed on the matrix via
hydrophobic interactions has not yet been demonstrated,
although protein adsorption on poly(NIPAAM)-grafted ma-
trices could be somewhat controlled by a temperature
shift. A successful strategy for temperature-controlled
protein chromatography proved to be a combination of
temperature-responsive polymeric grafts and biorecogni-
tion element, for example, affinity ligands.

The access of the protein molecules to the ligands
on the surface of the matrix is affected by the transi-
tion of the polymer macromolecule grafted or attached to
the chromatographic matrix. Triazine dyes, for example,
Cibacron Blue, are often used as ligands for dye-affinity
chromatography of various nucleotide-dependent enzymes
(68). Poly(N-vinyl caprolactam), a thermoresponsive poly-
mer whose critical temperature is about 35◦C interacts effi-
ciently with triazine dyes. Polymer molecules of 40000 MW
are capable of binding up to seven to eight dye molecules
hence, the polymer binds via multipoint interaction to the
dye ligands available on the chromatographic matrix. At
elevated temperature, polymer molecules are in a com-
pact globule conformation that can bind only to a few lig-
ands on the matrix. Lactate dehydrogenase, an enzyme
from porcine muscle has good access to the ligands that
are not occupied by the polymer and binds to the column.
Poly(N-vinyl caprolactam) macromolecules undergo tran-
sition to a more expanded coil conformation as temperature
decreases. Now, the polymer molecules interact with more
ligands and begin to compete with the bound enzyme for
the ligands. Finally, the bound enzyme is displaced by the
expanded polymer chains. The temperature-induced elu-
tion was quantitative, and the first reported in the litera-
ture when temperature change was used as the only elut-
ing factor without any changes in buffer composition (69).
Small changes in temperature, as the only eluting factor,
are quite promising because there is no need in this case to
separate the target protein from an eluent, usually a com-
peting nucleotide or high salt concentration in dye-affinity
chromatography.

Smart Surfaces—Controlled Porosity, “Chemical Valve”

Environmentally controlled change in macromolecular size
from a compact hydrophobic globule to an expanded hy-
drophilic coil is exploited when smart polymers are used
in systems of environmentally controlled porosity, so called
“chemical valves.” When a smart polymer is grafted to the
surface of the pores in a porous membrane or chromato-
graphic matrix, the transition in the macromolecule affects
the total free volume of the pores available for the solvent
and hence presents a means to regulate the porosity of the
system.

Membranes of pH-sensitive permeability were construc-
ted by grafting smart polymers such as poly(methacrylic
acid) (70), poly(benzyl glutamate), poly(2-ethylacrylic
acid) (71), poly(4-vinylpyridine) (72), which change
their conformation in response to pH. Thermosensitive
chemical valves have been developed by grafting poly(N-
acryloylpyrrolidine), poly(N-n-propylacrylamide), or
poly(acryloylpiperidine) (73), poly(NIPAAM) alone (33,74)
or in copolymers with poly(methacrylic acid) (74) inside
the pores. For example, grafted molecules of poly(benzyl
glutamate) at high pH are charged and are in extended
conformation. The efficient pore size is reduced, and
the flow through the membrane is low (“off-state” of the
membrane). As pH decreases, the macromolecules are
protonated, lose their charge, and adopt a compact confor-
mation. The efficient pore size and hence the flow through
the membrane increases (“on-state” of the membrane)
(71). The fluxes of bigger molecules (dextrans of molecular
weights 4400–50600) across a temperature-sensitive,
poly(NIPAAM)-grafted membrane were effectively con-
trolled by temperature, environmental ionic strength,
and degree of grafting of the membrane, while the flux of
smaller molecules such as mannitol was not affected by
temperature even at high degree of membrane grafting
(75). The on-off permeability ratio for different molecules
(water, Cl− ion, choline, insulin, and albumin) ranged
between 3 and 10 and increased as molecular weight in-
creased (76). An even more abrupt change of the on-off per-
meability ratio was observed for a membrane that had nar-
row pores formed by heavy ion beams when poly(NIPAAM)
or poly(acryloyl-L-proline methyl ester) were grafted (77).

Different stimuli could trigger the transition of the
smart polymer making it possible to produce membranes
whose permeabilities respond to these stimuli. When
a copolymer of NIPAAM with triphenylmethane leu-
cocianide was grafted to the membrane, it acquires
photosensitivity—UV irradiation increases permeation
through the membrane (78). Fully reversible, pH-
switchable permselectivity for both cationic and anionic
redox-active probe molecules was achieved by deposit-
ing composite films formed from multilayers of amine-
terminated dendrimers and poly(maleic anhydride-co-
methylvinyl ether) on gold-coated silicon (79).

When the smart polymer is grafted inside the
pores of the chromatographic matrix for gel permeation
chromatography, the transition of grafted macromolecules
regulates the pore size and as a result, the elution profile
of substances of different molecular weights. As the tem-
perature is raised, the substances are eluted progressively
earlier indicating shrinking of the pores of the hydrogel
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Figure 6. Schematic of a “chemical valve.” Glucose oxidase is
immobilized on a pH-responsive polyacrylic acid grafted onto a
porous polycarbonate membrane: (a) poly(acrylic acid) is in an ex-
panded conformation that blocks insulin transport; (b) the oxida-
tion of glucose is accompanied by a decrease in pH and the transi-
tion of poly(acrylic cid) into a compact conformation that results in
opening of the pores and transport of insulin [redrawn from (82)].

beads composed of cross-linked poly(acrylamide-co-N-
isopropylacrylamide) (80) or porous polymer beads with
grafted poly(NIPAAM) (81).

When using a specific biorecognition element, which
recognizes specific substances and translates the signal
into a change of physicochemical properties, for exam-
ple, pH, a smart membrane that changes its permeability
in response to particular substances can be constructed.
Specific insulin release in response to increasing glucose
concentration, that is, an artificial pancreas, presents an
everlasting challenge to bioengineers. One of the potential
solutions is a “chemical valve” (Fig. 6). The enzyme, glu-
cose oxidase, was used as a biorecognition element, capable
of specific oxidation of glucose accompanied by a decrease
in pH. The enzyme was immobilized on pH-responsive
poly(acrylic acid) graft on a porous polycarbonate mem-
brane. In neutral conditions, polymer chains are densely
charged and have extended conformation that prevents
insulin transport through the membrane by blocking the
pores. Under exposure to glucose, the pH drops as the re-
sult of glucose oxidation by the immobilized enzyme, the
polymer chains adopt a more compact conformation that
diminishes the blockage of the pores, and insulin is trans-
ported through the membrane (82). Systems such as this
could be used for efficient drug delivery that responds to the
needs of the organism. A membrane that consists of poly(2-
hydrohyethyl acrylate-co-N,N-diethylaminomethacrylate-
co-4-trimethylsilylstyrene) undergoes a sharp transition

from a shrunken state at pH 6.3 to a swollen state at
pH 6.15. The transition between the two states changes
the membrane permeability to insulin 42-fold. Copolymer
capsules that contain glucose oxidase and insulin increase
insulin release five fold in response to 0.2 M glucose. After
glucose removal, the rate of insulin release falls back to the
initial value (83).

Alternatively, reversible cross-linking of polymer
macromolecules could be used to control the porosity in
a system. Two polymers, poly(m-acrylamidophenylboronic
acid-co-vinylpyrrolidone) and poly(vinyl alcohol) form a gel
because of strong interactions between boronate groups
and the hydroxy groups of poly(vinyl alcohol). When
a low molecular weight polyalcohol such as glucose is
added to the gel, it competes with poly(vinyl alcohol) for
boronate groups. The boronate–poly(vinyl alcohol) com-
plex changes to a boronate–glucose complex that results
in eventual dissolution of the gel (84). In addition to a
glucose oxidase-based artificial pancreas, the boronate–
poly(vinyl alcohol) system has been used for constructing
glucose-sensitive systems for insulin delivery (29,85–87).
The glucose-induced transition from a gel to a sol state
drastically increases the release of insulin from the gel.
The reversible response to glucose has also been designed
using another glucose-sensitive biorecognition element,
Concanavalin A, a protein that contains four sites that can
bind glucose. Polymers that have glucose groups in the
side chain such as poly(vinylpyrrolidone-co-allylglucose)
(26) or poly(glucosyloxyethyl methacrylate) (88), are re-
versibly cross-linked by Concanavalin A and form a gel.
The addition of glucose results in displacing the glucose-
bearing polymer from the complex with Concanavalin A
and dissolving the gel.

Reversible gel-formation of thermosensitive block
copolymers in response to temperature could be utilized
in different applications. Poly(NIPAAM) block copolymers
with poly(ethylene oxide) which undergo a temperature-
induced reversible gel–sol transition were patented as
the basis for cosmetics such as depilatories and bleach-
ing agents (89). The copolymer solution is liquid at
room temperature and easily applied to the skin where
it forms a gel within 1 min. Commercially available
ethyl(hydroxyethyl)celluloses that have cloud points of
65–70◦C have been used as redeposition agents in wash-
ing powders. Adsorption of the precipitated polymer on the
laundry during the initial rinsing period counteracts read-
sorption of dirt when the detergent is diluted (90).

Liposomes That Trigger Release of the Contents

When a smart polymer is attached somehow to a lipid
membrane, the transition in the macromolecule affects the
properties of the membrane and renders the system sensi-
tive to environmental changes. To attach a smart polymer
to a lipid membrane, a suitable “anchor” which could be
incorporated in the membrane, should be introduced into
the macromolecule. This could be achieved by copolymer-
izing poly(NIPAAM) with comonomers that have large hy-
drophobic tails such as N,N-didodecylacrylamide (91), us-
ing a lipophilic radical initiator (92) modifying copolymers
(93), or polymers that have terminally active groups (94)
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with a phospholipid. Alternatively, smart polymers have
been covalently coupled to the active groups in the hy-
drophilic heads of the lipid-forming membrane (95).

Interesting and practically relevant materials for study-
ing the behavior of smart polymers attached to lipid mem-
branes, are liposomes, self assembled 50–200 nm vesicles
that have one or more (phospho)lipid bilayers which en-
capsulate a fraction of the solvent. Liposomes are stable
in aqueous suspension due to the repulsive forces that ap-
pear when two liposomes approach each other. Liposomes
are widely used for drug delivery and in cosmetics (96).

The results of a temperature-induced conformational
transition of a smart polymer on the liposomal sur-
face depend significantly on the fluidity of the liposomal
membrane. When the membrane is in a fluid state at
temperatures both above and below the polymer transition
temperature, the collapse of the polymer molecule forces
anchor groups to move closer together by lateral diffusion
within the membrane. The compact globules of collapsed
polymer cover only a small part of the liposomal surface.
Such liposomes have a low tendency to aggregate because
the most of their surface is not covered by the polymer.
Naked surfaces contribute to the repulsion between lipo-
somes. On the other hand, when the liposomal membrane
is in a solid state at temperatures both above and below
the polymer transition temperature, the lateral diffusion
of anchor groups is impossible, and the collapsed polymer
cannot adopt a compact globule conformation but spreads
over the most of the liposomal surface (97). Liposomes
whose surfaces are covered to a large degree by a collapsed
polymer repel each other less efficiently than intact lipo-
somes. The stability of a liposomal suspension is thereby
decreased, and aggregation and fusion of liposomes takes
place, which is often accompanied by the release of the
liposomal content into the surrounding medium (98).

When the liposomal membrane is perturbed by the con-
formational transition of the polymer, both the aggregation
tendency and liposomal permeability for incorporated
substances are affected. Poly(ethacrylic acid) undergoes a
transition from an expanded to a compact conformation in
the physiological pH range of 7.4–6.5 (99). The pH-induced
transition of poly(ethacrylic acid) covalently coupled to the
surface of liposomes formed from phosphatidylcholine
results in liposomal reorganization into more compact
micelles and concomitant release of the liposomal content
into the external medium. The temperature-induced tran-
sition of poly(NIPAAM-co-N,N-didocecylacrylamide) (100)
or poly(NIPAAM-co-octadecylacrylate) (101), incorporated
into the liposomal membrane, enhanced the release of the
fluorescent marker, calcein, encapsulated in copolymer-
coated liposomes. Liposomes hardly release any marker
at temperatures below 32◦C (the polymer transition
temperature), whereas the liposomal content is released
completely within less than a minute at 40◦C. To increase
the speed of liposomal response to temperature change, the
smart polymer was attached to the outer and inner sides of
the lipid membrane. The polymer bound only to the outer
surface if the liposomes were treated with the polymer af-
ter liposomal formation. When the liposomes were formed
directly from the lipid–polymer mixture, the polymer was
present on both sides of the liposomal membrane (91).

Changes of liposomal surface properties caused by
polymer collapse affect liposomal interaction with cells.
Liposomes modified by a pH-sensitive polymer, partially
succinilated poly(glycidol), deliver calcein into cultured
kidney cells of the African green monkey more effi-
ciently compared to liposomes not treated with the poly-
mer (102). Polymeric micelles formed by smart polymers
and liposomes modified by smart polymers could be used
for targeted drug delivery. Polymeric micelles have been
prepared from amphiphilic block copolymers of styrene
(forming a hydrophobic core) and NIPAAM (forming a
thermosensitive outer shell). The polymeric micelles were
very stable in aqueous media and had long blood circu-
lation because of small diameter, unimodal size distribu-
tion (24 ± 4 nm), and, a low critical micellar concentration
of around 10 µg/mL. At temperatures above the polymer
transition temperature (32◦C), the polymer chains that
form an outer shell collapse, become more hydrophobic, and
allow aggregation between micelles and favoring binding
interactions with the surface of cell membranes. Thus, hy-
drophobic molecules incorporated into the micelles are de-
livered into the cell membranes. These micelles are capable
of site-specific delivery of drugs to the sites as temperature
changes, for example, to inflammation sites of increased
temperature (103).

Smart Polymers in Bioanalytical Systems

Because smart polymers can recognize small changes in
environmental properties and respond to them in a pro-
nounced way, they could be used directly as sensors of
these changes, for example, a series of polymer solutions
that have different LCSTs could be used as a simple ther-
mometer. As salts promote hydrophobic interactions and
decrease the LCST, the polymer system could “sense” the
salt concentration needed to decrease the LCST below
room temperature. A poly(NIPAAM)-based system that
can sense NaCl concentrations above 1.5% was patented
(104). The response of the polymer is controlled by a bal-
ance of hydrophilic and hydrophobic interactions in the
macromolecule. Using a recognition element that can sense
external stimuli and translate the signal into the changes
of the hydrophilic/hydrophobic balance of the smart poly-
mer, the resulting system presents a sensor for the stimu-
lus. If the conjugate of a smart polymer and a recognition el-
ement has a transition temperature T1 in the absence and
T2 in the presence of stimuli, fixing the temperature T in
the range T1 < T < T2 allows achieving the transition of a
smart polymer isothermally by the external stimulus (105).
An example of such a sensor was constructed using trans–
cis isomerization of the azobenzene chromophore when ir-
radiated by UV light. The transition is accomplished by an
increase in the dipole moment of azobenzene from 0.5 D
(for the trans-form) to 3.1 D (for the cis-form) and hence a
significant decrease of hydrophobicity. Irradiation with UV
light results in increasing the LCST from 19.4 to 26.0◦C for
the conjugate of the chromophore with poly(NIPAAM). The
solution of the conjugate is turbid at 19.4◦C < T < 26.0◦C,
but when irradiated, the conjugate dissolves because the
cis-form is below the LCST at this temperature. The sys-
tem responds to UV light by transition from a turbid to
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transparent solution. The termination of UV irradiation
results in a slow return of the system to its initial tur-
bid state (105). A few other light-sensitive systems were
proposed that use different chromophores: triarylmethyl-
cyanide (106) and leuconitriles (107).

The hydrophobicity of the recognition molecule was also
changed by chemical signals. Poly(NIPAAM) containing
11.6 mol% of crown ether 9 has a LCST of 31.5◦C in the
absence of Na+ or K+ ions, 32◦C in the presence of Na+,
and 38.9◦C in the presence of K+. Thus, the introduction
of both Na+ and K+ ions leads to the dissolution of the in-
soluble polymer at that temperature. At 37◦C, this effect is
achieved only by K+ ions (108).

From better understanding of ligand–host interactions
and development of new highly selective binding pairs (e.g.,
by using combinatorial libraries to find ligands of high
affinity for particular biomolecules), one could expect that
smart polymer systems will be used as “signal amplifiers”
to visualize a physicochemical event, which takes place
in a recognition element, by a pronounced change in the
system—conversion of a transparent solution into a turbid
one or vice versa.

Antibody–antigen interactions present nearly ideal
analytical selectivity and sensitivity developed by nature.
Not surprisingly, they are increasingly used for a broad
variety of bioanalytical applications. Different analytical
formats have been developed. The common feature of
the most of them is the requirement for separating an
antibody–antigen complex from a nonbound antibody or
antigen. Traditionally, the separation is achieved by cou-
pling one of the components of antibody–antigen pair to a
solid support. The binding step is followed by washing non-
bound material. Interactions of the soluble partner of the
binding pair with the partner coupled to the support are
often accompanied by undesired diffusional limitations,
and hence, incubation times of several hours are required
for analysis. Because smart polymers can undergo tran-
sition from the soluble to the insoluble state, they allow
combining the advantages of homogeneous binding and,
after the phase transition of the smart polymer has taken
place, easy separation of the polymer precipitate from the
supernatant. The essential features of an immunoassay
that uses smart polymers (named PRECIPIA) are as
follows. The covalent conjugate of poly(NIPAAM) with
monoclonal antibodies to the κ-chain of human im-
munoglobulin G (IgG) are incubated for 1 h at room tem-
perature (below the LCST of the conjugate), and the IgG
solution is analyzed. Then plain poly(NIPAAM) (to facili-
tate thermoprecipitation of polymer–antibody conjugates)
and fluorescently labeled monoclonal antibodies to the γ -
chain of human IgG are added. The temperature is raised
to 45◦C, the precipitated polymer is separated by centrifu-
gation, and fluorescence is measured in the supernatant
(109). Immunoassay systems that use temperature-
induced precipitation of poly(NIPAAM) conjugates with
monoclonal antibodies are not inferior in sensitivity to the
traditional heterogenous immunoassay methods, but be-
cause the antigen–antibody interaction takes place in solu-
tion, the incubation can be shortened to about 1 h (110,111).
The limitations of PRECIPIA as an immunoassay tech-
nique are essentially the same as those of affinity pre-
cipitation, namely, nonspecific coprecipitation of analyzed

protein when poly(NIPAAM) precipitates. Polyelectrolyte
complexes that have a low degree of nonspecific protein co-
precipitation have also been successfully used as reversibly
soluble carriers for PRECIPIA-type immunoassays (112).
The conjugate of antibody and polyanion poly(methacrylic
acid) binds to the antigen within a few minutes, and the
polymer hardly exerts any effect on the rate of antigen–
antibody binding. Subsequent addition of a polycation,
poly(N-ethyl-4-vinyl-pyridinium bromide) in conditions
where the polyelectrolyte is insoluble, results in quantita-
tive precipitation of the antibody–polymer conjugate
within 1 min. The total assay time is less than 15 min (10).

In principle, PRECIPIA-type immunoassays could be
used for simultaneous assay of different analytes in one
sample, provided that conjugates specific toward these
analytes are coupled covalently to different smart poly-
mers that have different precipitating conditions, for ex-
ample, precipitation of one conjugate by adding a polymeric
counterion followed by thermoprecipitation of the second
conjugate by increasing temperature.

Reversibly Soluble Biocatalysts

The transition between the soluble and insoluble state of
stimuli-responsive polymers has been used to develop re-
versibly soluble biocatalysts. A reversibly soluble biocat-
alyst catalyzes an enzymatic reaction in a soluble state
and hence could be used in reactions of insoluble or poorly
soluble substrates/products. As soon as the reaction is com-
pleted and the products are separated, the conditions (pH,
temperature) are changed to promote precipitation of the
biocatalyst. The precipitated biocatalyst is separated and
can be used in the next cycle after dissolution. The re-
versibly soluble biocatalyst acquires the advantages of im-
mobilized enzymes (ease of separation from the reaction
mixture after the reaction is completed and the possibility
for biocatalyst recovery and repeated use in many reaction
cycles) but at the same time overcomes the disadvantages
of enzymes immobilized onto solid matrices such as diffu-
sional limitations and the impossibility of using them in
reactions of insoluble substrates or products.

Biocatalysts that are reversibly soluble as a function of
pH have been obtained by the covalent coupling of
lysozyme to alginate (113); of trypsin to poly(acrolein-co-
acrylic acid) (114); and of cellulase (115); amylase (115);
α-chymotrypsin, and papain (116) to poly(methylmetha-
crylate-co-methacrylic acid). A reversibly soluble cofactor
has been produced by the covalent binding of NAD to
alginate (117). Reversibly soluble α-chymotrypsin, peni-
cillin acylase, and alcohol dehydrogenase were produced
by coupling to the polycation component of polyelectrolyte
complexes formed by poly(methacrylic acid) and poly(N-
ethyl-4-vinyl-pyridinium bromide) (118).

Biocatalysts that are reversibly soluble as a function
of temperature have been obtained by the covalent cou-
pling of α-chymotrypsin and penicillin acylase to a par-
tially hydrolysed poly(N-vinylcaprolactam) (119); and of
trypsin (120); alkaline phosphatase (121), α-chymotrypsin
(122), and thermolysin (123,124) to NIPAAM copolymers
that contain active groups suitable for covalent coupling of
biomolecules. Lipase was coupled to a graft copolymer com-
posed of NIPAAM grafts on a poly(acrylamide-co-acrylic
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acid) copolymer (125). No significant differences in bio-
catalytic properties were found for α-amylase coupled to
poly(NIPAAM) via single-point or multipoint mode. Both
enzyme preparations demonstrated increased thermosta-
bility and the absence of diffusional limitation when hy-
drolyzing starch, a high molecular weight substrate (126).
The temperature of a protein–ligand interaction was con-
trolled by site-directed coupling of terminally modified
poly(NIPAAM) to a specifically constructed site (close to
a biotin binding site) on a genetically modified strepta-
vidin (127).

Biocatalysts which are reversibly soluble as a function of
Ca2+ concentration were produced by covalent coupling of
phosphoglyceromutase, enolase, peroxidase, and pyruvate
kinase to αs1-casein. The enzyme casein conjugates are sol-
uble at a Ca2+ concentration below 20 mM but precipi-
tate completely at a Ca2+ concentration above 50 mM. The
precipitate redissolves when EDTA, a strong Ca2+-binding
agent is added (128).

The reversible flocculation of latices has been used to
produce thermosensitive reversibly soluble (more precisely
reversibly dispersible) biocatalysts using trypsin (129),
papain (130), and α-amylase (131). Latices sensitive to
a magnetic field have been used to immobilize trypsin
and β-galactosidase (132). Liposomes that have a polymer-
ized membrane, that reversibly aggregates on chang-
ing salt concentration have been used to immobilize
α-chymotrypsin (133).

The most attractive application of reversibly soluble
biocatalysts is repeated use in a reaction which is diffi-
cult or even impossible to carry out using enzymes im-
mobilized onto insoluble matrices, for example, hydroly-
sis of water-insoluble phlorizidin (134); hydrolysis of high
molecular weight substrates such as casein (123,130) and
starch (115); hydrolysis of insoluble substrates such as
cellulose (135) and raw starch (corn flour) (7,134,136–
138); production of insoluble products such as peptide,
benzyloxycarbonyl-L-tyrosyl-Nω-nitro-L-arginine (116) and
phenylglycine (139).

The hydrolytic cleavage of corn flour to glucose is an
example of successfully using a reversibly soluble bio-
catalyst, amylase coupled to poly(methylmethacrylate-co-
methacrylic acid), in an industrially interesting process
(136). The reaction product of the process, glucose, inhibits
the hydrolysis. The use of a reversibly soluble biocatalyst
improves the efficiency of the hydrolysis which is carried
out at pH 5, at which the amylase–polymer conjugate is
soluble. After each 24 h, the pH is reduced to 3.5, the un-
hydrolyzed solid residue and the precipitated conjugate
are separated by centrifugation, the conjugate is resus-
pended in a fresh portion of the substrate at pH 5, and the
hydrolysis is continued. The conversion achieved after 5 cy-
cles is 67%, and the activity of the amylase after the fifth
cycle was 96% of the initial value (136).

CONCLUSION

In the future, one looks forward to further developments
and the commercial introduction of new smart polymers
whose transition temperatures and pH are compatible with
physiological conditions or conditions for maximal stability

of target biomolecules, such as temperatures of 4–15◦C and
pH values of 5–8. Additional prospects will stem from a
better understanding of the mechanism of cooperative
interactions in polymers and increasing knowledge of
structure–property correlations to enable rational synthe-
sis of smart polymers that have predefined properties. Due
to the possibility of combining a variety of biorecognition
or biocatalytic systems and the unique features of smart
polymers, expectations are running high in this area. Only
time and more experimentation will determine whether
smart polymers will live up to their generous promises.
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INTRODUCTION

Ferroelectric materials are a subclass of pyro- and piezo-
electric materials (Fig. 1). They are very rarely found in
crystalline organic or polymeric materials because ferro-
electric hysteresis requires enough molecular mobility to
reorient molecular dipoles in space. So semicrystalline
polyvinylidene fluoride (PVDF) is nearly the only known
compound (1). On the contrary, ferroelectric behavior is
very often observed in chiral liquid crystalline materials,
both low molar mass and polymeric. For an overview of fer-
roelectric liquid crystals, see (2). Tilted smectic liquid crys-
tals that are made from chiral molecules lack the symmetry
plane perpendicular to the smectic layer structure (Fig. 2).
Therefore, they develop a spontaneous electric polariza-
tion, which is oriented perpendicular to the layer normal
and perpendicular to the tilt direction. Due to the liquid-
like structure inside the smectic layers, the direction of
the tilt and thus the polar axis can be easily switched in
external electric fields (see Figs. 2 and 4).

Here, we discuss materials (LC-elastomers) that com-
bine a liquid crystalline phase and ferroelectric properties
(preferable the chiral smectic C∗ phase) in a polymer net-
work structure (see Fig. 3). The coupling of the liquid crys-
talline director to the network or the softness of the net-
work is chosen so that reorientation of the polar axis is still
possible. Thus densely cross-linked systems, that possess
a polar axis but cannot be switched (3) will be excluded.

Ferroelectric

Pyroelectric

Piezoelectric

PS

E

Figure 1. Ferroelectric hysteresis that shows the spontaneous
polarization PS of a ferroelectric material reversed by an applied
electric field E.

It is the role of the network (1) to form a rubbery matrix
for the liquid crystalline phase and (2) to stabilize a direc-
tor configuration. LC-materials that have these properties
can be made either (see Fig. 3) by covalently linking the
mesogenic groups to a slightly cross-linked rubbery poly-
mer network structure (see Fig. 3a) (4–6) or by dispersing
a phase-separated polymer network structure within a low
molar mass liquid crystal (see Fig. 3b) (8,9). Both systems
possess locally a very different structure. They may show,
however, macroscopically similar properties.

LC-elastomers (see Fig. 3a) have been investigated in
detail (4–7). Although the liquid crystalline phase transi-
tions are nearly unaffected by the network, the network
retains the memory of the phase and director pattern dur-
ing cross-linking (7). In addition, it freezes fluctuations of
the smectic layers and leads to a real long range order
in one dimension (11). An attempt to change the direc-
tor pattern by electric or magnetic fields in LC-elastomers
leads to a deformation of the network and to an elastic
response (see Fig. 4). As a consequence of this, nematic
LC-elastomers could never be switched in electric fields, if
the shape of the elastomer was kept fixed. For freely sus-
pended pieces of nematic LC-elastomers, shape variations
in electric fields have been observed sometimes (12,13). In
ferroelectric liquid crystals, the interaction with the elec-
tric field is, however, much larger. Thus, it has been possi-
ble to prepare real ferroeletric LC-elastomers (see Fig. 4)
(14,15). In these systems, the polymer network stabilizes
one switching state like a soft spring. It is, however, soft
enough to allow ferroelectric switching. Therefore the fer-
roelectric hysteresis can therefore be measured in these
systems. It is, however, shifted away from zero voltage (see
Fig. 4).

SYNTHESIS OF FERROELECTRIC LC-ELASTOMERS

The ferroelectric LC-elastomers described so far (14–17,
44–46) are mostly prepared from cross-linkable ferroelec-
tric polysiloxanes (see Fig. 5), which are prepared by hy-
drosilylation of precursor polysiloxanes (18). The cross-
linking is finally initiated by irradiating a photoradical
generator, which leads to oligomerization of acrylamide or
acrylate groups (see Fig. 5). The functionality of the net
points is thus high (equal to the degree of polymerization)
and varies with the cross-linking conditions.

The advantage of this photochemical-initiated cross-
linking is that the crosslinking can be started—at will after
the liquid crystalline polymer is oriented and sufficiently
characterized in the uncross-linked state (see Fig. 6). The
advantage of using polymerizable groups (acrylates) for
cross-linking is that small amounts of these groups are suf-
ficient to transform a soluble polymer into a polymer gel
and that the chemical reactions happens far away from the
mesogen. Cinnamoyl moieties, on the other hand (19), re-
quire a high concentration of these groups for cross-linking.
The dimers thus formed are, in addition, nonmesogenic.
Figure 7 summarizes the ferroelectric LC-elastomers dis-
cussed in this article. Two different positions of cross-
linkable groups are used. In polymer P1, the cross-linking
group is close to the siloxane chains, which are known to
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n

z
θ−

Elektroden

Figure 2. Schematic of the bistable switch-
ing of a ferroelectric liquid crystal in the
“surface stabilized FLC” configuration.

(a)

(b)

Figure 3. Network: soft, can be transformed like rubber band, but retains its shape and couples to
director orientation because (a) director is preferably parallel (or perpendicular) to polymer chains
(LC-elastomer) (4–8). (b) Director aligns (parallel) to chains in oriented phase-separated polymer
network structure (low molar mass LC in LC-thermoset) (8,37).

microphase separate from the mesogenic groups (18,19).
Therefore, the crosslinking should proceed mostly within
the siloxane sublayers. In polymers P2 and P3, the cross-
linking group is located at the end of mesogens. There-
fore, the cross-linking should proceed mostly between dif-
ferent siloxane layers (see Fig. 7). A comparison of these
elastomers allows evaluating structure–property relation-
ships (17,23,26).

Properties and Characterization

Ferroelectric Characterization (Uncross-linked Systems).
Before cross-linking, polarization, tilt angle, and switch-
ing times can be determined in the usual way (17,18,21).
Figure 8 shows the temperature dependence of the spon-
taneous polarization for polymers P1–P3. For the ho-
mopolymer related to polymer P2, all relevant parameters
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Figure 4. Schematic of the ferroelectric LC-elastomer and its two switching states (14): (a) A
polymer chain acts as cross-linking point by connecting different mesogenic groups attached to the
main polymer chains. A ferroelectric switching in this elastomer extends polymer chains. (b) The
entropy elasticity arising from this acts like a spring that stabilizes one state. (c) For the uncross-
linked system (left) the hysteresis is symmetrical to zero voltage and both states are equal. After
cross-linking in one polar state (right), only that state is stable with no electric field, and the
hysteresis is no longer symmetrical to zero voltage.

were determined in a careful study by Kocot et al. (22).
It seems that the electroclinic effect is especially strong
in these polysiloxanes (15). This has implications for the
freezing of a memory of the tilt angle present during cross-
linking. Therefore, ferroelectric elastomers, which have
been crosslinked in the smectic A phase while applying
an electric field, produce a stable macroscopic polarization
(tilt) after cooling into the smectic C* phase (17).

Properties of Ferroelectric LC-Elastomers. The crosslink-
ing reactions of a series of copolymers analogs to polymer
P2, but differing in the amount of cross-linkable groups
were studied by FTIR spectroscopy (16). These measure-
ments show a decrease of the acrylamide double bond on
irradiation. Conversions between 60 to 84% were observed.
The uncertainity of the conversion, however, is high be-
cause only very few double bonds are present in polymer

P2 and they are visible in the infrared spectrum at rather
low intensity.

Mechanical measurements, which show how this photo-
chemical crosslinking (conversion of double bonds) leads to
an elastic response of the network are, however, still at the
beginning because photo-cross-linking can be performed
only in thin layers of some microns. It is best performed
between two glass slides to exclude oxygen.

AFM measurements of photo-cross-linked free stand-
ing films show changes in topology during stretching (see
Properties of Ferroelectric LC-Elastomers—AFM Imaging
of Thin Films) (23). They do, however, not allow measuring
elastic moduli.

The most promising approach to obtaining elastic data
for these ferroelectric elastomers is investigation of LC-
elastomer balloons (25,26). For this purpose, an experi-
mental setup was developed on the basis of an apparatus
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Figure 5. Synthetic route to the cross-
linkable polysiloxane P2 and the follow-
ing preparation of the oriented smectic C*
network using UV light in the presence
of a photoinitiator (1,1-dimethoxy-1-phenyl-
acetophenone) (14).
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Oriented sc-network

Figure 6. Preparation of polar smectic C* monodomains (14,15)
(ITO: indium tin oxide).

designed to study smectic bubbles (25). Freely suspended
films of the uncross-linked material behave like ordinary
smectic films. They can be inflated to spherical bubbles sev-
eral mm in diameter (the thickness of a smectic-layer skin
is about 50 nm). These bubbles are stabilized by the
smectic-layer structure and their inner pressure p is re-
lated to the surface tension and the bubble radius R by
the Laplace–Young equation, p ∝ 1/R. After exposure to
UV light, the material is cross-linked, and an anisotropic
elastomer is formed. When the cross-linked bubbles are
inflated/ deflated, the radius–pressure curve reverses its
slope and gives direct access to the elastic moduli of the ma-
terial (26). Because the deformation during inflation of the
balloon is isotropic in the layer plane, the material should
contract in the direction of the layer normal.

Mechanical measurements of chemically crosslinked
LC-elastomers have been made extensively (4,5,27,28,
36,41–43). For these systems, it can be shown that stretch-
ing allows orientation of the liquid crystalline phase. In
ideal situations, it is thus possible to prepare a ferroelectric
monodomain by stretching (28,30,36). This result can be
rationalized as a two-stage deformation process (see Fig. 9)
(36). This possibility of orienting or reorienting the polar
axis mechanically is the basis for the piezoelectric proper-
ties to be discussed later. Ferroelectric switching could not
be observed for any of the chemically crosslinked systems.

This may occur because chemically cross-linked films are
too thick (several 100 µm compared to about 10 µm for
photochemically cross-linked systems) and the electric
field applied is therefore too small. In addition, the cross-
linking density in chemically cross-linked systems is pre-
sumably higher.

Ferroelectric Properties LC-Elastomers. The ferroelectric
properties of the photochemically crosslinked elastomers
E1 to E3 differ significantly and depend on the topology
of the network formed. For the systems that have inter-
layer cross-linking (see Fig. 7, E2 and E3), the switch-
ing time is increased greatly. Therefore, spontaneous
polarization can no longer be determined by the triangu-
lar wave method. Slow switching is, however, still possi-
ble and therefore ferroelectric hysteresis can be measured
optically (see Figs. 4c and 10) (14,15). After photochem-
ical cross-linking in a ferroelectric monodomain, the fer-
roelectric hysteresis shows stabilization of the orientation
present during cross-linking. At zero external voltage, only
this state is stable. The second switching state can, how-
ever, be reached. Therefore, the network acts like a spring
that stabilized one state because switching to the other
state leads to a deviation from the most probable confor-
mation of the polymer chain (32) (see Fig. 10). Then, the
shift of the center of the hysteretic loop away from zero
voltage gives the magnitude of the electric field necessary
to balance the mechanical field of the network. The asym-
metry of the hysteresis increases with the cross-linking
density (17). For high cross-linking densities, switching
remains possible only if the spontaneous polarization is
rather high (17). Otherwise, the network prohibits switch-
ing. The asymmetry of ferroelectric switching could also
be proven by polarized FT-IR spectroscopy (33). Increasing
the temperature of this ferroelectric elastomer leads to nar-
rowing of the hysteretic loop, which is lost at the transition
to the smectic A phase (see Fig. 10).

This behavior is best interpreted by plotting the liquid
crystalline potential, the elastic potential of the network,
and their superposition in one graph (15) (see Fig. 11). As
the network is formed in the smectic C* phase, an internal
elastic field is created, which has its minimum value for
the tilt angle and tilt direction during cross-linking. Other
tilt angles are destabilized.

The elastomer that has preferable intralayer cross-
linking (E1, see Fig. 7) shows completely different behav-
ior (see Fig. 12) (17,34). In this case, the switching time
increases by less than a factor of 2, the polarization can
still be determined, and measurement of the ferroelectric
hysteresis shows no stabilization of the switching state
present during cross-linking. Then, the coupling between
the orientation of the mesogens and the network confor-
mation is obviously very weak. The network stabilizes the
smectic layer structure (see Properties of Ferroelectric LC-
Elastomers—AFM Imaging of Thin Films), but it does not
stabilize the tilt direction. Therefore, the polar axis can be
switched easily. This is the result of the network topology
(see Fig. 7) in which interlayer cross-linking is rare.

Properties of Ferroelectric LC-Elastomers—AFM Imaging
of Thin Films. Freestanding films can be prepared from
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Figure 10. Temperature dependence of the optical hysteresis of
elastomer E2 (SC* 49◦C SA) (15). (a) Ferroelectric behavior of the
SC* phase (42, 44, 46, and 48◦C, respectively). (b) Electroclinic
behavior of the SA phase (50, 54, and 56◦C, respectively).
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Figure 12. Temperature dependence of the switching time τ (de-
fined as 0–100% change in transmission) for P1 and E1 [see (17)
for comparison].

uncross-linked polymers (see also the smectic balloons in
this context). They can be photo-cross-linked and trans-
ferred to a solid substrate. Thereafter, the topology of the
films can be imaged by AFM, which gives direct visualiza-
tion of the smectic layer structure at low temperatures. The
uncross-linked polymers can only be imaged at low temper-
atures, deep inside the smectic phase and in the tapping
mode, which does not induce strong lateral forces. At higher
temperatures, the sample is too soft and mobile to allow
imaging. Cross-linked elastomers, on the other hand, are
mechanically stable, and films sustain the tapping mode
and also the contact mode of the atomic force microscope
(35). This holds both for intra- and interlayer cross-linked
systems. Because measurements can be done in all phases,
it is also possible to determine the change of the smec-
tic layer thickness at the phase transitions directly. For
elastomer E1, for example, the smectic layer thickness is
4.2 nm in the smectic C* phase (36◦C, tilt angle about 30◦).
It increases to 4.4 nm at 50◦C in the smectic A phase (35).
This corresponds to X-ray measurements.

To analyze the impact of the molecular structure on
network properties, elastomers are compared, which are
identical except for the molecular position of the cross-
linkable group: (1) elastomer E1 that has cross-linkable
groups attached to the backbone via a short spacer
(intralayer cross-linking) and (2) elastomer E2 where the
cross-linkable group is in the terminal position of a meso-
genic side group (intralayer cross-linking) (23,24). When
mechanical stress (stretching) is imposed on thin films in
homeotropic orientation, the two elastomers react differ-
ently to the deformation (23,24), as seen by AFM imag-
ing of the surface topology (see Fig. 13). For elastomer E1,
“intralayer” cross-linking results in two-dimensional net-
works in the backbone layers, separated by liquid-like FLC
side-group layers. Because there are practically no vertical
connections in this intralayer network, no vertical distor-
tions occur. Therefore, this elastomer can be stretched up
to 100%, the surface remains smoth, and the layers deform
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(a) (b)

(c) (d)

(e) (f)

Figure 13. Surface topography of as prepared and stretched transferred films of elastomer
E1x=0.1(a: λ = 0, b: λ = 10%), E2x=0.07(c: λ = 0, d: λ = 12%), and E2x=0.25 (e: λ = 0, f: λ = 2%,).
Scale bars 1 µm, height scale 25 nm valid for all images. The surface of all polymers show plateau
patterns. In the E2 samples, the lateral strain leads to surface deformation (24).

affinely. In elastomer E2, a three-dimensional, “interlayer”
network is formed; the system reacts by distorting the
smectic layering. Therefore, only smaller stretching ratios
are accessible and the surface roughens and buckles during
stretching. The distortion strength increases with a higher
cross-linking density.

Piezoelectric Properties of Ferroelectric LC-Elastomers.
Because a ferroelectric material has to be piezoelectric (see
Fig. 1), observation of a piezoresponse is natural. It has
been observed for ferroelectric LC-elastomers (14,15,44–
46) and also for more densely cross-linked systems (36–
39) for which no ferroelectric switching could be observed.
For the elastomers described here it is, however, possible
to change the piezoresponse (14) by reorienting the po-
lar axis in an external field (see E2 in Fig. 14). For this

experiment, the polar axis was kept in one orientation
during cross-linking. This resulted in a positive piezore-
sponse (see Fig. 14). Thereafter, the direction of the polar
axis was inverted by applying an external field of opposite
direction. Then, the external field was removed and the
piezocoefficient was measured. At first, a piezoresponse of
opposite sign (negative) but identical value is determined
(see Fig. 14). In the field-free state, this piezoresponse con-
tinuously decreases, it goes through zero, increases again,
and finally reaches the original positive value. This ex-
periment is comparable to the hysteresis measurements
of Figs. 4 and 10 because it shows that two polar states
are accessible, but the one present during cross-linking is
stabilized.

The shape variation under application of an external
electric field was most intensively studied for microtomized
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Figure 14. Relaxation of the piezocoefficient d33 of elastomer E2
at room temperature after reversal poling at 65◦C (SA phase) (14).

piezes of ferroelectric elastomers, which had been oriented
by drawing (44–46). These experiments show only a small
shape variation if the field is applied parallel to the polar
axis of the monodomain. The effects become, on the other
hand, rather large if the smectic layer structure (chevron

h0

E = 0

 for E = 0  for E > 0  for E < 0

E ≠ 0

z smectic layers z smectic layers

Single smectic layer

Electric
field E

∆h/z

θ −θ h0−∆h
z

h0−∆h

Figure 15. In the SA* phase, the mesogenic parts (depicted as
ellipsoids) of the elastomeric macromolecule stand upright (θ = 0◦)
inside the single smectic layers. By applying a lateral electric field
(perpendicular to the plane of the paper), a tilt angle θ that is
proportional to the electric field E can be induced (electroclinic
effect). The sign of the tilt depends on the sign of the electric field E.
Hence, each smectic layer shrinks by �h/z twice during one period
of the electric field. The shrinkage �hof the whole film is measured
by the interferometer as an optical phase shift between the sample
beam and the reference beam.

Table 1.

Electrostrictive strain ε

Material (at electric field strength E) Ref.

Free-standing FLCE film 4% lateral strain (1.5 MV/m) 40
Spin-coated FLCE ∼1% lateral layer thickness 40

shrinkage (2.0 MV/m)
PMN0.7PT0.3 0.15% (1 MV/m) 47
Lead magnesium

niobate—
Lead titanate

ceramics
P(VDF-TrFE) 4% (150 MV/m) 47

electron irradiated
poly(vinylidene
fluoride trifluoro-
ethylene) copolymer

PBLG monomolecular, 0.005% (300 MV/m) 49
grafted layer of
poly-γ -benzyl-
L-glutamate

texture) rearranges (44,46). To get a large electrostrictive
response, which can be understood on a molecular level, the
geometry presented in Fig. 15 was chosen (40). The appli-
cation of an electric field parallel to an smectic layer leads
to a tilt of the mesogens (electroclinic effect). Thereby, the
thickness of the layer decreases. For a stack of layers, the
effect sums up over all layers. As a result, the thickness
perpendicular to the smectic layers decreases if a field is
applied parallel to the layers (see Fig. 15). Because the elec-
troclinic effect is relatively large in these polymers (15,33),
a large variation in thickness is expected.

X-ray diffraction measurements prove the electrically
induced shrinkage of single smectic layers. A freestand-
ing ultrathin (75 nm) film of a ferroelectric liquid crys-
talline elastomer (similiar to E2) was used to measure the
shape variation (electrostrictive response) associated with
this (40). It was measured by a high precision (± 3 pm
at 133 Hz) Michelson interferometer. The measurements
(see Fig. 16) exhibit extremely high electrostrictive strains
of 4% in an electric field of only 1.5 MV/m, which is, to
our knowledge, a new world record for the correspond-
ing electrostrictive coefficient a. The effect exhibits typi-
cal electroclinic behavior, which means that it is caused
by an electrically induced tilt of the chiral LC molecules.
As a consequence of chirality, the primary strain is per-
pendicular to the applied field. Hence, a new material that
has a giant electrostriction effect is introduced, where the
effect can be fully understood on a molecular level. The
characterization of these materials is summarized in
Table 1.

CONCLUSION

Ferroelectric LC-elastomers represent an interesting class
of material because they combine the ordering of liquid
crystalline ferroelectric phases and the rubber elasticity
of polymer networks. Switching of the electric polarization
leads to deformation of the polymer network, equivalent to
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Figure 16. Electrostriction of a ferroelectric
LC-elastomer (40). Big diagram: Thickness vari-
ation �h as a function of the applied ac volt-
age Uac. Interferometric data were obtained
at the fundamental frequency of the electric
field (piezoelectricity, first harmonic: +) and
at twice the frequency (electrostriction, second
harmonic: o). Sample temperature: 60◦C.
Inset: Electrostrictive coefficient a (+) versus
temperature. At the temperature where the
non-cross-linked polymer would have its phase
transition SC*–SA* (about 62.5◦C), the tilt an-
gle of 0◦ is unstable. That is why the electroclinic
effect is most effective at this temperature. An
electric field of only 1.5 MV/m is sufficient to in-
duce lateral strains of more than 4%.

stretching a spring, and creates a stress in the network of
polymer chains.

The interaction of mesogens and the network can be var-
ied by using different topologies of net points: Crosslinking
is carried out either within the siloxane sublayers (lead-
ing to fast switching elastomers) or between the siloxane
sublayers (resulting in an elastomer that favors the ferro-
electric switching state in which the cross-linking reaction
took place).

Because the orientation of the smectic phase couples
to the polymer network, electromechanical measurements
show a piezoelectric effect. Mechanical deformation leads
to polarization or an external electric field to deformation of
the sample. Applying the electric field parallel to the smec-
tic layer structure leads to an extremly high electrostrictive
strain of 4% in an electric field of only 1.5 MV/m.
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26. H. Schüring, R. Stannarius, C. Tolksdorf, and R. Zentel,

Macromolecules. 34: 3962–3972 (2001).
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INTRODUCTION

Piezoelectric polymers have been known for more than
forty years, but in recent years they have gained repute as
a valuable class of “smart materials.” There is no standard
definition for smart materials, and terms such as intelli-
gent materials, smart materials, adaptive materials, active
devices, and smart systems are often used interchangeably.
The term “smart material” generally designates a material
that changes one or more of its properties in response to
an external stimulus.

The most popular smart materials are piezoelectric ma-
terials, magnetostrictive materials, shape-memory alloys,
electrorheological fluids, electrostrictive materials, and
optical fibers. Magnetostrictives, electrostrictives, shape-
memory alloys, and electrorheological fluids are used as
actuators; optical fibers are used primarily as sensors.

Among these active materials, piezoelectric materials
are most widely used because of their wide bandwidth,
fast electromechanical response, relatively low power re-
quirements, and high generative forces. A classical defini-
tion of piezoelectricity, a Greek term for “pressure elec-
tricity,” is the generation of electrical polarization in a
material in response to mechanical stress. This phe-
nomenon is known as the direct effect. Piezoelectric ma-
terials also display the converse effect: mechanical defor-
mation upon application of an electrical charge or signal.
Piezoelectricity is a property of many noncentrosymmet-
ric ceramics, polymers, and other biological systems. Pyro-
electricity is a subset of piezoelectricity, whereby the po-
larization is a function of temperature. Some pyroelectric
materials are ferroelectric, although not all ferroelectrics
are pyroelectric. Ferroelectricity is a property of certain
dielectrics that exhibit spontaneous electric polarization
(separation of the center of positive and negative electric
charge that makes one side of the crystal positive and the
opposite side negative) that can be reversed in direction by
applying an appropriate electric field. Ferroelectricity is
named by analogy with ferromagnetism, which occurs in
materials such as iron. Traditionally, ferroelectricity is de-
fined for crystalline materials, or at least in the crystalline
region of semicrystalline materials. In the last couple of
years, however, a number of researchers have explored the
possibility of ferroelectricity in amorphous polymers, that
is, ferroelectricity without a crystal lattice structure (1).
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Table 1. Comparison of Properties of Standard Piezoelectric Polymer
and Ceramic Materials

da
31 g a

31
(pm/V) (mV-m/N) k31 Salient Features

Polyvinylidene fluoride 28 240 0.12 Flexible, lightweight, low
(PVDF) acoustic and mechanical

impedance
Lead zirconium titanate 175 11 0.34 Brittle, heavy, toxic

(PZT)

aValues shown are absolute values of constants.

Characteristics of Piezoelectric Polymers

The properties of polymers are very different from those
of inorganics (Table 1), and they are uniquely qualified to
fill niche areas where single crystals and ceramics can-
not perform as effectively. As noted in Table 1, the piezo-
electric strain constant (d31) for the polymer is lower than
that of the ceramic. However, piezoelectric polymers have
much higher piezoelectric stress constants (g31) which in-
dicates that they are much better sensors than ceramics.
Piezoelectric polymeric sensors and actuators offer the
advantage of processing flexibility because they are
lightweight, tough, readily manufactured in large areas,
and can be cut and formed into complex shapes. Poly-
mers also exhibit high strength and high impact resis-
tance (2). Other notable features of polymers are low di-
electric constant, low elastic stiffness, and low density,
which result in high voltage sensitivity (excellent sensor
characteristic) and low acoustic and mechanical impedance
(crucial for medical and underwater applications). Poly-
mers also typically possess high dielectric breakdown and
high operating field strength, which means that they can
withstand much higher driving fields than ceramics. Poly-
mers offer the ability to pattern electrodes on the film
surface and pole only selected regions. Based on these
features, piezoelectric polymers possess their own estab-
lished area for technical applications and useful device
configurations.

Structural Requirements for Piezoelectric Polymers

The piezoelectric mechanisms for semicrystalline and
amorphous polymers differ. Although the differences are
distinct, particularly with respect to polarization stabil-
ity, in the simplest terms, four critical elements exist for
all piezoelectric polymers, regardless of morphology. These
essential elements are: (1) the presence of permanent mole-
cular dipoles, (2) the ability to orient or align the molecular
dipoles, (3) the ability to sustain this dipole alignment once
it is achieved, and (4) the ability of the material to undergo
large strains when mechanically stressed (3).

SEMICRYSTALLINE POLYMERS

Mechanism of Piezoelectricity in Semicrystalline Polymers

Semicrystalline polymers must have a polar crystalline
phase to render them piezoelectric. The morphology of such

polymers consists of crystallites dispersed within amor-
phous regions, as shown in Fig. 1a. The amorphous region
has a glass transition temperature that dictates the me-
chanical properties of the polymer, and the melting temper-
ature of the crystallites dictates the upper limit of the use

Electric
Field
Direction

1c. Electrically Poled

Crystalline
Region

1a. Melt Cast

Amorphous
Region

1b. Mechanically
      Oriented

Stretch 
Direction

Figure 1. Schematic illustration of random stacks of amorphous
and crystal lamellae in the PVDF polymer: (a) the morphology
after the film is melt cast; (b) after orientation of the film by me-
chanically stretching several times its original length; and (c) after
depositing metal electrodes and poling through the film thickness.
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temperature. The degree of crystallinity in such polymers
depends on the method of preparation and thermal his-
tory. Most semicrystalline polymers have several polymor-
phic phases, some of which may be polar. Mechanical ori-
entation, thermal annealing, and high-voltage treatment
are all it has been shown, effective in inducing crystalline
phase transformations. Stretching the polymer aligns the
amorphous strands in the film plane, as shown in Fig. 1b,
and facilitates uniform rotation of the crystallites by an
electric field. Depending on whether stretching is uniax-
ial or biaxial, the electrical and mechanical properties
(and therefore the transduction response) are either highly
anisotropic or isotropic in the plane of the polymer sheet.
Electrical poling is accomplished by applying an electric
field across the thickness of the polymer, as depicted in
Fig. 1c. An electric field of the order of 50 MV/m is typi-
cally sufficient to effect crystalline orientation. Polymers
can be poled by using a direct contact method or corona
discharge. The latter is advantageous because contacting
electrodes is not required and samples of large area can
be poled continuously. This method is used to manufacture
commercial poly(vinylidene fluoride) (PVDF) film. Some re-
searchers have also successfully poled large areas of poly-
mer films by sandwiching them between polished metal
plates under a vacuum. This method eliminates electri-
cal arcing of samples and the need for depositing metal
electrodes on the film surface. The amorphous phase of
semicrystalline polymers supports the crystal orientation,
and polarization is stable up to the Curie temperature.
This polarization can remain constant for many years if it
is not degraded by moisture uptake or elevated tempera-
tures.

Piezoelectric Constitutive Relationships

The constitutive relationships that describe piezoelectric
behavior in materials can be derived from thermodynamic

2

3

15

6

4

Figure 2. Tensor directions for defining the constitutive rela-
tionships.

principles (4). A tensor notation is adopted to identify the
coupling between the various entities through mechanical
and electrical coefficients. The common practice is to la-
bel directions as depicted in Fig. 2. The stretch direction is
denoted as “1.” The “2” axis is orthogonal to the stretch di-
rection in the plane of the film. The polarization axis (per-
pendicular to the surface of the film) is denoted “3.” The
shear planes, indicated by the subscripts “4,” “5,” and “6,”
are perpendicular to the directions “1,” “2,” and “3,” respec-
tively. By reducing the tensor elements and using standard
notations (5), the resulting equations can be displayed in
matrix form as follows:
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(2)

Piezoelectricity is a cross coupling among the elastic
variables, stress X, and strain S, and the dielectric vari-
ables, electric charge density D and electric field E. Note
that D is named in analogy to the B field in ferromag-
netism, although some authors also refer to it as dielec-
tric or electric displacement. There does not seem to be a
standard nomenclature; however, it is the opinion of the
authors of this article that electric charge density is a bet-
ter description of this property. The combinations of these
variables define the piezoelectric strain constant d, the ma-
terial compliance s, and the permittivity ε. Other piezo-
electric properties are the piezoelectric voltage constant g,
stress constant e, and strain constant h given by the equa-
tions in Table 2. For a given constant, the first definition in
the table refers to the direct effect, and the second refers to
the converse effect. The piezoelectric constants are inter-
related through the electrical and mechanical properties

Table 2. Definitions of Piezoelectric Constants

Equations Units

d = (dD/dX )E = (dS/dE)X (C/N or m/V)
e = (dD/dS)E = −(dX/dE)S (C/m or N/Vm)
g = (dE/dX )D = (dS/dD)X (Vm/N or m2/C)
h = (dE/dS)D = −(dX/dD)S (V/m or N/C)
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of the material. Electric field strength and displacement
charge density are related through the dielectric constant,
εε0 (where ε0 is the permittivity of free space), and stress
and strain are related through the compliance according
to

dij = ε0εigij, (3)

eij = sijdij. (4)

The polarization P is a measure of the degree of piezo-
electricity in a given material. In a piezoelectric material, a
change in polarization �P results from an applied stress X
or strain S under conditions of constant temperature and
zero electric field. A linear relationship exists between �P
and the piezoelectric constants. Due to material anisotropy,
P is a vector that has three orthogonal components in the
1, 2, and 3 directions. Alternatively, the piezoelectric con-
stants can be defined as

�Pi = dij Xj, (5)

�Pi = gijSj . (6)

The electrical response of a piezoelectric material is a
function of the electrode configuration relative to the di-
rection of the applied mechanical stress. For a coefficient
dij , the first subscript is the direction of the electric field
or charge displacement, and the second subscript gives the
direction of the mechanical deformation or stress. The C2ν

crystallographic symmetry typical of synthetic oriented,
poled polymer film leads to cancellation of all but five of
the dij components (d31, d32, d33, d15, and d24). If the film is
poled and biaxially oriented or unoriented, d31 = d32, and
d15 = d24. Most natural biopolymers possess D∞ symme-
try which yields a matrix that possesses only the shear
piezoelectricity components d13 and d25. Because the d33

constant is difficult to measure without constraining the
lateral dimension of the sample, it is typically determined
from Eq. (7) which relates the constants to the hydrostatic
piezoelectric constant, d3h.

d3h = d31 + d32 + d33. (7)

The electromechanical coupling coefficient kij repre-
sents the conversion of electrical energy into mechanical
energy and vice versa. The electromechanical coupling can
be considered a measure of transduction efficiency and is
always less than unity as shown here:

k2 = electrical energy converted to mechanical energy
input electrical energy

,

(8a)

k2 = mechanical energy converted to electrical energy
input mechanical energy

.

(8b)
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Figure 3. Typical ferroelectric hysteretic behavior for PVDF.

Some k coefficients can be obtained from a measured d con-
stant as follows:

k31 = d31√
sE

11ε
T
3

. (9)

Ferroelectricity in Semicrystalline Polymers

At high electric fields, the polarization in semicrystalline
polymers such as PVDF is nonlinear with the applied elec-
tric field. This nonlinearity in polarization is defined as
hysteresis. The existence of spontaneous polarization toge-
ther with polarization reversal (as illustrated by a hystere-
sis loop) is generally accepted as proof of ferroelectricity.
Figure 3 is an example of the typical hysteretic behavior
of PVDF. Two other key properties typically reported for
ferroelectric materials are the coercive field and the rema-
nent polarization. The coercive field Ec, which marks the
point where the hysteresis intersects the horizontal axis,
is about 50 MV/m at room temperature for many ferroelec-
tric polymers. The remanent polarization Pr corresponds
to the point where the loop intersects the vertical axis. The
values of Ec and Pr depend on temperature and frequency.
The Curie temperature Tc, is generally lower than but close
to the melting temperature of the polymer. Below Tc, the
polymer is ferroelectric and above Tc, the polymer loses its
noncentrosymmetric nature.

Although ferroelectric phenomenon has been well doc-
umented in ceramic crystals, the question of whether
polymer crystallites could exhibit dipole switching was
debated for about a decade after the discovery of piezo-
electricity in PVDF. Inhomogeneous polarization through
the film thickness that yielded higher polarization on the
positive electrode side of the polymer led to speculations
that PVDF was simply a trapped charge electret. These
speculations were dispelled when X-ray studies (6) demon-
strated that polarization anisotropy vanishes due to high
poling field strengths and that true ferroelectric dipole re-
orientation occurs in PVDF. Luongo used infrared to at-
tribute the polarization reversal in PVDF to 180◦ dipole
rotation (7). Scheinbeim documented the same via X-ray
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pole analysis and infrared techniques for odd-numbered
nylons (8).

State of the Art

Pioneering work in the area of piezoelectric polymers (9)
led to the development of strong piezoelectric activity in
polyvinylidene fluoride (PVDF) and its copolymers with
trifluoroethylene (TrFE) and tetrafluoroethylene (TFE).
These semicrystalline fluoropolymers represent the state
of the art in piezoelectric polymers and are currently the
only commercial piezoelectric polymers. Odd-numbered
nylons, the next most widely investigated semicrystalline
piezoelectric polymers, have excellent piezoelectric pro-
perties at elevated temperatures but have not yet been
embraced in practical application. Other semicrystalline
polymers including polyureas, liquid crystalline polymers,
biopolymers and an array of blends have been studied for
their piezoelectric potential and are summarized in the fol-
lowing section. The chemical repeat unit and piezoelectric
constants of several semicrystalline polymers are listed in
Table 3.

Polyvinylidene Fluoride (PVDF). Interest in the electrical
properties of PVDF began in 1969 when it was shown (9)
that poled thin films exhibit a very large piezoelectric co-
efficient, 6–7 pCN−1, a value about ten times larger than
had been observed in any other polymer. As seen in Table 3,
PVDF is inherently polar. The spatially symmetrical dis-
position of the hydrogen and fluorine atoms along the poly-
mer chain gives rise to unique polar effects that influence
the electromechnical response, solubility, dielectric proper-
ties, and crystal morphology and yield an unusally high di-
electric constant. The dielectric constant of PVDF is about

Table 3. Comparison of Piezoelectric Properties of Some Semicrystalline
Polymeric Materials

Polymer Structure
Tg

(◦C)
Tm

(◦C)
Max Use

Temp (◦C)
d31

(pC/N) Ref.

PVDF −35 175 80 20–28 2

PTrFE 32 150 90–100 12 2

Nylon-11 68 195 185

3 at
25◦C
14 at
107◦C

22

Polyrurea-9 50 180 — — 28

12, which is four times greater than that of most polymers,
and makes PVDF attractive for integration into devices be-
cause the signal-to-noise ratio is smaller for higher dielec-
tric materials. The amorphous phase in PVDF has a glass
transition that is well below room temperature (−35◦C);
hence, the material is quite flexible and readily strained at
room temperature. PVDF is typically 50–60% crystalline,
depending on thermal and processing history, and has at
least four crystal phases (α, β, γ , and δ); at least three are
polar. The most stable, nonpolar α phase results upon cast-
ing PVDF from a melt and can be transformed into the po-
lar β phase by mechanical stretching at elevated temper-
atures or into the polar δ phase by rotating the molecular
chain axis in a high electric field (∼130 MV/m) (10). The
β phase is most important for piezoelectricity and has a
dipole moment perpendicular to the chain axis of 2.1 D
that corresponds to a dipole concentration of 7 × 10−30

Cm. After poling PVDF, the room temperature polar-
ization stability is excellent; however, polarization and
piezoelectricity degrade as temperature increases and are
erased at its Curie temperature. Previously, it was believed
that polarization stability was defined only by the melt-
ing temperature of the PVDF crystals. Recently, however,
some researchers suggest that the polarization stability
of PVDF and its copolymers is associated with coulom-
bic interactions between injected, trapped charges and
oriented dipoles in the crystals (11). They hypothesize
that the thermal decay of the polarization is caused by
the thermally activated removal of the trapped charges
from the traps at the surface of the crystals. The role of
trapped charges in stabilizing orientation in both semicrys-
talline and amorphous polymers is still a subject that
needs further study. The electromechanical properties of
PVDF have been widely investigated. For more details, the
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reader is referred to the wealth of literature that exists on
the subjects of piezoelectric, pyroelectric, and ferroelectric
properties (2,6,12,13), and the morphology (14–16) of this
polymer.

Poly(Vinylidene Fluoride–Trifluoroethylene and
Tetrafluoroethylene) Copolymers. Copolymers of polyvinyli-
dene fluoride with trifluoroethylene (TrFE) and tetraflu-
oroethylene (TFE) also exhibit strong piezoelectric,
pyroelectric, and ferroelectric effects. These polymers
are discussed together here because they behave sim-
ilarly when copolymerized with PVDF. An attractive
morphological feature of the comonomers is that they
force the polymer into an all-trans conformation that has
a polar crystalline phase, which eliminates the need for
mechanical stretching to yield a polar phase. P(VDF–
TrFE) crystallizes to a much greater extent than PVDF
(up to 90% crystalline) and yields a higher remanent
polarization, a lower coercive field, and much sharper
hysteretic loops. TrFE also extends the use temperature
by about 20◦C to close to 100◦C. Conversely, copolymers
with TFE exhibit a lower degree of crystallinity and a
suppressed melting temperature, compared to the PVDF
homopolymer. Although the piezoelectric constants for
the copolymers are not as large as those of the homopoly-
mer, the advantages of P(VDF–TrFE) in processibility,
enhanced crystallinity, and higher use temperature make
it favorable for applications.

Researchers have recently reported that highly ordered,
lamellar crystals of P(VDF–TrFE) can be made by anneal-
ing the material at temperatures between the Curie tem-
perature and the melting point. They refer to this mate-
rial as a “single crystalline film.” A relatively large single
crystal of P(VDF–TrFE) 75/25 mol% copolymer was grown
that exhibits a room temperature d33 = −38 pm/V and a
coupling factor k33 = 0.33 (17).

The result of introducing defects into the crystalline
structure of P(VDF–TrFE) copolymer on electroactive ac-
tuation has been studied using high electron irradiation
(18). Extensive structural investigations indicate that elec-
tron irradiation disrupts the coherence of polarization do-
mains (all-trans chains) and forms localized polar regions
(nanometer-sized, all-trans chains interrupted by trans
and gauche bonds). After irradiation, the material ex-
hibits behavior analogous to that of relaxor ferroelectric
systems in inorganic materials. The resulting material is
no longer piezoelectric but rather exhibits a large electric
field-induced strain (5% strain) due to electrostriction. The
basis for such large electrostriction is the large change in
the lattice strain as the polymer traverses the ferroelec-
tric to paraelectric phase transistion and the expansion
and contraction of the polar regions. Piezoelectricity can
be measured in these and other electrostrictives when a dc
bias field is applied. Irradiation is typically accomplished
in a nitrogen atmosphere at elevated temperatures using
irradiation dosages up to 120 Mrad.

Polyamides. A low level of piezoelectricity was first re-
ported in polyamides (also known as nylons) in 1970 (19).
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Figure 4. Schematic depiction of hydrogen-bonded sheets show-
ing dipole directions in the crystal lattices of (a) even (nylon 4) and
(b) odd polyamides (nylon 5).

A systematic study of odd-numbered nylons, however, ini-
tiated in 1980 (20), served as the impetus for more than
20 years of subsequent investigations of piezoelectric and
ferroelectric activity in these polymers. The monomer
unit of odd nylons consists of even numbers of methy-
lene groups and one amide group whose dipole moment is
3.7 D. Polyamides crystallize in all-trans conformations
and are packed to maximize hydrogen bonding between
adjacent amine and carbonyl groups, as seen in Fig. 4 for
an even-numbered and an odd-numbered polyamide. The
amide dipoles align synergistically in the odd-numbered
monomer, resulting in a net dipole moment. The amide
dipole cancels in an even-numbered nylon, although re-
manent polarizations have been measured for some even-
numbered nylons, as discussed later in this article. The
unit dipole density depends on the number of methylene
groups present, and polarization increases from 58 mC/m2

for nylon-11 to 125 mC/m2 for nylon-5 as the number of
methylene groups decreases (8).

Polyamides are known hydrophilics. Because water ab-
sorption is associated with hydrogen bonding to the polar
amide groups, the hydrophilicity increases as the density
of amide groups increases. Water absorption in nylon-11
and nylon-7 has been shown to be as high as 4.5% (by
weight) and more than 12% for nylon-5 (21), whereas it
is less than 0.02% for PVDF and its copolymers. Studies
have shown that water absorption can have a dramatic ef-
fect on the dielectric and piezoelectric properties of nylons;
however, water does not affect the crystallinity or orienta-
tion in thermally annealed films (21). Thus, films can be
dried to restore their original properties.

At room temperature, odd-numbered nylons have
lower piezoelectric constants than PVDF; however, when
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examined above their glass transition temperatures,
they exhibit comparable ferroelectric and piezoelectric
properties and much higher thermal stability. The piezo-
electric d and e constants increase rapidly as temperature
increases. Maximum stable d31 values of 17 pC/N and
14 pC/N are reported for nylon-7 and nylon-11, respec-
tively. Corresponding values of the electromechanical
coupling constant k31 are 0.054 and 0.049. Studies have
also shown that annealing nylon films enhances their
polarization stability because it promotes denser packing
of the hydrogen-bonded sheet structure in the crystalline
regions and hinders dipole switching due to lowered free
volume for rotation (22).

Though widely studied, piezoelectric polyamides have
not been widely used in applications due in part to their low
room temperature piezoelectric response and the problem
of moisture uptake.

Liquid Crystalline Polymers. Liquid crystals consist of
highly ordered rodlike or disklike molecules. At their melt-
ing points they partially lose crystalline order and generate
a fluid but ordered state. They can form layered structures
called smectic phases or nematic phases that have an ap-
proximately parallel orientation of the molecular long axis.
It was first predicted in 1975 that spontaneous polarization
could be achieved in liquid crystals based on symmetry ar-
guments (23). Subsequently, it has been shown that liq-
uid crystalline molecules whose chiral carbon atoms link
a mesogenic group and end alkyl chains may exhibit fer-
roelectric behavior in the smectic C phase (SmC∗) (24). In
this phase, the molecular axis tilts from the normal to the
layer plane, and the molecular dipoles align in the same
direction, yielding a net polarization. If such liquid crys-
talline molecules are introduced into the backbone or as a
side group on a polymer, a ferroelectric liquid crystalline
polymer can be obtained. There are three requirements for
spontaneous polarization in a liquid crystal: a center of
chirality, a dipole moment positioned at the chiral center
that acts transverse to the molecular long axis, and a tilted
smectic phase (25).

Polyureas. Polyureas are thermosets, long used as in-
sulators in a number of applications. Until a few years
ago, ureas were available mostly as insoluble powders or
highly cross-linked resins. In 1987, a vapor deposition poly-
merization method was successfully developed that was
later applied to synthesizing polyureas (26a,27). Typically,
a vapor deposition technique is used by evaporating OCN–
R1–NH2 and H2N–R2–NH2 monomers simultaneously on
a substrate (where R1 and R2 are various aliphatic or aro-
matic groups). This prevents cross-linking and allows pro-
cessing thicknesses in the hundreds of nanometers to tens
of micrometers.

An exploration (27) of the dielectric and pyroelectric
properties of polyureas films led to the discovery of their
piezoelectricity. From the early 1990s to the present,
various aromatic and aliphatic polyureas were synthe-
sized, and it was shown that they are piezoelectric (28,29).
Aromatic polyureas were the first polyurea structures
identified as piezoeletric. They exhibit a piezoelectric

e constant of 15 mC/m2 and have high temperature sta-
bility which remains independent of temperature up to
200◦C. Their pyroelectric coefficient is high due to their
low dielectric loss compared to other polymers. The d con-
stant is about 5 pC/N at room temperature and increases
as temperature increases (28).

Owing to their structures, aliphatic polyureas possess
higher flexibility in their molecular chains. Similarly to
polyamides, hydrogen bonds play a large role in stabiliz-
ing the orientation polarization that is imparted. Polyureas
that have an odd number of methyl groups exhibit overall
nonzero polarization. Polyurea-9 was synthesized and pro-
cessed first, and an e constant of 5 mC/m2 was reported
(28). Then, polyureas that have a smaller number of car-
bons were attempted because it was surmised that they
should lead to a higher density of urea bond dipoles. Toward
that end, polyurea-5 was synthesized, and it was found
that the e and d constants are twice those of polyurea-9.
Aliphatic polyureas exhibit ferroelectric hysteresis and in
addition, are piezoelectric when they have odd numbers
of methyl groups. Their thermal stability and piezoelec-
tric coefficients depend highly on the poling temperature
(typically 70–150◦C) but are lower than those of aromatic
polyureas.

Biopolymers. Piezoelectricity of biopolymers was first
reported in keratin in 1941 (30). When a bundle of hair
was immersed in liquid air, an electric voltage of a few
volts was generated between the tip and the root. When
pressure was applied on the cross section of the bundle,
an electric voltage was generated. Subsequently piezoelec-
tricity has been observed in a wide range of other biopoly-
mers including collagen (31,32), polypeptides like poly-γ -
methylglutamate and poly-γ -benzyl-L-glutamate (33,34),
oriented films of DNA (35), poly-lactic acid (36), and chitin
(37). Most natural biopolymers possess D∞ symmetry, so
they exhibit shear piezoelectricity. A shear stress in the
plane of polarization produces an electric displacement
perpendicular to the plane of the applied stress and re-
sults in a −d14 = d25 piezoelectric constant. The piezoelec-
tric constants of biopolymers are small relative to synthetic
polymers; they range in value from 0.01 pC/N for DNA
to 2.5 pC/N for collagen. The electromechanical effect in
such polymers is attributed to the internal rotation of po-
lar atomic groups linked to asymmetrical carbon atoms.
Keratin and some polypeptide molecules assume an
α-helical or a β-tcrystalline structure in which the CONH
dipoles align synergistically in the axial direction.

Currently, the physiological significance of piezoelec-
tricity in many biopolymers is not well understood, but
it is believed that such electromechanical phenomena may
have a distinct role in biochemical processes. For example,
it is known that electric polarization in bone influences
bone growth (38). In one study, a piezoelectric PVDF film
was wrapped around the femur of a monkey. Within weeks,
a remarkable formation of new bone was observed. The
motion of the animal caused deformation of the film that
produced a neutralizing ionic current in the surrounding
tissue. This minute fluctuating current appears to stimu-
late the metabolic activity of bone cells and leads to the
proliferation of bone.
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AMORPHOUS POLYMERS

The purpose of this section is to explain the mechanism
and key components required for developing piezoelectric-
ity in amorphous polymers and to present a summary of
the polarization and electromechanical properties of the
amorphous polymers currently under investigation.

Mechanism of Piezoelectricity

Dielectric Theory. The piezoelectricity in amorphous
polymers differs from that in semicrystalline polymers and
inorganic crystals in that the polarization is not in a state
of thermal equilibrium, but rather a quasi-stable state
due to the freezing-in of molecular dipoles. The result is
a piezoelectric-like effect. A theoretical model for polymers
that have frozen-in dipolar orientation was presented to
explain piezoelectricity and pyroelectricity in amorphous
polymers such as polyvinyl chloride (39).

One of the most important properties of an amorphous
piezoelectric polymer is its glass transition temperature
(the temperature below which the material exhibits glass-
like characteristics, and above which it has rubber-like
properties) because it dictates use temperature and de-
fines the poling process conditions. Orientation polariza-
tion of molecular dipoles is responsible for piezoelectricity
in amorphous polymers. It is induced, as shown in Fig. 5,
by applying an electric field Ep at an elevated temperature
(Tp ≥ Tg) where the molecular chains are sufficiently mo-
bile and allow dipole alignment with the electric field. Par-
tial retention of this orientation is achieved by lowering the
temperature below Tg) in the presence of Ep, resulting in
a piezoelectric-like effect. The remanent polarization Pr is

Tp

Tg

Ep

Pr

Pr

80−100 MV/m

tp

Figure 5. Poling profile of an amorphous polymer.

directly proportional to Ep and the piezoelectric response.
The procedure used to prepare a piezoelectric amorphous
polymer clearly results in both oriented dipoles and space
or real charge injection. The real charges are usually con-
centrated near the surface of the polymer, and they are
introduced due to the presence of the electrodes. Interest-
ingly, some researchers (40,41) have shown that the pres-
ence of space charges does not significantly affect piezo-
electric behavior. The reason is twofold. The magnitude of
space charges is usually not significant with respect to po-
larization charges. Secondly, space charges are essentially
symmetrical with respect to the thickness of the polymer;
therefore, when the material is strained uniformly, the con-
tribution to the piezoelectric effect is negligible.

In what follows, the origins of the dielectric contribu-
tion to the piezoelectric response of amorphous polymers
are addressed. The potential energy U of a dipole µ at an
angle θ with the applied electric field is U = µ E cos θ . Us-
ing statistical mechanics and assuming Boltzman’s distri-
bution of dipole energies, the mean projection of the dipole
moment 〈µ〉E in the direction of the applied electric field is
obtained:

〈µE〉
µ

= coth
µEp

kT
− kT

µE
. (8)

This is the Langevin equation that describes the de-
gree of polarization in a sample when an electric field E is
applied at temperature T. Experimentally, a poling tem-
perature in the vicinity of Tg) is used to maximize dipole
motion. The maximum electric field that may be applied,
typically 100 MV/m, is determined by the dielectric break-
down strength of the polymer. For amorphous polymers,
µE/kT is much less than one; this places these systems
well within the linear region of the Langevin function. The
remanent polarization Pr is simply the polarization during
poling minus the electronic and atomic polarizations that
relax at room temperature, once the field Ep is removed.
The following linear equation for remanent polarization
results when the Clausius–Mossotti equation is used to
relate the dielectric constant to the dipole moment (42):

Pr = �ε ε0 Ep. (9)

It can be concluded that remanent polarization and
hence the piezoelectric response of a material are deter-
mined by �ε; this makes it a practical criterion to use when
designing piezoelectric amorphous polymers. The dielectric
relaxation strength �ε may be the result of either free or
cooperative dipole motion. Dielectric theory yields a mathe-
matical approach for examining the dielectric relaxation
�ε due to free rotation of the dipoles. The equation incor-
porates Debye’s work based on statistical mechanics, the
Clausius–Mossotti equation, and the Onsager local field
and neglects short range interactions (43):

�εcalculated = Nµ2

3kTε0

(
n2 + 2

3

)2 [
3ε(0)

2ε(0) + n2

]2

, (10)

where N is the number of dipoles per unit volume, k is the
Boltzman constant, ε(0) is the static dielectric constant,
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and n is the refractive index. One way to measure Pr in
amorphous polymers is the thermally stimulated current
(TSC) method (refer to section on characterization). Pr can
be calculated from the liberated charge during TSC, and by
reconciling that with the Onsager relationship, the dipole
density can be calculated:

Pr = Nµ2 Ep

3kTp

(
ε∞ + 2

3

)2 [
3ε(0)

2ε(0) + ε∞

]
. (11)

The piezoelectric constants are related to the polarization.
From basic thermodynamics,

d3i =
(

∂ P
∂σi

)
γ,T

. (12)

A molecular theory of the direct piezoelectric effect in poled
amorphous piezoelectric polymers has been developed. An
expression for the hydrostatic coefficient appears in the
original paper (41). Later, this theory was extended, and
an equation for d31 was obtained (44,45). By differentiating
Eq. (11) and modifying it to account for dimensional effects
such as stretching (44,46),

d31 = Pr(1 − γ )S11 + Pr(1 − γ )
3

(ε∞ − 1)S11, (13)

where γ is Poisson’s ratio, ε∞ is the permittivity at high
frequencies, and S11 is the compliance of the polymer. The
first term accounts for dimensional effects, and the second
term gives the contribution of the local field effect.

Polarizability and Poling Conditions. Designing an amor-
phous polymer that has a large dielectric relaxation
strength and hence piezoelectric response requires the
ability to incorporate highly polar groups at high concen-
trations and cooperative dipole motion. A study of the re-
lationship between relaxation times, poling temperatures,
and poling fields is crucial to achieving optimal dipole
alignment. Theoretically, the higher the electric field, the
better the dipole alignment. The value of the electric field
is limited, however, by the dielectric breakdown of the poly-
mer. In practice, 100 MV/m is the maximum field that can
be applied to these materials. Poling times need to be of
the order of the relaxation time of the polymer at the pol-
ing temperature.

During poling, the temperature is lowered to room tem-
perature, while the field is still on, to freeze in the dipole
alignment. In a semicrystalline material, however, locking-
in the polarization is supported by the crystalline struc-
ture of the polymer, and it is therefore stable above the
glass transition temperature of the polymer. Because the
remanent polarization in amorphous polymers is lost in
the vicinity of Tg, their use is limited to temperatures well
below Tg. This means that the polymers are used in their
glassy state, where they are quite stiff and thus limit the
ability of the polymer to strain as stress is applied. A piezo-
electric amorphous polymer may be used at temperatures
near its Tg to optimize its mechanical properties, but not
too close so as to maintain the remanent polarization.

Although there are few data that address the stabil-
ity of piezoelectric activity in amorphous polymers, it is
clear that time, pressure, and temperature can contribute
to dipole relaxation in these polymers. For a given appli-
cation and use temperature, the effect of these parameters
on the stability of the frozen-in dipole alignment should be
determined.

Examples of Amorphous Piezoelectric Polymers

The literature on amorphous piezoelectric polymers is much
more limited than that for semicrystalline systems this is
in part because no amorphous piezoelectric polymers; have
responses high enough to attract commercial interest.
Much of the previous work on amorphous piezoelectric
polymers was in nitrile-substituted polymers, including
polyacrylonitrile (PAN) (47–49), poly(vinylidene cyanide
vinyl acetate) (PVDCN/VAc) (50–54), polyphenyletherni-
trile (PPEN) (55,56), and poly(1-bicyclobutanecarbonitrile)
(57). Weak piezoelectric activity in polyvinyl chloride
(PVC) and polyvinyl acetate (PVAc) has also been found
(11,41,58,59). The most promising of these materials are
vinylidene cyanide copolymers that exhibit large dielectric
relaxation strengths and strong piezoelectricity. Table 4
shows the molecular structures of the most commonly
encountered amorphous piezoelectric polymers.

Polyvinylidene Chloride. The carbon–chlorine dipole in
polyvinylidene chloride (PVC) has been oriented to pro-
duce a low level of piezoelectricity. The piezoelectric and
pyroelectric activities generated in PVC are stable and re-
producible. PVC has been used as a basis for understanding
and studying piezoelectricity in amorphous polymers (39).
The piezoelectric coefficients d31 of PVC are reportedly in
the range of 0.5–1.3 pC/N. This response was improved
by simultaneous stretching and corona poling of film (44).
The enhanced piezoelectric coefficient d31 ranged from 1.5–
5.0 pC/N.

PVDCN Copolymers. In 1980, exceptionally strong
piezoelectric activity was found (50) in the amorphous
copolymer of VDCN and VAc. The copolymer was poled
at 150◦C (20◦C below its Tg) and cooled to room tempera-
ture in the electric field. A Pr = 55 mC/m2 was obtained in
a poling field of 50 MV/m. That is comparable to the Pr of
PVDF. When local ordering, or paracrystallinity, is inher-
ent in the polymer or is induced by mechanical stretching,
an increase in the value of the remanent polarization is ob-
served. For example, some researchers (51) assert that the
large discrepancy between the measured and calculated
�ε for PVDCN-VAc may be attributed to locally ordered
regions in the polymer. �εcalculated = 30 for the copolymer
PVDCN/VAc, and �εmeasured = 125 (51). This large discrep-
ancy in the values of �ε is indicative of cooperative mo-
tion of several nitrile dipoles within the locally ordered
regions of the polymers. Cooperativity means that multi-
ple nitrile dipoles respond to the applied electric field in
a unified manner, instead of each dipole acting indepen-
dently. Although the existence of cooperative dipole motion
clearly increases the piezoelectric response of amorphous
polymers, the mechanisms by which cooperativity can be
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Table 4. Structure, Polarization, and Tg of Piezoelectric Amorphous Polymers

Tg d31 Pr

Polymer Structure (◦C) (pC/N) (mCm2) Ref.

PVC 80 5 16 44

PAN 90 2 25 49

PVAc 30 — 5 59

P(VDCN
-VAc)

170 10 50 51

PPEN 145 — 12 55

(β-CN)
APB/
ODPA

220 5 at 150◦C 20 59

systematically incorporated into the polymer structure re-
main unclear at this time (59).

The large relaxation strength exhibited by PVDCN/VAc
gives it the largest value of Pr and hence d31 of all of the
amorphous polymers. A number of authors have suggested
that PVDCN-VAc also exhibits ferroelectric-like behavior
(51–53) due to switching of the nitrile dipoles in an ac field.
The switching time is long compared to that of a normal
ferroelectric polymer.

Other VDCN Polymers. The homopolymer of vinylidene
cyanide is thermally unstable (60) and highly sensitive
to moisture, but VDCN can be polymerized with a vari-
ety of monomers in addition to VAc, such as vinyl ben-
zoate (VBz), methyl methacrylate (MMA) and others that
form highly alternating chains. All of these copolymers
show some degree of piezoelectricity although lower than
PVDCN-VAc, which is explained by different activation en-
ergies for dipole orientation in the glassy state and differ-
ent chain mobility that depends on the side group.

Polyacrylonitrile. Polyacrylonitrile (PAN) is one of the
most widely used polymers. Shortly after it was shown
that the PVDCN-VAc system is piezoelectric, researchers
turned their attention to PAN due to its similarity to the
aforementioned polymers. The presence of the large nitrile
dipole in PAN indicated that it can be oriented by an ap-
plied electric field. PAN presented some challenges not en-
countered in other nitrile-substituted polymers, however.
Although theoretical calculations predicted strong piezo-
electric behavior, it was difficult to pole. Several investiga-
tors (47–49) proposed that the difficulty of poling PAN in

the unstretched state is related to the strong dipole–dipole
interaction of nitrile groups of the same molecule that re-
pel each other, and thus prevent normal polarization. Upon
stretching, the intermolecular dipole interactions facilitate
packing of the individual chains and give rise to ordered
zones. The remanent polarization of both unstretched and
stretched PAN has been measured using the thermally
stimulated current method (TSC), and a twofold increase
in remanent polarization (TSC peak at 90◦C) was observed
for PAN that was stretched to four times its original length
(47). Another approach is the copolymerization of PAN with
another monomer. Researchers have reported reduction of
the hindering effect of the dipole–dipole interactions and
enhancement of the internal mobility of the polymer seg-
ments when PAN is copolymerized with polystyrene or
methyl methacrylate. Ferroelectric behavior has been ob-
served in P(AN-MMA), where, for given temperature and
field conditions, a characteristic hysteretic loop is obtained
(49). It was concluded that it may be one rare example
where both ferroelectric and frozen-in dipole orientations
are superimposed.

Nitrile-Substituted Polyimide. Amorphous polyimides
that contain polar functional groups were synthesized
(61–63) and investigated for use as high temperature piezo-
electric sensors. (β-CN) APB/ODPA polyimide is one such
system. The (β-CN) APB/ODPA polyimide possesses the
three dipole functionalities shown in Table 5. Typically,
the functional groups in amorphous polymers are pendent
to the main chain. The dipoles, however, may also reside
within the main chain of the polymer, such as the anhy-
dride units in the (β-CN) APB/ODPA polyimide. The nitrile
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Table 5. Values of Dipole Moments Within
Nitrile-Substituted Polyimide

Dipole Moment
Dipoles Dipole Identity (Debye)

Pendent nitrile group 4.18

Main chain dianhydride group 2.34

Main chain diphenylether group 1.30

to dipole is pendent a phenyl ring (µ = 4.2 D), and the two
anhydride dipoles (µ = 2.34 D) are within the chain, re-
sulting in a total dipole moment of 8.8 D per repeat unit.

The remanent polarization Pr of the (β-CN)APB/ODPA
polymer found by the thermally stimulated current
method (TSC) was approximately 20 mC/m2 when poled
at 80 MV/m above the Tg for 1 hour (64). Excellent ther-
mal stability was observed up to 100◦C, and no loss of the
piezoelectric response was seen after aging at 50◦C and
100◦C for as long as 500 hrs.

Partially cured films of the (β-CN)APB/ODPA system
were simultaneously corona poled and cured to enhance
dipolar orientation and minimize localized arcing during
poling. The aligned polar groups should be immobilized
by additional imidization and subsequent cooling in an
electric field. Both the Tg and the degree of imidization
increase almost linearly as the final cure temperature is
increased (64). The value of Pr was higher for films cured at
lower temperatures. The mobility of the molecules in a par-
tially imidized state should be higher than that in the fully
cured state and therefore produce a higher degree of dipole
orientation.

The importance of dipole concentration in ultimate po-
larization is evident from a comparison of polyacrilonitrile
(PAN) and the polyimide (β-CN) APB/ODPA. PAN has a
single nitrile dipole per repeat unit (µ = 3.5 D) resulting
in a dipole concentration of 1.34 × 1028 m−3. This trans-
lates into an ultimate polarization of 152 mC/m2 (20). The
(β-CN) APB/ODPA polyimide, on the other hand, has a to-
tal dipole moment of 8.8 D per monomer. The dipole con-
centration of (β-CN) APB/ODPA, however, is only 0.136 ×
1028 m−3, resulting in an ultimate polarization of
40 mC/m2, which is less than a fourth of that of PAN. As a
result, similar polyimides that have increased nitrile con-
centrations were synthesized and characterized. Studies
of these polymers show that polarization is significantly
increased by increasing dipole concentration. Structure–
property investigations designed to assess the effects of
these dipoles on Tg, thermal stability, and overall polariza-
tion behavior are currently being pursued.

Even-Numbered Nylons. Nylon 6I and 6I/6T exhibit a
D–E hysteretic loop across a temperature range of 30–65◦C
at a fixed maximum field of 168 MV/m (65). The remanent
polarization increases as the temperature increases. Note
that nylon 6I and 6I/6T are completely amorphous. The Pr

is about 30 mC/m2.

Aliphatic Polyurethane. Some researchers (1) have sug-
gested that aliphatic polyurethane systems exhibit ferro-
electricity that stems from the amorphous part at temper-
atures above the glass transition temperature. This “liquid
state” ferroelectricity is very peculiar, seems to exist, and
is supported by the hydrogen bonds present.

CHARACTERIZATION AND MODELING

Most piezoelectric characterization methods were devel-
oped for crystalline ceramics and had to be adapted for
piezoelectric polymers. Methods based on resonance anal-
ysis and equivalent circuits that can be used to characterize
semicrystalline PVDF and its copolymers are outlined
in IEEE standards (66). Details for applying resonance
analysis to piezoelectric polymers have recently been ex-
plored (67). Due to the lossy nature of some polymers,
the IEEE standards are not adequate, and other tech-
niques are needed to describe piezoelectric properties more
accurately.

Quasi-static direct methods are both versatile and well
suited to investigating fully the piezoelectric response of
polymers. Direct methods of this type are especially ap-
propriate for amorphous polymers. Thermally stimulated
current measurements (TSC) (68) are used to measure the
remanent polarization imparted to a polymer, and direct
strain or charge measurements are used to investigate the
piezoelectric coefficients with respect to the electric field,
frequency, and stress.

TSC is a valuable tool for characterizing piezoelectric
polymers. After poling a polymer, a measure of the cur-
rent dissipation and the remanent polarization as a func-
tion temperature can be obtained by TSC. As the sample is
heated through its glass transition temperature (or Curie
temperature for a semicrystalline polymer) at a slow rate
(typically 1–4◦C/min), the depolarization current is mea-
sured by an electrometer. The remanent polarization is
equal to the charge per unit area and is obtained from the
data by integrating the current with respect to time and
plotting it as a function of temperature:

Pr = Q
A

= 1
A

∫
I(t)dt. (14)

Figure 6 illustrates a typical TSC result. Because perma-
nent dipoles are immobile at temperatures well below Tg,
the current discharge remains low in this temperature
range. As temperature increases to and beyond the Tg, how-
ever, the onset of dipole mobility contributes to a significant
increase in the current peak. The peak in the current and
the subsequent polarization maximum usually occurs in
the vicinity of the Tg.

Direct methods for measuring the strain that results
from applying a field or vice versa, applying a strain,
and measuring the accumulated charge, are abundant.
Interferometers, dilatometers, fiber-optic sensors, opti-
cal levers, linear variable displacement transducers, and
optical methods are employed to evaluate the piezoelec-
tric strain (converse effect) (69–72). The “out-of-plane” or
thickness piezoelectric coefficient d33 can be ascertained as
a function of the driving field and frequency. The coefficient
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Figure 6. Plot of thermally stimulated current for a typical amor-
phous poled polymer.

is measured based on the equation,

S33 = d33 E3, (15)

where S33 is the strain and E3 is the applied electric field.
A modified Rheovibron, or similar techniques, have

been used to measure the direct piezoelectric effect, where
charges accumulated on the surfaces of the polymer are
measured (59). The piezoelectric coefficient d31 can be ob-
tained by straining the polymer in the direction of ap-
plied stress using a force F. A charge Q is generated on
the surface of the electrodes. A geometric factor is used to
produce a geometrically independent parameter, surface
charge density per unit applied stress:

d31 = Q/(WL)
F/(Wt)

, (16)

which has units of pC/N. W, L, and t are the width, length,
and thickness of the sample, respectively.

Modeling

The methodology for modeling piezoelectric behavior in
polymers varies, depending on the targeted properties. Ap-
proaches cover the range from macroscale to micro and
atomistic scales. A detailed review of computational meth-
ods applied to electroactive polymers has been published
(73).

PolymerTop electrode
Bottom electrode

Stress

Stress

+ + + +

Figure 7. Direct effect in polymers.

In some cases, modeling can predict behavior where
experiments cannot. Using molecular dynamics, the ori-
entation polarization of the (β-CN) APB/ODPA polymer
was assessed by monitoring the angle θ that the dipoles
make with an applied electric field (74). The bulk Pr was
calculated, and the results agreed extremely well with
experimental results (61). Computational modeling, how-
ever, gave insight into the contributions of the various
dipoles present in a way experimental results could not.
The model predicted that 40% of the orientation polariza-
tion was due to the dianhydride within the backbone of the
ODPA monomer and demonstrated the importance of the
flexible ether linkage (oxygen atom) in facilitating dipole
alignment. Modeling insight of this kind is invaluable in
guiding the synthesis of new materials.

Modeling of PVDCN-VAc can also play a role in under-
standing the cooperative motion responsible for the high
dielectric relaxation strength of this class of polymers,
not possible experimentally (75). Recently, mesoscale
simulation was used to describe polarization reversal in
PVDF films (76).

Applications and Future Considerations

The potential for applying piezoelectric and other elec-
troactive polymers is immense. To date, ferroelectric poly-
mers have been incorporated into numerous sensing and
actuating devices for a wide array of applications. Typical
applications include devices in medical instrumentation,
robotics, optics, computers, and ultrasonic, underwater,
and electroacoustic transducers. One important emerging
application area for electroactive polymers is the biomedi-
cal field where polymers are being explored as artificial
muscle actuators, as invasive medical robots for diagnos-
tics and microsurgery, as actuator implants to stimulate
tissue and bone growth, and as sensors to monitor vas-
cular grafts and to prevent blockages (77,78). Such appli-
cations are ideal for polymers because they can be made
biocompatible, and they have excellent conformability and
impedance that match body fluids and human tissue. The
intent of this article is not to detail specific applications; the
interested reader may consult excellent sources on appli-
cations of piezoelectric and ferroelectric polymers (79–81).

In the future, we believe that fertile research areas for
piezoelectric polymers will include work to enhance their
properties, to improve their processibility for incorporation
in devices, and to develop materials that have a broader
use temperature range. Fundamental structure–property
understanding has enabled the development of numerous
semicrystalline and amorphous polymers. Based on this
knowledge, future research that focuses on property en-
hancement via new chemistries that have higher dipole
concentrations and incorporate dipole cooperativity may
yield improved materials. Property enhancements may
also be gained from processing studies to alter polymer
morphology such as those used to make “single crystalline”
fluoropolymers. Development of materials that can operate
in extreme environments (high temperature and subambi-
ent temperature) is also important for expanding the use of
piezoelectric polymers. Piezoelectric and pyroelectric con-
stants of polymers are considerably lower than those of
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ferroelectric inorganic ceramics. Improvements in proper-
ties by incorporating polymers in composites with inor-
ganics to obtain higher electromechanical properties and
better mechanical properties are also valuable. To date,
piezoelectric polymer–ceramic composites have been made
wherein the polymer serves only as an inactive matrix
for the active ceramic phase. This is due to the mismatch
in permittivity between the polymer and ceramic which
makes it difficult to pole both phases. Research that results
in active polymer and ceramic phases could yield interest-
ing electromechanical properties.
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INTRODUCTION

Many industrial and commercial sectors are made up
of separate, relatively small components: aerospace and
ground transport, for example. In such applications, truly
smart materials systems (SMS) are defined as those that
respond autonomously to changes in their operating con-
ditions. That is, they detect the onset of “illness” and take
steps to effect a cure. In contrast, the electric power indus-
try is a vast, interconnected enterprise, not a collection of
individual entities. It is a far-flung grid, fed and drained
continuously at variable rates. SMS must be consistent
with this character: owing to the extent of the grid and
the way it operates, just detecting illness and determining
its location constitutes smartness. Moreover, users of elec-
tricity expect reliability everywhere the grid reaches, so
avoiding failures (outages) is paramount. Thus, distributed
SMS are often required to achieve reliability. Some other
sectors (e.g., highways) also will rely on distributed SMS,
but in electricity systems the SMS must function under
more hostile conditions of temperature, pressure, aggres-
sive chemicals, and especially, intense electric and/or mag-
netic fields. Early detection of deviations or trouble is vital.
In a sense, successful performances of SMS in the power
industry equates to buying time for a rational response.
Whatever else they might do by way of autonomous re-
sponses (derating a unit, eliminating an ailing component
from a redundant set, etc.), the crucial action for SMS in
electricity systems is to notify a central authority about an
(impending) illness and where that illness is.

Although investment in SMS research by the power in-
dustry has been substantial, utilization of SMS within the
industry is still in the early stages. There is little doubt,
however, that the influence of SMS will be profound in the
future.
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Table 1. Electric Power Industry Segments

Median Number of
% of U.S. Customers per

Segment Number of Entities Consumers Served Organization

Investor-owned utilities 264 75% ∼210,000
Rural electric cooperatives 947 10% ∼8000

888 (distribution only)
59 (generation and

transmission)
Public power ∼2,000 15% ∼1750
Federal systems 10 <0.1% n/a

(supplier to other
segments)

OVERVIEW OF THE ELECTRIC POWER INDUSTRY

Size, Composition, and Economic Pressures

There are four sectors in the electric power industry:
investor-owned utilities, rural electric cooperatives, public
power systems, and federal power agencies. The number
of organizations in each category, percentage of U.S. cus-
tomers served by each segment, and the median number of
customers served by each are summarized in Table 1. Total
installed capacity is on the order of 750 GW (1), with ap-
proximately 627,400 miles of transmission lines of 11 kV or
more (2), and 3,600,000 miles of distribution lines (3). An-
nual expenditures for generation and for transmission and
distribution are approximately equal at about $12 billion
each.

In the past, utilities have been highly regulated, with
specified rates of return, protected service territories, and
the obligation to provide power to any customer within a
defined service territory. Over the last few years, protected
markets and assured customers have come to an end, and
nonutility generators (NUGs) have appeared on the scene.
It is estimated that there are now over 3000 NUGs in the
United States and that 75% of all new capacity since 1980
has been supplied by NUGs. Competitive pressure is per-
vasive; lowering costs, improving and expanding customer
services, diversifying into other businesses, and striving
for better utilization of corporate assets have become the
primary drivers.

Problem Costs and Solution Benefits

A principal role for smart materials in the power industry
would be to lower costs and improve system reliability. An
indication of the scale of the challenge is provided by the
three rules of thumb that follow.

1. A typical coal-fired power plant is approximately
35% efficient. For a 500 MW generating unit, loaded
at 70% plant factor, a 0.1% efficiency improvement
would reduce annual costs by about $150,000 at a
typical busbar electricity cost of $0.017/kWh. For a
six-unit plant, annual savings would therefore be
about $900,000.

2. Most electricity is generated by large units and there
is a high premium for keeping those units on line.

When high-merit units are out of service, replace-
ment power must often be provided by less-efficient
(more costly) sources. Unscheduled outages caused
by equipment failure or significant unit degrada-
tion are particularly costly. Outage lengths depend
on availability of spares, difficulty of access, degree
of damage, and so on, and can range from hours to
months. Replacement power cost for a one-day out-
age of a 500 MW unit is on the order of $240,000
(at $0.02/kWh). Emergency (unscheduled) power pur-
chases can cost even more; $0.03–0.04/kWh is not un-
usual.

3. Most generation and power delivery equipment is
operated well below theoretical limits so as to pro-
vide reasonable factors of safety. Furthermore, when
deterioration of structural or functional integrity is
suspected, the afflicted equipment is derated, that
is, operated at a lower level of performance. Derat-
ing a 500 MW unit by 5% (25 MW) is equivalent to
$12,000 per day or $4,380,000 per year of lost rev-
enue (at $0.02/kWh). A transmission line that must
be operated below its normal thermal limit can re-
duce revenues by $1,750,000 per year.

The Power Industry Environment

Although combustion turbines, often combined with heat-
recovery boilers, are increasingly popular for new instal-
lations, the generation of power from thermal sources is
still preponderantly by steam turbines. Hence, a primary
activity for many utilities is the raising of steam. Fossil-
fueled boilers in large central stations produce as much
as 1260 kg of steam per second (10,000,000 lb of steam
per hour) at pressures ranging from 13.8 to 24.8 MPa
(2000 to 3600 psig) and temperatures up to 580◦C
(1100◦F). Nuclear-fueled, pressurized-water reactors oper-
ate at coolant pressures of 15.2 to 15.9 MPa (2200–2300
psig) and a temperature of about 316◦C (600◦F) to produce
steam at 6.2 to 7.3 MPa (900–1050 psig). In other words,
steam plants are characterized by hostile environments:
high temperatures, high pressures, and aggressive fluids.
The damage mechanisms that ensue when plant compo-
nents are exposed to these conditions are summarized in
Table 2.

Steam plant environments are demanding, but most of
them are not unique; high temperatures and pressures,
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Table 2. Damage Mechanisms in Large Components of Fossil-Fueled Generating Plants

Environmentally- Embrittle
Plant Component Assisted Fatigue Creep- Wear ment

or System Fatigue (Note 1) Corrosion Creep Fatigue Erosion (Note 2) (Note 3)

Boiler tubes × × × × × × × ×
High-temperature headers × × × ×
Low-temperature headers, × × × ×

steam, and lower Drums
Main steam and hot × × × × ×

reheat piping
Steam turbine casings, × × × × ×

steam chests, valve casings
High-pressure (HP) and × × × ×

intermediate-pressure (IP)
turbine rotors

Low-pressure (LP) × ×
turbine rotors

Steam turbine blades, × × × ×
rotating and stationary

Condensers and heat × × ×
exchangers

Feedwater heaters × × ×
Coal mills × ×
Notes: 1. Environmentally assisted fatigue includes mechanisms such as corrosion fatigue and stress corrosion cracking.

2. Wear includes abrasion, galling, rolling contact, fretting, etc.
3. Embrittlement includes temper embrittlement, graphitization, and hydrogen embrittlement.

and reactive process streams, are also found, for instance,
in the chemical processing and metal production indus-
tries. In contrast, the environments associated with elec-
tricity generation and delivery are special in that they
involve strong electromagnetic fields and large electric cur-
rents. As a consequence, the health of insulation materials,
with their extreme sensitivity to relatively low temper-
atures (100–180◦C, or 212–356◦F) and mild mechanical
forces, dominates concerns about reliability and failure
avoidance. Of course, there are also the usual threats to
integrity, such as cyclic stresses, corrosion, and wear. Dam-
age mechanisms operative in this sector of the power in-
dustry are given in Table 3.

Table 3. Damage Mechanisms in Electrical and Hydroelectric Apparatus

Component
or System

Degradation of Insulation

Thermal Mechanical Chemical Electrical Aging

Mechanical
or Environ- Mass

mentally Mechanical Trans- Cavi-
Assisted Corro- Over- fer by tation
Fatigue sion load Arcing Erosion Wear

Generators
Rotating fields × × × × × × × × ×
Stators × × × × × ×
Retaining rings ×

Motors × × × × × ×
Circuit breakers × × × × × ×

and switchgear
Transformers × × × × ×
Transmission lines × × × ×
Underground cables × × × ×
Hydrogenerators

Runners and gates × × ×
Generators × × × × × ×

A final point about the power industry environment:
electricity suppliers keep their primary equipment (boil-
ers, turbines, transformers, transmission and distribu-
tion lines) in service for longer times than is common for
most other industries. Plant and equipment designs aim
for a 40-year life, and nowadays the utilities often strive
for life extension to even longer times. Inevitably, even
normal wear and tear take their toll and apparatus be-
comes increasingly fragile with age. However, the reliabil-
ity requirement is not relaxed for these older components,
so that early warning of impending dysfunction becomes
even more critical. In addition, there are implications
about longevity and redundancy requirements for SMS,
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since SMS embedded in the insulation of overhead con-
ductors or in concrete structures, for example, cannot be
replaced.

Constraints on SMS Development for the Power Industry

All of the foregoing environmental factors, especially the
extended nature of the electricity grid and the perva-
sive presence of strong electromagnetic fields, impose
limitations on SMS solutions to power industry chal-
lenges. In the first place, SMS from other industries will
not, in general, be directly transferable in their origi-
nal form either because they have not been designed
for the specific tasks of the contemplated application
or because electrically based SMS cannot function prop-
erly in intense electromagnetic fields. Second, the spatial
extent of electricity systems dictates that the most ur-
gent job for SMS is to detect damage or deviant condi-
tions and report the location to a central authority. Au-
tonomous actions by SMS are less important. The SMS
constituent that matches this requirement is smart sen-
sors. In fact, smart sensors are the aspect of the SMS that
has been most thoroughly investigated for utility applica-
tions. Here, transference from another industry was vital:
without the R&D base built by the communications indus-
try, the technology of fiber-optic sensors might not have
matured.

Undoubtedly, a wide variety of power industry problems
will someday be addressed by truly smart, autonomous,
fully integrated SMS. At this juncture, however, the main
thrust for SMS in utility systems has been aimed at de-
veloping and applying smart sensors and, to less extent,
smart sensor-actuators.

SMART SENSORS

Requirements and Scope

Need for Better Measurements. In recent years, advances
in electronics (signal processing and conditioning) have re-
sulted in improved instrumentation and controls for power
plants. Many utilities have replaced analog and pneumatic
controls with distributed digital control systems (DCSs) in
order to reduce operating costs and to increase the capa-
bility to respond to system dispatch. A DCS can regulate
processes with less than 0.25% uncertainty, compared with
2% to 3% uncertainty for analog controls. However, the
conventional sensors used in power plants cannot, without
frequent calibration, provide the levels of accuracy appro-
priate for sophisticated DCSs. Thus, smart sensors offer
the means to increase measurement accuracy and thereby
realize the benefits of DCSs.

Opportunities for better measurements are numer-
ous in every sector of the power industry. For example,
Sachdeva (4) lists 1393 essential sensors in a typical
500 MW coal-fired power plant. Of these, approximately
1150 are devoted to sensing temperature and pressure. In
forward-looking utilities that are developing methodolo-
gies for early diagnosis of problems, monitoring of critical
components has resulted in 4000 sensors in some gener-
ating units (5). Likewise, an NSF workshop (6) identified

26 utility problems associated with transmission and dis-
tribution that could be alleviated with improved sensors;
affected components included lattice steel towers, wooden
poles, overhead conductors and insulators, underground
transmission and distribution facilities, and substations.
Of course, not all of these sensors need to be smart; for
many of them the smartness can be in central control. Still,
a significant portion must be smart in order to overcome
the effects of difficult environments.

Performance in the Environment. The utility industry can
be thought of as the agency for three sequential opera-
tions: (1) converting thermal energy to mechanical energy,
(2) converting mechanical energy to electrical energy, and
(3) electricity delivery. The environments characteristic of
each sector are summarized in Table 4. For the purposes
of this article the second and third functions are similar
enough in their environments that they are discussed to-
gether as electricity systems in what follows.

The first prerequisite for SMS in the power industry
is that they be able to perform reliably in the environ-
ment. That is, they must produce accurate signals under
normal as well as perturbed conditions for prolonged pe-
riods of time. Again, their priority is to inform a central
authority that there is a problem or that damage has oc-
curred, and where. Autonomous action can also be part
of the SMS mandate; electricity systems are quite redun-
dant, for example, so a smart sensor could initiate close-
down of a redundant component that is about to fail. But
a report of illness is the primary responsibility. As will be
seen, most smart sensors intended for power-industry ap-
plications are based on fiber optics because of their immu-
nity to electromagnetic interference (including lightning
strikes and ground faults), as well as their small size and
light weight.

Thermal Plant Environments

Pressure Sensing. Many pressure transmitters now in-
stalled in power plants rely on fill fluids to separate pro-
cess fluids from the gauge mechanisms. These devices are
subject to failures when fill fluids leak, failures that are
difficult to detect. In addition, all conventional pressure
sensors drift with time, a condition that necessitates dis-
proportionately large efforts to restore accuracy and ver-
ify operability. These concerns have prompted an assess-
ment of modern sensor technologies to select candidates for
adaptation to use in power plants (7). Among the findings
is the conclusion that fiber-optic pressure sensors could
provide more extensive sampling of process pressures, an
improved mode of signal transmission and processing, and
freedom from electromagnetic and radio-frequency inter-
ference in nuclear and fossil-fueled steam plants.

As a step toward implementing improvements in pres-
sure sensing, a fiber-optic transducer based on the micro-
bend attenuation of light transmitted through an optical
fiber (Fig. 1) has been developed (8). Since the diaphragm
deflects linearly with pressure, process pressure is mea-
sured by the diminution of light transmission through an
aluminum-coated fiber with core/clad/coating dimensions
of 150/180/210 µm. Performance of the transducer was
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Table 4. Classification of Environments in the Power Industry

Function Apparatus Environment

Convert thermal to � Steam plant � High temperatures
mechanical energy � Combustion turbines � High pressures

� Aggressive fluids
� Relatively close to

central control
Convert mechanical to � Generators � Near-ambient

electrical energy temperatures and pressures
� High electrical

and magnetic fields
� High mechanical forces
� Relatively close

to central control
Electricity delivery � Transformers � Near-ambient

� Switchgear temperatures and
� Overhead transmission pressures

lines � High electrical
� Underground cable and magnetic fields

� High electrical currents
through contacts

� Often far from central
control

characterized in laboratory and field trials at pressures to
22.75 MPa (3300 psig) and temperatures to 438◦C (820◦F),
with measurement error calculated to be 1.2% of full
scale. This smart sensor, developed for coal liquefaction
service by the U.S. Department of Energy, would be
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Figure 1. Diagram of the fiber-optic pressure transducer (8).

suitable for pressure measurements in nuclear steam
generators.

Strain Measurement. Strain sensing as an indicator
of structural health in high-temperature components is
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Figure 2. Schematic of interferometric strain sensor (9).

becoming more important as power-generating equipment
ages. Conventional foil and wire strain gauges are not re-
liable at temperatures above 250◦C (482◦F) for long times,
largely owing to the unavailability of adhesives that can
withstand those temperatures. Therefore, a fiber-optic sen-
sor to monitor strain in boilers, headers, steam pipes, and
other high-temperature structures has been developed for
operation at temperatures up to 650◦C (1202◦F).

Based on the Fabry-Perot interferometric technique,
the system is shown schematically in Fig. 2. A broad-
band optical beam is conducted into a quartz tube contain-
ing two fibers, each with a partially reflecting mirror at
the end. A small air gap or resonance cavity between the
two mirrors forms an extrinsic Fabry-Perot interferome-
ter (Fig. 3). Beams reflected from the two mirrors inter-
fere, travel back toward the detector, and enter an optical
wedge (Fizeau analyzer). Reflected light from the Fabry-
Perot sensor is transmitted maximally where the opti-
cal path length matches the dimension of the Fabry-Perot
cavity. Thus, when strain changes the cavity length, there
is a corresponding shift in the intensity maximum trans-
mitted through the optical wedge. A linear photodiode ar-
ray at the back of the optical wedge detects the transmit-
ted beam. Because this is a frequency-modulated sensor, it
is insensitive to light attenuation; the signal reaching the
photodiode array need only contain enough information for
decoding (10).

Coating

Epoxy

Partially-
reflecting
mirrors Air gap

(fabry-perot
cavity)

Fused
joints

Quartz
tube

Transmitter/receiver fiber Target fiber

Figure 3. Schematic of Fabry-Perot interferometer (9).

This small, lightweight device has been field tested in
two applications at a power station: a spot welded on a
main steam line operating at 565◦C (1049◦F), and in a
thermowell inside a reheat steam line at 538◦C (1000◦F).
Feasibility of on-line monitoring of strain in structures at
high temperatures was clearly demonstrated.

Measurements with Fiber Bragg Gratings. A potentially
more versatile sensor technology is embodied by
wavelength-modulated fiber Bragg gratings (FBG), which
are created in low-cost, commercially available fibers. Each
FBG reflects a characteristic wavelength that changes as
the grating periodicity changes with temperature and/or
strain. Research sponsored by the power industry has
concluded that, in principle, FBGs can serve as generic
transducer elements to measure temperature, pressure,
strain, vibration, acoustical disturbances, electrical and
magnetic field strengths, and the concentrations of certain
chemical species (11).

A primary issue in developing FBGs for utility use in
high-temperature environments is their stability. Expo-
sures to high temperatures and temperature cycling has
demonstrated that FBGs are quite robust: FBGs endured
long-time cycling between ambient and 427◦C (800◦F)
without degradation. Use temperature can be extended
to 650◦C (1202◦F) only if very low loads (strains) are im-
posed on the fiber (11). FBGs for measuring temperature,
pressure, and strain are now in prototype development. Al-
though several approaches to chemical sensing with FBGs
have been explored in laboratory studies, they are not yet
ready for prototyping.

Sensors for Combustion Processes. Accurate and reliable
sensors for very high temperature environments would
have multiple benefits for thermal plant: avoidance of dam-
age to heat-transfer surfaces, combustion controls for in-
dividual burners (not possible at present), reduction of
noxious emissions, and structural health monitoring of
critical components, to name a few. The chief barrier to
developing smart systems based on fiber optics for combus-
tion environments is the temperature constraint on silica
fibers. Fiber function is limited by the temperatures at
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which (1) the dopants in conventional silica begin to
diffuse rapidly enough to affect adversely both signal atten-
uation and wave-guiding properties, and (2) the silica soft-
ens. These temperatures are approximately 800 to 900◦C
(1472–1652◦F).

Since crystalline sapphire has reasonable optical prop-
agation properties, melts above 2000◦C (3632◦F), and is
corrosion resistant, it is the basis for research aimed at
developing fiber-optic sensors capable of operating above
1500◦C (2732◦F). Schemes under investigation include
sapphire-fiber-based Fabry-Perot interferometers, FBGs,
and intensity-based sensors, as well as ways to modify fiber
coatings and claddings that make sensors able to func-
tion in combustion gases and superheated water environ-
ments (9).

One especially important challenge for high-
temperature sensing is management of emissions from
combustion. In control systems for nitrogen oxides (NOx),
ammonia (NH3) or urea (NH2–CO–NH2) is injected into
combustion gas to react with NOx and produce molecular
nitrogen and water. Postcombustion NOx reduction must
avoid significant NH3 in the exhaust, both to comply with
emission regulations and to keep from fouling downstream
components. A feedback control system is needed, but
no reliable, real-time NOx or NH3 sensors have been
available.

An investigation is exploring measurement of nitric
oxide (NO) levels on the basis of radiative emissions from
single molecular transitions that are well separated from
emission features associated with other constituents in
the flow. The system consists of feedback-stabilized, scan-
ning Fabry-Perot interferometers linked with thermoelec-
trically cooled wavelength detectors. A digital system con-
trols cavity lengths for wavelength scanning. One detector
monitors NO upstream of the injection plane and a second
monitors NH3 downstream. Signals from both are fed into
the injection system controller, which then determines in
real time the quantity of NH3 or urea to be injected for
optimal NO removal. Tests of the prototype system are un-
derway at a utility power station (9).

pH Measurement. Corrosion behavior of steam-plant
materials is determined to a large extent by the pH and
electrochemical potential of the circulating water. Since the
physicochemical properties of water are highly sensitive to
temperature, there is strong incentive to develop on-line
sensors for pH that can be used at system temperatures,
rather than relying on analytical extrapolations from grab
samples cooled to ambient, as is the current practice. How-
ever, attempts to develop on-line sensors for pH at ele-
vated temperatures must confront two problems: degra-
dation of the sensor materials by hot water; and, in the
high-purity water characteristic of cooling loops, interac-
tions of the sensor with the water can affect the pH being
measured.

A sensor was developed by incorporating a pH-sensitive
organic dye (8-hydroxypyrene-1,3,6-trisulphonic acid) in
a polyacrylamide polymer at the end of an optical fiber
(Fig. 4). By choosing a dye with two absorption peaks, the
sensor indicates the pH as the ratio of the two peaks;
long-term leaching of the dye does not compromise the

Optical fiber

HPTS polymer

Glass capillary

O-ring

Nylon mesh

Figure 4. Schematic of the fiber-optic pH sensor (12).

measurements. pH determinations were made successfully
over the course of a one-year immersion at 38◦C (100◦F),
and pH changes associated with addition of 1 ppm morpho-
line were measured consistently (12).

Water at higher temperatures exacerbates stability
problems for fiber-optic reflectors. A 250 nm thick, mul-
tilayer (titanium–platinum–gold) coating for sapphire was
found to be stable to 180◦C (356◦F). In conjunction with
an azo chromophore (dinitrophenyl-azo-napthol) as an
indicator, pH was measured reproducibly in the labora-
tory for 160 hours at 50◦C (122◦F), which was the stabil-
ity limit of the cellulose acetate waveguide (13). In any
case, azo-based indicators are stable only to about 100◦C
(212◦F). While none of the pH-sensing systems devised so
far are acceptable for use in high-temperature water, pre-
liminary experiments have shown that a copper phthalo-
cyanine chromophore is stable to at least 200◦C (392◦F).
It is expected that the next step, an incremental improve-
ment, will be a fiber-optic pH probe that is usable to 150◦C
(302◦F).

Electricity Systems Environments

Distributed Fiber-Optic Temperature Sensor (DFOTS). In-
sulator temperature is a key factor in the safe and reliable
operation of motor and generator windings, transformers,
circuit breakers, underground cables, and overhead trans-
mission lines. Although temporary overload conditions do
not normally cause thermal damage to conductors, higher
than normal temperatures do have a cumulative effect of
shortening insulation life. On-line methods to locate and
measure “hot spots” have traditionally not been available,
largely owing to the fact that most transducers are elec-
trically based. In other words, conventional sensing de-
vices are usually incompatible with the environment of
an electrical system. Furthermore, local temperature mea-
surements (e.g., 0.1 m [4 in] long or less) need to be made
throughout an electrical system that may be hundreds of
meters (feet) long.
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Figure 5. Schematic of the DFOTS system for sensing hot spots
in electrical windings (9).

Motors, Generators, and Circuit Breakers. To address this
challenge, the DFOTS system has been developed for de-
tecting hot spots in low-temperature (≤150◦C [302◦F]),
high-voltage environments. It is based on optical time do-
main reflectometry (OTDR), which was devised by the
telecommunications industry for fault location in fiber-
optic telephone lines. A light pulse transmitted by an
optical fiber is gradually attenuated by absorption and
Rayleigh scattering. The scattered light returns in a
direction opposite to that of the injected light pulse. To
make a DFOTS, the fiber must be modified along its
length such that the local backscattering changes as a
function of the local temperature change. This was accom-
plished by coating the fiber with a UV-curable polymer that
changes refractive index reversibly with temperature (14).
A change in the local intensity of backscattered light serves
as a sensitive indicator of temperature, and the elapsed
time of the returned pulse indicates the location of the tem-
perature change, as shown in Fig. 5.

The DFOTS system has monitored winding tempera-
tures in rotor and stator windings of motors and generators
in trials at power plants (15) and in switchgear (14). It is
accurate to within 5◦C (9◦F) over the range 0 to 150◦C (32 to
302◦F). A 100 ps laser pulse is capable of resolving hot spots
only 2 cm (0.8 in) long over a fiber length of 40 m (131 ft).
In retrofit applications, the DFOTS fiber can be strung be-
tween windings bars and slot wedges; in new windings, the
sensor can be incorporated in the high-voltage groundwall
insulation in direct contact with the conductors. In either
application, impending generator problems could be diag-
nosed rapidly and major winding failures prevented. Im-
proved remaining-life assessments would also ensue from
knowing real thermal histories of insulation.

Underground Cables. A similar DFOTS has been devised
for temperature monitoring of underground power cables.
The power transfer capability of a buried cable is strongly
affected by thermal conditions along the length of the cir-
cuit: burial depth, ambient earth temperature, soil thermal
resistivity, and the like. Power transfer could be optimized
if actual temperatures along the cable are known in real
time.

When a sharply pulsed laser beam (1050 nm) is in-
jected into a standard multimode fiber, very weak, ther-
mally dependent, molecular vibrations produce reflections

along the fiber length. These reflections, known as Raman
backscattering (in contrast to Rayleigh backscattering in
the previous example), can be detected by OTDR and
the signals processed to determine temperature along the
length of the optical fiber. A commercial system (York Sen-
sors, Ltd., DTS-80) based on Raman scattering was in-
stalled in a duct containing 66 kV power cables. Ampacity
analysis of the measurements enabled the utility to uprate
the cable circuit by 8%, without exceeding the 90◦C (194◦F)
maximum design temperature for the cables (16).

Strain in End Windings. The stator winding of an AC gen-
erator is comprised of conductors (coil sides or bars) that
are housed in slots in the stator core. At the end regions
adjoining the active length of the machine, pairs of conduc-
tors are linked by end connections to form coils. The com-
plete set of end connections at each end constitutes an end
winding. End windings cannot be supported as securely as
the conductors, which are in slots; if blocks and lashings
become loosened by the forces of starting and stopping or
system faults, the end windings can vibrate and progres-
sively damage insulation. Undetected end-winding vibra-
tion can lead to a forced outage in a relatively short time.
Standard strain gauges (metal foil or wire) cannot function
in the strong electromagnetic environment of an operating
generator.

A fiber-optic sensor based on microbending has been de-
veloped to measure strain in end windings during opera-
tion (9). The sensor attaches directly to an end turn and
converts deflection to strain. Output of the device is linear
over the range ±1000 µm/m (1000 microstrain) and 5 to
100 Hz, with a resolution of ±5 µm/m

Monitoring Transformers. Substation transformers are
large, oil-filled devices and are among the most expensive
components in an electric-power network. The cost of a fail-
ure, or an outage to repair a unit, can exceed the original
cost of the transformer within five days if the cost of re-
placement power from a less-efficient station is accounted.
Deterioration of transformer oil results from excessive
temperature, aging, and electrical discharges through the
oil. Oil has an effective lifetime of about one million
hours at 90◦C (194◦F) but only about 100 hours at 180◦C
(356◦F).

Winding Temperatures. In principle, temperatures in
transformer windings could be measured by DFOTS based
on Rayleigh or Raman backscattering. However, it has been
found that transformer oil penetrates the fiber jacket and
is absorbed by the polymer cladding of Rayleigh-based
sensors, and all-silica Raman-based sensors have inad-
equate spatial resolution (about 5 m [16.4 ft]) at their
present stage of development. Point monitoring of wind-
ing temperatures in real time is the best that can be
done right now by measuring the temperature-dependent
fluorescent decay time of a photoluminescent sensor mate-
rial (manganese-activated magnesium fluorogermanate).
Pulses of blue light power the phosphors; fluorescence
returning in the all-silica fiber is detected and inter-
preted in terms of sensor temperature (17). Decay time
is a well-characterized, intensity-dependent property of
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the sensor material. This is a commercial device (Luxtron
Corp.) capable of continuous operation in 60◦C (140◦F)
surroundings.

Partial Discharges. Partial discharges are precursors to
full discharge and breakdown of the insulation. If they are
not stopped, gas generation leads to explosions and fires
in high-voltage transformers. Partial discharges in trans-
former oil indicate aging caused by thermal degradation,
moisture, and acidity.

A partial discharge in the depths of a transformer gen-
erates a radio-frequency (RF) signal and an ultrasonic (US)
signal. A sensing system has been devised to detect paired
RF and US signals: the RF detector responds first, followed
by the US detector. The time interval between them de-
pends on the distance from the partial discharge to the
integrated detectors. Only a series of paired RF and US sig-
nals with the same time interval is accepted by the signal-
processing circuitry as an indicator of partial discharge
(18). The US sensors are specially fabricated from lead
zirconate titanate (PZT) ceramic-epoxy composites that are
tailored to have resonant frequencies in the range 200 to
400 kHz, which is above core magnetostriction spectra and
below the AM broadcasting band. After suitable encapsu-
lation, the PZT composite is mounted and integrated me-
chanically with the RF detector, a compact annular metal
ring (18). This device is unaffected by contact with trans-
former oil and functions over the temperature range −10
to 120◦C (14–248◦F).

Voltage and Current Measurements. Knowledge about
electric fields and currents in generators, transformers,
and power lines is of obvious importance to the power in-
dustry, not only for understanding normal behavior of sys-
tem elements but for identifying defective or malfunction-
ing apparatus. Optical sensors for voltage have in the past
been based on electro-optical crystal transducers (e.g., bis-
muth germanate) that exhibit linear birefringence in elec-
tric fields (Pockels effect), which can be detected by a suit-
ably polarized light beam (19). Pockels effect sensors have
not yet been miniaturized, a step that would be required
for distributed sensing.

Another approach to measuring electric fields is through
electrostatic forces, which arise from electron rearrange-
ments in conductors subject to external electric fields.
Charges induced at conductor surfaces interact with the
external field to produce weak electrostatic forces normal
to the surface. By constructing a variable-gap Fabry-Perot
microsensor as a conductive Faraday cage with a flexible
silicon diaphragm (Fig. 6), these forces can be measured
quite accurately (20). Dual-wavelength referencing makes
the sensor system insensitive to bending and transmission
losses in the fiber; electric field strength is thus related to
change in the intensity ratio at two different wavelengths.
dc fields from 0 to 500 kV/m and ac fields for energizing volt-
ages up to 80 kV were successfully measured. This device
is a microsensor suitable for emplacement at important
locations throughout an electric-power system.

Almost all optical sensors for current rely on the
Faraday effect, which is circular birefringence (i.e., a
difference in refractive index for left and right circular
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Figure 6. Fabry-Perot microcavity for measuring electric fields:
(a) Top view and (b) cross section (20).

polarization) that is proportional to the magnetic field as-
sociated with current flow. Commercial fiber-optic current
sensors (Square D Company) have been shown to be re-
liable at utility switchyards: metering accuracy is ±0.2%
from 100 A to 1400 A and 0 to 40◦C (32–104◦F) tempera-
ture range (21). As with Pockels-effect sensors, Faraday-
rotation transducers are still bulk optical devices.

Chemical Sensing. Ensuring compliance with environ-
mental regulations that govern stack-gas emissions, waste
streams, and process streams will require real-time in-
situ, monitoring methods. Currently, samples are collected,
stored, and transported from the field before they are ana-
lyzed in the laboratory. Thus, analyses are neither timely
nor always reliable, since samples can change chemically
between collection and laboratory. Fiber-optic chemical
sensing is one remedy for this problem.

An optical chemical sensor consists of a chemically sen-
sitive indicator and a physical transducer. The indicator in-
teracts with the chemical species of interest (analyte) and
undergoes a reversible change in absorbance, refractive in-
dex, polarization, and the like, that is a function of change
in the analyte. The transducer converts this optical change
into usable information. One embodiment of this techno-
logy is a fiber-optic hydrocarbon sensor (FiberChem, Inc.).
Portions of the conventional (low refractive index) cladding
are replaced by thin metal coatings with the desired se-
lective affinity and refractive index. Typical responses to
common hydrocarbons are shown in Fig. 7. Sensitivity is
in the low ppb range and hydrocarbons can be detected
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Figure 7. General response of fiber-optic chemical sensor to
hydrocarbons.

and quantified in vapors, droplets, thin films on water,
dissolved in water, or as water-hydrocarbon emulsions (22).

Structural Integrity of Dams. Dams for hydroelectric sta-
tions, whether concrete or rock filled, are very conser-
vatively designed. Nevertheless, seismic events or other
unforeseen geologic instabilities can threaten structural
integrity. The consequences of failure are so severe that
early warning of malfunction or collapse is vital. Embed-
ded fiber-optic sensors are a logical answer.

Feasibility of this approach was demonstrated by in-
stallation of over 6.4 km (4 miles) of multiplexed simple
and multifunction fiber sensors in a 7.5 MW dam during
the construction phase (23). Over 90% of the embedded
fibers survived placement, casting, pouring, and curing of
the concrete, as well as framework removal and installa-
tion of generating machinery. Among the embedded fiber
optics were sensors for simultaneous monitoring of water
pressure and vibrations at structurally critical locations.
Baseline vibration signatures were determined by statisti-
cal interpretation of speckle patterns (24). During “shake-
down” of the facility, comparison of baseline vibration spec-
tra with dynamic output of sensors within the powerhouse
structure identified a vibration spike that was attributed
to an out-of-round main gear in the power train. Replace-
ment of the gear eliminated the troubling vibration.

Dams are a likely venue for a more complete smart sys-
tem: self-repairing concrete. Dry (25) has developed several
variations on the theme of injecting hardenable liquids into
concrete. One that is completely autonomous involves em-
bedding hollow glass fibers filled with adhesives in the con-
crete. Overloads on the concrete create microcracks that
break the fibers, release adhesives into the cracks, and re-
sult in concrete as tough or tougher than the original. Fiber
optics will still be needed to detect such occurrences and
report their locations to a central authority.

Structural Behavior of Wind Turbine Blades. Windmills
are large composite structures, usually located at remote
sites, and subject to strong dynamic loads. In-service in-
spection involves dismounting the blades, a lengthy and

labor-intensive procedure, so windmills are overdesigned
to compensate for infrequent inspections. Traditional sen-
sors (e.g., strain gauges and accelerometers) are too bulky
to be embedded for real-time monitoring, but fiber optics
and piezoelectrics are not.

Thirteen fiber Bragg gratings were installed in a 12 m
(39.4 ft) long wind turbine blade during initial layup of
glass fiber reinforced polymer, and six piezoelectric mi-
crosensors were bonded to the blade surface (26). Good
agreement up to at least 7000 microstrain was obtained
between conventional and fiber Bragg grating sensors in
controlled tests, with no fiber-optic failures. Modal frequen-
cies were measured with high efficiency by the piezoelectric
sensors. After six months in actual service, the sensors re-
mained functional, with no measurable drift or necessity
for recalibration.

SMART SENSOR-ACTUATORS

Several classes of smart materials can function as com-
bined sensor-actuators: piezoelectrics, electrostrictives,
magnetostrictives, and shape-memory alloys (SMAs).
Eventually, smart materials in all of these categories will
find roles in utility systems. Up to the present time, how-
ever, interest in applying smart sensor-actuators to power-
industry concerns has been mostly focused on SMAs, ow-
ing in part to the large reversible deformations and large
forces obtainable with SMAs, and in part to the capability
of SMAs to perform actuations (shape changes) induced
only by the thermal environment, that is, without supervi-
sion. In this regard, incorporation of SMAs in utility sys-
tems is a step toward autonomous responses, which can off-
set high-cost maintenance labor to some degree. Examples
of applications that have been tested in prototype, mostly
in Russia, Ukraine, and Scandinavia, follow.

Compression of Transformer Cores

Electrical coupling in large transformers is improved by
compressing the core layers. During conventional manu-
facture, the core is compressed between the yokes by tight-
ening the bolts, and the entire assembly is then subjected
to alternate cycles of vacuum and kerosene spray at 125◦C
(257◦F) to remove air from between the core sheets. As the
core layers, compact, the compressive forces decrease, so
that when the assembly is taken out of the vacuum cham-
ber, some air reenters the core stack and optimum coupling
is lost. Somehow, the maximum compressive pressure has
to be maintained during the heating cycles. Making the
yoke bolts out of SMA can, in principle, remedy the prob-
lem, as depicted in Fig. 8(a). Properly designed SMA bolts,
axially prestrained, transform during heating in vacuum
and maintain pressure as air is sucked out, as has been
demonstrated in Russia (27). A difficulty with this solution
stems from the large bolt sizes (50–75 mm [1.97–2.95 in]
diameter), which makes homogeneity and heat treatment
of the SMA problematic. An alternative has been devised
in Sweden that involves conventional steel bolts with a se-
ries of precompressed SMA studs between the yoke and
core package, Fig. 8(b). As temperature is raised in the
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Figure 8. Transformer core compression with SMA elements
(27): (a) Yoke bolts; (b) studs.

vacuum chamber, the studs expand axially to maintain
well-distributed pressure (27).

Inducing Compressive Stresses in Pipes

The basic idea is to apply circumferential compressive
forces on critical regions of piping to counteract ten-
sile stresses caused by welding and service loads. One
such arrangement consists of axially extended SMA wire
wound on slotted sleeves. The sleeves are slipped on the
pipe, positioned over at-risk circumferential welds, and
heated above the transformation temperature of the SMA
wire (27). Since the operating temperature of the pipe is
also above the SMA transformation temperature, stress-
corrosion cracking is forestalled and propagation of pre-
existing cracks is inhibited by the resulting compressive
stresses. In addition, pipe ends are prevented from separat-
ing should a break occur. This application, intended mainly
for nuclear power plants, has been tested in Sweden.

Sag Control of Overhead Conductors

Aerial power lines sag when they are warmed by high
electrical loads, especially in combination with high ambi-
ent temperatures. Performance is degraded when overhead
lines sag to the extent that ground capacitance becomes
excessive. This is a difficult problem, given the many thou-
sands of miles of transmission lines. A solution that is being
tested in Canada, Ukraine, Russia, and Japan has several
embodiments (27,28); a typical one is to attach an SMA
member electrically and mechanically in parallel with the
overhead conductor. At low temperatures, the martensitic
SMA is easily extended in tension. Upon heating, how-
ever, the SMA reverts to the strong austenitic phase and
shortens, forming a loop in the overhead conductor and
thereby maintaining acceptable ground clearance.

Galloping Control for Transmission Lines

Occasionally, under conditions of line icing combined with
high wind speeds, transmission lines experience severe
oscillations (galloping) that can be 9 m (29.5 ft) over
spans of 185 to 365 m (607–1198 ft). Such occurrences
often result in destruction of affected portions of the lines.
Among the suggested approaches to galloping control are
damping by vertical connectors made of SMA inserted
between suspended conductors, and altering tower stiff-
ness with suitably-positioned, externally energized SMA
springs (29).

Mitigation of Erosion Caused by Cavitation
and Liquid Droplets

Cavitation ensues when the local pressure in a fluid-
flow field falls below a critical value that is a function
of temperature, surface tension, vapor pressure, and ex-
ternal pressure. Vapor-filled cavities or bubbles form in
the liquid at regions of low pressure and collapse as
they move into regions of higher pressure. Bubble col-
lapse is associated with very intense local impulses that
can be destructive to nearby solid surfaces. Machinery
subject to cavitation erosion and closely related liquid-
droplet erosion include boiler feed pumps, valves, recircu-
lation pumps in pressurized-water reactors, hydroturbine
runners and guide vanes, and last-stage blades in steam
turbines.

An investigation conducted for EPRI showed that on the
basis of their anomalous resistance to low-cycle fatigue,
near-equiatomic alloys of nickel and titanium (NiTi) are
very resistant to both cavitation and liquid-droplet erosion.
High resistance to fatigue and erosion is ascribable to the
ability of NiTi, either as austenite or martensite, to deform
reversibly without accumulating much residual damage in
the constituent crystallites. Since building large machines
entirely out of NiTi is impractical, thin plates of NiTi were
explosively bonded to structural steel and the erosion re-
sistance of the resultant clads was demonstrated (30), as
indicated by Fig. 9.
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and NiTi cladding on steel in vibratory cavitation.
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Table 5. Other Contemplated Uses of SMAs in the Electric Power Industry

Device Function/Operational Principle Reference

Couplings and SMA tubes are expanded “cold” to fit over members to (28,31,32)
connectors be joined, then warmed to induce phase transformation

and shape recovery. Heat-to-shrink devices apply high
clamping forces for pipes and electrical connections.

Seals Similar to couplings, circumferential stresses are induced (31)
by shape recovery of pre-strained rings. Hermetic seals are
used for electronics and for attaching braid sheathing to
terminal plugs.

Circuit breakers Traditionally, electricity is activated by bimetal strips capable (28,31)
of only small forces and motions, SMA actuator, in
series with locking mechanisms and a vacuum or SF6
chamber, provides much larger actuation that makes a
cascade of latches unnecessary.

Fuses and fuse Similar to circuit breakers, SMA fuses are advantageous (31,33)
protectors in that they can be reset. Quick-acting fuses for lightning

protection can blow when heavy line usage causes a
temperature rise. An SMA shunt, normally open, closes
during heavy usage, thereby avoiding a premature
blow.

Thermomarkers SMA flags bend at a predetermined temperature and signal (28,31)
which phase has blown or which electrical joint is hot.

Switches and Typically, SMA spring operates against a bias (27,31,33)
valves spring: under normal conditions the bias spring is

stronger than the SMA spring; heat causes the SMA
spring to transform, overcoming the bias spring, and
operating the switch or valve.

Bolted electrical SMA washers in Belleville configuration under bolt heads (27,28)
connections maintain contact pressure when thermally activated

by increased contact resistance. Applied in transformer
connectors, aluminum buses, and disconnects.

Thermal actuators Linear motion devices rely on shape recovery of prestrained (32,34)
for valves, SMA elements. They are initiated by externally
clutches, dampers, controlled electrical heating of the SMA. Typically, bias
and flues springs reset these devices to their default positions.

Steam pipe Traditionally, a three-spring device with complicated (27)
hangers mechanical linkages provides constant

support under thermal conditions. Can be replaced by a
single SMA rod or a stack of SMA Belleville
washers.

Steam trap flush When a trap fills with condensate, a bimetal-actuated (33)
mechanism opens the trap. The linear motion of the
actuator allows leakage before full opening or closing.
SMA Belleville washer is faster and nonlinear, so
leakage does not occur.

Plugs in pipe ends Pre-strained SMA plugs are inserted cold, then heated (32)
and tubesheets to form leak-proof seals.

De-icing of Externally energized SMA devices apply cyclic loads (28)
transmission lines to overhead conductors to de-ice them.

Bolt breakers Explosive bolts are used in safety mechanisms in nuclear (31)
power plants and petrochemical plants. They can be
accidentally discharged under electrical fault conditions.
Pre-strained SMA tubes can serve the same purpose by
breaking notched bolts during shape recovery.

Other Applications of SMAs

A variety of concepts involving SMAs have been suggested
as solutions to power-industry problems. Some that have
been demonstrated under laboratory conditions or eval-
uated in engineering analyses are described briefly in
Table 5.

CHALLENGES AWAITING SMART
MATERIALS SOLUTIONS

The preceding two sections describe applications of smart
sensors and smart sensor-actuators to power industry
problems. Besides their favorable impact on utility op-
erations, these applications are important steps in the
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progression to smart systems. At the most sophisticated
level, smart systems will feature highly integrated and em-
bedded combinations of sensors, actuators, and processors,
which will enable those systems to respond intelligently
and autonomously to dynamically changing environments.
Inasmuch as smart systems with those kinds of capabil-
ities have not yet been implemented in the power indus-
try, it is appropriate to consider the kinds of problems that
might motivate development of such smart systems, either
as adaptations from other industries, as new ways of orga-
nizing existing smart materials, or even as entirely new
concepts.

Utility challenges that seem especially suited to solu-
tion by smart materials and systems are listed in Table 6,
which is meant to be illustrative, not inclusive. Each prob-
lem is identified in the first column and a subjective rank-
ing of severity is provided in the second column. The last
column differentiates among innovations for which most
of the constituents are at least in prototype (near-term),
those that are only partially in prototype (midterm), those
in early proof-of-concept stages (long-term), or intriguing
concepts (vision) perhaps without solution by smart sys-
tems. Five of these challenges, chosen because they repre-
sent the whole spectrum of power-industry needs and pos-
sible solutions with smart materials, are discussed briefly
in the balance of this section.

Real-Time Condition Assessment of Equipment

A topic of major concern for utilities is in-service deteri-
oration of critical components (35). Detailed information
about equipment condition is an essential part of life-
management programs for generating units; such infor-
mation also provides early warning of structural impair-
ment, and therefore it is crucial for avoidance of forced
outages. Obtaining that information is a serious challenge.
For example, it has been estimated that about one-half of
all forced outages in steam-generating plants are caused
by corrosion. Whereas generalized corrosion is readily de-
tected and measured, environmentally induced cracking
(e.g., stress-corrosion cracking and corrosion fatigue) is
hard to detect and respond to. Damage caused by creep
and creep-fatigue is even more difficult to assess.

Another aspect of condition assessment is remaining-
life analysis. Nowadays, many utilities opt to keep a com-
ponent in service after the expiry of its “design life.” In
order to do so without jeopardizing personnel safety or
system reliability, the following quantities must be deter-
mined (36): the amount of damage currently in the compo-
nent, the rate that damage is accumulating, and the degree
of damage that will cause failure. At least three factors
inhibit those determinations. First, the amount of dam-
age or size of the largest defect (depending on the damage
type) may be hard to measure; where to look and what
might have been missed are subsets of this difficulty. All
traditional inspection technologies suffer from inaccessi-
bility constraints, such as, detecting corrosion of reinforc-
ing bars in concrete or finding creep-fatigue cracks inside
steam-turbine rotors. Second, actual material properties
can be hard to measure, especially without destroying the
component. This is a principal reason for conservative

design practices such as factors of safety, code limits, and
use of class minima. Such conservatisms are responsible
for overdesign of structures to meet “worst-case” loadings,
with attendant increases in equipment size and cost. Third,
some damage mechanisms are not well understood or are
not time dependent, and therefore they frustrate calcula-
tions of remaining life.

In recognition of the importance of this topic, millions of
dollars have been spent on characterizing various damage
mechanisms, developing models and confirming mitigation
options, developing and testing the efficacy of new designs
and materials, refining inspection methods, and specify-
ing repair technologies. With such an extensive knowledge
base available, improved condition assessment, remaining-
life evaluations, self-diagnosis, and even self-repair should
be fertile ground for innovations based on smart materials
and systems.

Control of Power-Plant Cycle Chemistry
and Atmospheric Emissions

The health of water-touched and steam-touched compo-
nents in fossil-fueled or nuclear-fueled power plants de-
pends critically on the purity of process fluids (37). Dis-
solved oxygen, chloride ions, and a host of other impurities
must be controlled at parts-per-billion levels, which is a
tremendous challenge, since a large steam generator circu-
lates millions of kilograms (pounds) of water and steam per
hour. Opportunities for impurity ingress, corrosion, and de-
position are pervasive, as shown in Fig. 10 for a typical
drum boiler cycle. Rapid response to cycle-chemistry up-
sets is crucial. Penalties for exceeding well-established lim-
its on contaminants are severe: boiler tube failures, loca-
lized corrosion, cracked steam-turbine disks and blades,
and increased erosion of turbine components by oxide par-
ticles spalled from steam-touched tubes and pipes. Any of
these ills can cause forced outages of substantial duration.
Clear needs exist for smart systems to address this chal-
lenge: distributed on-line chemical sensors capable of func-
tioning in high-temperature water and steam, injectors of
chemicals to counter pollutants or chemical imbalances,
and processors to coordinate multifunctional sensors and
actuators.

Similarly, there are sizable financial and environmen-
tal benefits from reducing pollutant releases to the atmos-
phere. Various configurations of sensors, processors, and
actuators can be envisaged; an ideal system would be ca-
pable of analyzing fuel as it enters a combustor, changing
the combustion conditions in real time to minimize forma-
tion of pollutant species, and selectively activating control
devices that extract residual pollutants from the stack gas.
Such systems would also calculate the effects of operational
changes on equipment life and on overall unit performance
and efficiency.

Systems Issues in Resonance Control

One particularly insidious form of vibration in rotating ma-
chinery is that caused by subsynchronous resonance (SSR),
which results from a match between the natural frequen-
cies of mechanical components in a generating unit and
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Table 6. Power-Industry Challenges and Possible Solutions with Smart Materials

Power-Industry Problem Applicable Smart Materials Time
Challenge Sizea Technologies; Possible Approaches Frame

Generation

In-service deterioration of machinery 1 Distributed, embedded sensors for detecting Long-term to vision
and apparatus caused by cyclic cracks, voids, deformations, and changes
loading and high temperatures; in material properties; integrated systems
need for real-time condition for self-diagnosis, on-line estimates of
assessments and decision-making remaining life, and (eventually) self-repair.
tools in order to schedule orderly
repairs or replacements.

Corrosion of power-plant 1 Sensors that can detect corrosion-induced Midterm to vision
components, particularly by cracking and identify corrosive species;
mechanisms that frustrate on-line analysis to locate damage and
conventional NDE methods. warn of incipient failure, as appropriate.

Eventually, develop systems that release
neutralizing chemicals at damage sites.

Overdesign of structures to resist 2 Detect onset of unusual loads and Long-term
hypothetical “worst-case” loads. deploy auxiliary members that

supplement load-bearing capability.
Integrity of civil structures, 2 Determine state of cure and structural Near-term to midterm

especially concrete dams. defects in fresh concrete; monitor loads
and structural responses throughout
life; actuate mitigation and repair
strategies, e.g., “smart” concrete.

Vibration of rotating machinery, 1 � Active vibration-control methods Near-term
leading to lower efficiencies and from aerospace practice to suppress
premature failure. vibration in individual machines.

� Systems issues, e.g., subsynchronous Long-term
resonance, requires new technologies
to detect onset and actuate adjustments
to transmission system parameters.

Efficiency of blades in steam 2 “Smart wing,” “adaptive skins,” and/or Long-term
turbines and wind turbines. individual helicopter-blade control

technologies to change airfoil shapes
as a function of operation regime.

Monitoring and controlling 2 Requires chemical sensors, stable in high- Mid- to long-term
impurity levels in water and purity water/steam at high temperatures
steam. and pressures, to measure pH and

dissolved species; processors for
coordinating signals and decision-
making; actuators for injecting
appropriate reagents to maintain
or restore proper cycle chemistry.

Optimizing combustion and 1 On-line analysis of fuel entering Long-term
control of emissions. combustors (by x-ray fluorescence, neutron

backscattering, etc.); high-temperature
chemical sensors for combustion gases;
real-time control of individual burners by
integrating sensor signals and calculating
combustion adjustments that balance heat
rate minimization and stack-gas composition;
actuate ammonia/urea injectors,
as needed, to react with NOx .

Noise abatement in power plants 3 � Main source of noise in power plants is Long-term
and substations. ventilation of auxiliary motor drives;

new suppression approach needed.
� Noise cancellation by secondary acoustic Near-term

technology for transformer hum.
Protection of dams and nuclear 2 Flexible connections with smart Vision

plants during seismic events. dampers and selectively augment
structures with smart tendons.

(cont.)
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Table 6. (Continued )

Power-Industry Problem Applicable Smart Materials Time
Challenge Sizea Technologies; Possible Approaches Frame

Generation

Bolt integrity in critical 3 Fiber-optic sensors inside bolts could Near-term
components, e.g., steam chests measure cyclic stresses (strains) and
and turbine casings; pipe irreversible deformations, enabling
supports in nuclear plants. on-line condition assessments or life

expenditures.
Fish kill in hydroelectric 2 A serious constraint on hydroelectric Vision

turbines. generation; no smart materials
solution comes to mind.

Determining fluid levels in 3 Adapt “smart fuel tank” technology Near-term
buried hazardous-waste tanks. from aerospace sector.

Buckling of structural members 4 Smart sensors detect incipient Long-term
loaded in compression. buckling; lateral stabilization then

provided by piezoelectric actuators.
Cavitation erosion in pumps 3 � Concepts from “smart wing” and Long-term

and hydroturbines. “adaptive skins” technologies to
effect dynamic changes in surface
profiles of hydraulic machinery,
thus preventing cavity formation by
altering flow patterns in real time.

� Implement erosion-resistant Near-term
claddings with shape-memory alloys.

Power Delivery

Deterioration of underground 1 Multipurpose fiber-optic sensors Long-term to vision
cable. could probably be adapted to detect

and discriminate among void
formation, water treeing, and
corrosion of neutrals, i.e., self-
diagnosis. Approaches for self-repair
are unknown, although aspects of
“smart concrete” (release of
chemicals) could apply.

Real temperatures of high- 2 Operating limits based on thermal Near- to midterm
voltage transmission lines. capacity are determined by computer

models incorporating air temperature,
wind velocity, incident sunlight, etc.
Knowledge about actual thermal
conditions could result in up to 15%
higher loading. The requisite fiber-optic
technology already exists;
embedding fiber optics in overhead
conductors is the next step.

Condition assessment of 1 Temperature monitoring by Mid- to long-term
transformers, especially life distributed, all-silica fiber optics
expenditures associated with based on Raman backscattering if
temperature excursions and spatial resolution can be improved to
partial discharges. ≤0.1 m (4 in); monitoring oil

composition with chemical sensors
that measure moisture and acidity;
partial discharge monitoring with
combined ultrasonic (piezoelectric)
and radio-frequency sensors.

Condition assessment of wood poles. 3 Although they degrade by reaction Midterm
with their surroundings, there is no
generally accepted method for
evaluating wood poles in service.
Vibration signature analysis is a
likely approach.

(cont.)
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Table 6. (Continued )

Power-Industry Problem Applicable Smart Materials Time
Challenge Sizea Technologies; Possible Approaches Frame

Power Delivery

Contamination of insulators on 4 Wind-blown dust and deposits from Long-term
transmission lines. rain water accumulate on insulators

and lead to arcing and system faults.
Smart coatings that clean themselves,
perhaps activated by sunlight, would
solve this problem.

Galloping of transmission lines. 3 Ice and wind conditions can induce Midterm
severe oscillations and destroy line
segments. Suggested solutions
include damping with vertical shape-memory
alloy members between
suspended conductors or with SMA
springs in the tower supports.

Shielding against electromagnetic fields. ? Vision

aProblem size scale:

1. Extremely important, widespread throughout industry, costly for each occurrence, or a majority safety concern.

2. Very important, either widespread or very costly per occurrence; may be a major safety concern.

3. Modestly important.

4. Troublesome, but either relatively infrequent or not very costly per occurrence.

resonant electrical frequencies of the interconnected trans-
mission system. When these frequencies match, there is
the possibility for uncontrolled interchange of energy and
reinforcement of mechanical and electrical perturbations.
Where SSR has occurred it has resulted in unit-years of
downtime (38).

The power-transfer capability of transmission lines is
limited by either thermal characteristics or by electrical
stability characteristics of the system. The stable power-
transfer limit of transmission lines is given by

P = (Vl)(Vs) sin δ

χ
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Figure 10. Major unit components and locations of impurity ingress, corrosion, and deposition in
drum cycles (37).

where Vl and Vs are the load-end and source voltages,
respectively, δ is the phase angle difference between the
two voltages, and χ is the reactance of the line. Inductive
reactance (χ ) can be reduced by installing series-connected
capacitors, and the transfer capability of the transmission
line is thereby increased. Unfortunately, installing series-
connected capacitors for compensation can create an elec-
trical resonance circuit and thus establish conditions for
SSR. SSR is a phenomenon so catastrophic that situations
that might lead to its occurrence must be avoided. Avoid-
ance starts with computer simulations that evaluate the
chance of SSR for all likely combinations of transmission
circuits and rotating machinery. If there is a possibility
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for SSR, series-connected capacitors are reduced in size
and electrical filters tuned to calculated subsynchronous
frequencies are installed. These steps effectively de-tune
the circuit to eliminate critical mechanical frequencies.
They also reduce the transfer capability of these important
power links.

Protection against SSR would seem to be an ideal ap-
plication of smart material systems to deal with a com-
plex mechanical-electrical control problem. It has been
estimated that, under favorable circumstances, the trans-
fer capability of a transmission line can be doubled by
incorporating series compensation (39). A smart system
for enabling that capability might consist of distributed
sensors on all key mechanical and transmission line com-
ponents to detect incipient SSR, an intelligent processor
to analyze signals and coordinate responses, and appro-
priate actuation of switchable parallel filters and series
capacitors.

Temperatures of High-Voltage Transmission Lines

One of the primary constraints on the amount of power
that can be pushed down a transmission line is thermal
capacity. Operating limits are set by computer models that
incorporate factors such as air temperature, wind velocity,
incident sunlight, and a derating factor to ensure safe oper-
ation. It has been estimated that 5% to 15% higher loading
would be possible if actual thermal conditions were known
on a continuous basis instead of relying on traditional loa-
ding guidelines (40).

Transmission capacity is insufficient in several areas
of the United States. Significant benefit would accrue if
more power could be transmitted without building new
lines. The size of the benefits is estimated as follows: A
typical high voltage (345–765 kV) transmission line has a
capacity of 1000 MW. A 5% decrease in power equates to
50 MW. If the line is thermally limited 20% of the time, the
amount of power lost is 50,000 kW × 8760 h/yr × 0.2 =
87.5 × 106 kWh/yr. At a wholesale price of $0.02/kWh, the
increased revenue that would eventuate from knowing the
actual temperature of a line is $1,750,000 per year.

Temperature measurement in real time is the first ele-
ment of a smart system for which fiber optics seems ad-
mirably suited (41). Huston and Fuhr (42) cite several
additional opportunities for the application of fiber-optic
systems to electric power transmission lines: detecting
overheating, detecting galloping, flaw detection in lines,
and control of circuit breakers along a broken transmission
line where electromagnetic interference might make con-
ventional control systems inoperable.

Deterioration of Underground Cable

There are now about one million miles of underground dis-
tribution lines in the United States, and there is growing
pressure to put more of the distribution system under-
ground. This presents serious challenges to utilities, re-
lated mostly to difficulty of access for detecting damage or
for repairing it. As a consequence, cables are often operated
until they fail, an undesirable situation that is becoming
intolerable with increasing demand for electricity.

Cable materials, underground conditions, and system
age are all factors in maintaining reliable service. Cable is

Phase conductor

Jacket

Insulation shield

Concentric neutral/
metallic shield

Insulation

Strands shield

Strand fill

Figure 11. Typical construction of distribution-line cable.

typically composed of phase conductors embedded in con-
centric insulation (usually a polymer such as polyethylene)
that is surrounded by return ground conductors (the neu-
tral, usually copper), as shown in Fig. 11. The sensitivity
of cable insulation to temperature was discussed earlier;
knowledge of actual temperatures along a cable via a dis-
tributed fiber-optic sensor allowed power transfer through
the cable to be optimized. Thermal conditions are not the
only threat to cable integrity, however. Underground con-
ditions almost always involve the presence of moisture,
prolonged exposure to which causes insulation breakdown
by void formation and “water treeing” or corrosion of the
copper neutral. Water treeing is the development of small
semiconductive paths that are believed to originate at
particles or voids. Tree growth proceeds by partial dis-
charges and ionization at these electrical stress concen-
trations. When a tree extends between two conductors at
different potentials, the conductivity of the treeing path
increases rapidly and culminates in a catastrophic fault
(43). These problems are widespread, detection is difficult,
and repair practices are unwieldy. Repair generally con-
sists of injecting pressurized silicone into the dielectric in
an attempt to drive out water. Routes to solutions are not
obvious, but the benefits of self-analysis, and especially of
self-repair, would be substantial for either the dielectric or
the neutral.
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INTRODUCTION

The government is always faced with problems of main-
taining municipal buildings and infrastructure facilities
that support modern urban existence. Buildings, bridges,
highways, tunnels, and other large or important structures
need to be assessed objectively or scientifically to ensure
their safety and long-term utilization. Today new systems
and materials are being developed that can assist in such
tasks. Currently most tested ideas and materials are too
complicated or too expensive to be utilized in real situa-
tions. The concept behind the development of new systems
is that materials should have the ability to evaluate their
own condition after serious loading or relatively long ser-
vice times. In particular, there are numerous strong de-
mands for a means of monitoring in situ relative to how
damage and fracture accumulate in large structures like
buildings and tunnels. Until now there haven’t been any
good methods for judging objectively the amount of damage
inflicted upon buildings during earthquakes or accidents in
high-speed railway tunnels.

The study of smart or intelligent materials has grown
enormously throughout the world. The means of introduc-
ing self-diagnosis or self-monitoring functions into modern
materials have become various and wide-ranging. For ex-
ample, piezoelectric ceramics, shape-memory alloys, and
optical fibers can all be used to give materials a certain de-
gree of intelligence. In heavy construction, however, where
large volumes of material are required, it is essential to
avoid high complexity and high cost. The use of electrical
conductivity or resistance is perhaps the most straightfor-
ward way of obtaining a relatively simple material system
as compared with other high-tech materials.

Yanagida, Muto, and co-workers have reported fracture
detection using fiber-reinforced plastics (FRP) embedded
in structural materials as a reinforcement (1). The elec-
trical resistance change of carbon-fiber glass-fiber rein-
forced plastics (CFGFRP) indicates the local or partial
damage in a composite prior to its fatal fracture. Although
the CFGFRP showed appreciable resistance change in the
strain range above 0.7% to 1.5% (due to fracture of the car-
bon fiber), the detectable strain level is too large for diag-
nosing local damage in structural materials such as con-
crete (where typical strains are about 0.05%). It is therefore
necessary to develop a self-diagnosis material with higher
sensitivity in the low strain region if it is possible to achieve
a simple health monitoring system.

In our recent work (2–6), composites containing a conti-
nuous structure of electrically conductive particles, or a so-
called percolation structure, have been designed and fabri-
cated. We have successfully produced the FRP composites
and ceramic matrix composites (CMC) with high perfor-
mances in the low-strain region caused by the “percolation
structure” of conductive particles in a matrix phase. These
self-diagnosis functions were evaluated from the changes
in resistance with applied strain. It was found that the FRP
composites with a self-diagnosis function are fairly useful
for the measurement of damage and fracture in concrete
blocks and piles.

SELF-DIAGNOSIS FUNCTION OF FIBER-REINFORCED
COMPOSITE WITH CONDUCTIVE PARTICLES

Electrically conductive composites having a continuous
structure of conductive particles, a so-called percolation
structure, were designed in an FRP and ceramic matrix
composite (CMC). The diagnosis of micro cracks in con-
crete structures is one of the objectives in using the self-
diagnosis FRP. The FRP has proved to be highly sensitivity
to small strain levels and at the same time provide the high
strength to reinforce concrete structures. CMCs have been
attracting attention because of their necessary toughness,
which can significantly enhance the reliability of ceramic
materials. Hence the research into the self-diagnosis func-
tion in CMCs is important for the achievement of higher
reliability. This article considers the design of the con-
ductive phases in these composites and investigates their
self-diagnosis function during their deformation. These
self-diagnosis functions are evaluated by measurements
of their resistance changes with applied strain in normal
or cyclic loading tests.

Design and Fabricaton of Specimens

Figure 1 shows the structural design for two conductive
FRPs in the shape of rods, which basically consist of vinyl
ester resin (Showa High Polymer Co., Ltd. RIPOXY R-804),
and glass fiber (Asahi glass fiber Co., Ltd. ER2220). The
resin is hardened at room temperature by adding a cur-
ing agent (NOF Co., Ltd. PERCURE VL). In the first com-
posite, the carbon fiber (pitch-based CF, Toho Rayon Co.,
Ltd. BESFIGHT UM63) was introduced by removing some
of the glass fiber. This formed a conductive path and en-
hanced the strength of the composite in the longitudinal
direction. The second composite obtained its conductivity
by the formation of a percolation structure consisting of the
carbon particles (graphite, SEC Co., Ltd. SPG5) dispersed
in part of the matrix. The volume fraction of carbon parti-
cles in the conductive phase is 20%. The size of the carbon
particle, whose shape is a flake, is 5 µm, on average. The
composite containing carbon particles was composed of car-
bon particles and glass-fiber reinforced plastics (CPGFRP).

891
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Glass fiber

Carbon-fiber - glass-fiber-reinforced plastics

Vinyl ester resin Carbon fiber

(a)

Glass fiber

Vinyl ester resin Vinyl ester + carbon particles

Carbon-particle - glass-fiber-reinforced plastics

(b)

Figure 1. Schematics of the structural design for CFGFRP (a)
and CPGFRP (b) in the shape of rod.

The CFGFRP and CPGFRP consisting of unidirectional re-
inforced fiber have a diameter of 3 mm.

The schematic structural designs for the CMC are
shown in Fig. 2. The composites were fabricated by the
filament winding method using Si3N4 particles (Ube In-
dustries Co., Ltd. SN-COA) as the matrix and SiC fiber
(Nippon Carbon Co., Ltd. NL-401) as the reinforcement for
strengthening or toughening the composite. A portion of
the fibers was replaced with tungsten wire (Nippon tung-
sten Co., Ltd. φ 30 µm). The conductive particles of TiN
(Japan New Metals Co., Ltd.) were dispersed in part of the
Si3N4 matrix. The volume fraction of the conductive phase,
which includes 40 vol% of TiN particles, was 0.13%. These
conductive phases were formed near the surface (500 µm in

Si3N4

SiC fiber

Tungsten wire
(conductive fiber) Si3N4+TiN

(conductive phase)

Si3N4-SiC fiber-W fiber
Si3N4-SiC fiber-(Si3N4 + TiN)

(a) (b)

Figure 2. Structural design for CMC containing tungsten wire (a) and TiN particles (b).

depth) which was the tensile surface in the bending tests.
These composites were hot-pressed under 40 MPa at 1773
K in N2 atmosphere for one hour. The sintered specimens
were cut into 3 × 4 × 45 mm bars for bending test pieces.

Self-Diagnosis Function of FRP

Figure 3 presents two scanning electron micrographs of a
polished transverse section and of a longitudinal section of
CPGFRP (2). The circles in Fig. 3(a) and the white lines in
Fig. 3(b) denote glass fibers. The bright gray flakes are the
dispersed carbon particles. Note that the carbon particles
are sufficiently dispersed in the matrix and that the matrix
is well impregnated between glass fibers. This means that
a percolation structure consisting of conductive particles
has been successfully achieved.

The self-diagnosis functions of these materials were
evaluated through simultaneous measurements of stress
and electrical resistance change as a function of applied
strain in tensile loading tests. The resistance change was
defined as relative change in resistance (R− R0)/R0, indi-
cated by �R/R0 in which R0 denotes initial resistance be-
fore loading. The two types of loading selected were (1)
a normal tensile test until specimen fracture and (2) a
cyclic loading–unloading test below the maximum stress
level. Figure 4 shows the electrical resistance changes and
the applied stress for CFGFRP and CPGFRP as a func-
tion of the applied strain in the tensile tests. The stresses
in both specimens were increased linearly in proportion to
the strains until fracture occurred of the carbon fiber or the
glass fiber. The CFGFRP indicates a slight change in resis-
tance below a 0.6% strain due to the elongation of carbon
fiber and shows a tremendous change around 0.7% strain
owing to the fracture of the conductive fiber; namely the re-
sistance of CFGFRP exhibits a nonlinear response to the
applied strain as shown in Fig. 4(a). The initial resistance
R0 for CPGFRP was higher than that for CFGFRP because
of a slight electrical contact between carbon particles in
the percolation structure. As can be seen from Fig. 4(b),
the CPGFRP indicates a linear increase in resistance with
increasing tensile strain. The response of the resistance to
applied strain appears at 0.01% strain (100 µ strain) or
lower. The linear increase in the resistance continues un-
til the fracture of the composite. Comparing Fig. 4(a) with
(b) illustrates CPGFRP’s higher sensitivity at the small
strain level and the wider detectable strain range com-
pared to CFGFRP. These results mean that the percolation
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(a) (b)

Figure 3. SEM photographs of polished transverse section (a) and longitudinal section (b) of
CPGFRP with unidirectional glass fiber.

structure formed with the carbon particle enables more
sensitive and adaptable diagnosis of damage than the
structure consisting of carbon fiber. The strong response of
resistance for CPGFRP was attributed to a local break in
electrical contact between carbon particles because of the
micro crack formation in the matrix or in the rearrange-
ment in the percolation structure under tensile stress. It
should be noted that the dispersion of the carbon parti-
cles had no effect on the strength of the composite, since
the fracture stress and mode for CPGFRP were similar to
those of GFRP without carbon particles.

Figure 5 shows the change of resistance to the applied
strain as a function of time in the cyclic loading tests for
CFGFRP and CPGFRP. These FRP were loaded and un-
loaded cyclically under a gradual increase in stress. The
resistance of CFGFRP showed poor response below 0.6%
strain and a drastic increase above 0.7% strain as shown
in Fig. 5(a). From Fig. 5(b), it can be seen that the change in
resistance of CPGFRP corresponded well with strain fluc-
tuation (3). It is noteworthy that the resistance decreased
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Figure 4. Changes in electrical resistance (solid line) and applied stress (dashed line) as a function
of applied strain in tensile tests for CFGFRP (a) and CPGFRP (b).

but did not completely return to zero at the unloading
state. The residual resistance in CPGFRP appeared after
the application of 0.2% strain, and then increased with
the increase to the maximum applied strain. The maxi-
mum resistance during loading, indicated by �Rmax, and
the residual resistance change after unloading, denoted by
�Rres, were arranged according to the maximum strain ap-
plied in the past as shown in Fig. 6. The residual resistance
of CFGFRP appeared around the 0.4% strain and increased
discontinuously above 0.6%. The appearance of residual re-
sistance for CFGFRP owing to fracture of the carbon fiber
was limited in a narrow strain range. The change in resid-
ual resistance of CPGFRP correlated closely with previous
maximum strain over the wide strain range as shown in
Fig. 6(b), suggesting that the CPGFRP has the ability to
diagnose the maximum strain based on measurements of
past residual resistance at an unloading state (3). A com-
parison of Fig. 6(a) and (b) shows that the CPGFRP per-
forms a more useful diagnostic function of damage history
over the wide strain range than does the CFGFRP.
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Figure 5. Change in resistance (solid line) and applied strain
(dashed line) as a function of time in cyclic loading test for the
CFGFRP (a) and CPGFRP (b).

The microstructure of CPGFRP after the loading–
unloading cycle induced 0.6% strain and 2.1% strain was
observed by scanning electron microscopy (SEM) as shown
in Fig. 7 (2). Clearly, the number of micro cracks in the ma-
trix increased with the increase in applied strain. Although
the elongation of CPGFRP affected the elasticity after un-
loading, the percolation structure did not return reversibly

(a) (b)

Figure 7. Scanning electron micrographs of CPGFRP after removing 0.6% strain (a) and 2.1%
strain (b).
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Figure 6. Maximum resistance change at loading state and resid-
ual resistance change at unloading state as a function of applied
strain in cyclic loading tests for the CFGFRP (a) and CPGFRP (b).

to the initial state because of the micro crack formation
in the matrix. The irreversible change in the percolation
structure in the conductive phase was partly responsible
for the appearance of obvious residual resistance over a
wide strain range.
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(a) (b)

500 µm

Figure 8. SEM cross sections of polished CMC specimens. The arrows point to the tungsten wire
(a) or to the area containing TiN particles (b).

Self-Diagnosis Function of CMC

The conductive phases in the CMC observed by SEM
are shown in Fig. 8 (4). Three tungsten wires were em-
bedded near the tensile surface. The conductive phase
containing dispersed TiN particles and SiC fibers was
observed as the bright area. Some voids (white bareas)
appeared in the conductive phase; however, these defects
were thought to be insignificant for the damage diagno-
sis function because the amount was negligible. The inter-
face between these conductive phases and the Si3N4 matrix
did not show a remarkable reaction and exhibited good
adhesiveness.

The self-diagnosis functions of the CMC were evaluated
by simultaneous measurements of stress and electrical re-
sistance change �R as a function of applied strain in four-
point bending tests. The loading was performed two ways:
(1) a normal bending test until specimen fracture and (2)
cyclic loading–unloading tests below the maximum stress
level. The dependence of the applied load and change in re-
sistance on displacement for the CMC is shown in Fig. 9 (4).
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Figure 9. Change in load and resistance as a function of displacement in the four-point bending
tests for the CMC containing tungsten wire (a) or TiN particles (b).

Similar fracture behavior peculiar to CMCs was observed
in both composites in which a part of the ultimate load
was kept after fracture at a displacement of about 0.1 mm.
The peculiar load–displacement curve explained from the
extraction of SiC fibers from the Si3N4 matrix is shown
in Fig. 10. The difference in the ultimate load and in the
load-displacement curve for both composites was thought
to be due to the uneven quality of SiC–Si3N4 phase, and
not to the difference in conductive phase. The nonlinear re-
sponse of resistance changes to displacement was exhibited
in both composites. The CMC with tungsten wire showed
a slight change in resistance in a small deformation, and
then a drastic change was accompanied by their own frac-
ture as shown in Fig. 9(a). The CMC containing TiN parti-
cles exhibited a distinct change in resistance from a small
displacement to the fracture in the composite as shown
in Fig. 9(b). These results suggest that the monitoring of
resistance for CMCs with percolation structures is advan-
tageous for diagnosing damages to the composites.

Figure 11 shows the hysteresis of resistance change
in loading–unloading bending tests under the ultimate
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(a)

100 µm

(b)

200 µm

Figure 10. SEM images of fractured surface for the CMC specimens containing tungsten wire
(a) or TiN particles (b).

load (4). The resistance of CMCs containing tungsten wire
showed no change at the loading and unloading state,
which was expected from Fig. 9(a). The applied load of some
50% of the ultimate load induced the increase in the resis-
tance for the CMCs containing TiN particles, and then the
increased resistance remained at about 80% of the maxi-
mum resistance after unloading. It should be noted that
the loading–unloading cycle induced elastic deformation
for the CMCs without residual strain. Hence, the residual
resistance was thought to be due to irreversible local frac-
ture in the conductive phase. The residual phenomenon in
resistance change for the CMCs was more remarkable than
that for FRP shown in Fig. 5(b), which was attributed to
the brittleness of the ceramic in the matrix.

Figure 12 presents an attempt at repeatedly varying
the resistance for the CMC with tungsten wire or TiN
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Figure 11. Change in load and resistance as a function of displacement in the loading–unloading
tests for the CMC containing tungsten wire (a) or TiN particles (b). The applied maximum load
was 150 kN.

particles in cyclic bending test. The applied load was,
however, kept constant at 150 kN. The residual resis-
tance for the CMCs with tungsten wire indicated no
change, while that for the composites containing TiN par-
ticles after unloading rapidly increased up to 10 cycles.
It should be noted that the residual resistance propor-
tionally increased with an increasing number of repeti-
tions after 20 cycles. The linear response of residual re-
sistance was thought to be attributed to the propagation of
micro cracking in the conductive Si3N4–TiN phase. This
result further confirms that the CMCs containing TiN
particles have the ability to diagnose cumulative damage
to the composite through measurements of the residual
resistance.

The electrical conductive FRP and CMC were de-
signed and produced by adding a conductive fiber or
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Figure 12. Change in resistance as a function of number of repe-
titions in the cyclic bending tests for the CMC containing tungsten
wire and TiN particles.

particles, and the self-diagnosis functions for these con-
ductive composites were investigated. Compared with
the composites that include conductive fiber or wire the
composites with the percolation structure consisting of
conductive particles were found to be capable of diag-
nosing deformation or damage in the composites. The
composites containing carbon particles appeared capa-
ble of diagnozing damage at the sensitivity level of a
small strain and in a detectable strain range. Concern-
ing the detectable strain level, the FRP showed an ex-
cellent response to the resistance change and to the
applied strain. This is a suitable range for the health
monitoring of structural materials such as concrete con-
struction. It was also found through measurements of the
residual resistance that the FRP composites are capable
of memorizing the maximum applied strain or stress. The
CMCs with percolation structures consisting of TiN par-
ticles exhibited superior resistance to small deformation
changes. It should finally be noted that the CMC materials
proved capable of diagnosing cumulative damage for the
composites by evaluating the residual resistance, and that
these self-diagnosis functions are easily obtained by simple
measurements of electrical resistance.

APPLICATION OF THE SELF-DIAGNOSIS COMPOSITE
TO CONCRETE STRUCTURES

A new type composite was developed that had a self-
diagnosis function for health monitoring and damage
detection in materials (1–7). The composite, which has elec-
trical conductivity as well as reinforced fibers, provides
a signal of electrical resistance change corresponding to
the degree of damage in the material. This self-diagnosis
composite offers also some advantages in properties, cost,
and simplicity, compared with other materials or systems
such the an optical fiber and the strain gauge. A concrete

structure is the best application for the self-diagnosis
composite because the composite has a good sensitivity to
micro cracking in concrete materials, shows high strength
in reinforcing concrete material, and provides ease both in
its attachment and in the measurement of electrical con-
ductivity. The study was aimed at determining whether
the composite was useful for measuring damage and frac-
ture in concrete blocks and piles. Particularly, the appli-
cation into concrete piles was treated as a typical exam-
ple of concrete construction limiting the direct observation
of damage or fracture after a serious load has been ap-
plied in its utilization. Also investigated, by bending tests
and electrical resistance measurements were the function
and performance of the composites when embedded in mor-
tar/concrete blocks and concrete piles.

Specimen and Experiment

Two kinds of glass-fiber reinforced plastics composites
were fabricated in this study. The first composite included
carbon fibers substituted for some of the glass fibers; its
electrical conductivity was called CF. The second composite
involved carbon powders dispersed in a part of the plastic
that formed the percolation structures as a conductive path
(CP). The CF and CP composites were embedded into mor-
tar specimens and concrete specimens reinforced by steel
bars or rods by the following procedures. Figure 13(a–c)
shows the structure and arrangement of the composites
in the three concrete specimens types. The first type is a
rectangular mortar block specimen with the CP compos-
ites. The second type is a rectangular concrete block speci-
men with the CP and CF composites and two steel bars.
The third type is a concrete pile specimen having the CP
composites and 16 steel bars. The pile type specimens have
been pre-stressed at 14.3 MPa applied by the tension stress
of the steel bars, while the block type was free from pre-
stress.

Figure 14 illustrates the methods used for bending tests
for the block and the pile type specimens with different
lengths and distances. The electrical resistance change
(�R/R0, where �R is an increase of resistance and R0

is an initial resistance) of the composites was measured
simultaneously in the loading tests. The strain gauge
measurement attached on the tension-side surface of the
specimen was also used. Photographs the actual bending
tests for the block and the pile specimens are shown in
Fig. 15.

Mortar Block Tests

The CP composite was embedded in the tensile side of
the mortar specimens in order to demonstrate the self-
diagnosis function. Figure 16 shows the applied load and
resistance change of the CP composite as a function of
displacement in a bending test. The embedded CP com-
posite was located 8 mm apart from the tensile sur-
face of the mortar. The load–displacement curve indicates
discontinuous changes at points A and B, which corre-
spond to the crack formation and propagation in the mortar
specimen, respectively. The crack formation and propaga-
tion are shown in photographs of the mortar specimen.
The resistance of the CP composite begins to increase
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Figure 13. Structure and arrangement of the composites in the three types of concrete specimens.
(a) Type-1, a rectangular mortar block specimen with the CP composite. (b) Type-2, a rectangular
concrete block specimen with the CP and CF composites. (c) Type-3, a concrete pile specimen with
CP composite.

D1 D2

L

Type Bending test L / mm D1 / mm D2 / mm D3 / mm

1 3 points 160 50 - 50

2 4 points 400 100 100 100

3 4 points 8000 3000 1000 3000

D3

Figure 14. Different bending tests for the block-and-pile type
specimens with different length and distances corresponding to
type-1, type-2, and type-3.

slightly before crack formation. Note that the increase in
resistance appears simultaneously with the micro crack
formation and that a discontinuous resistance change
is generated in response to the crack propagation. The
residual resistance was observed in the FRP material af-
ter unloading at point D. The resistance change of em-
bedded CP composite corresponds well to the propagation
of damage inflicted on the mortar specimen. Once again,
the results demonstrate that the embedded CP composite
has the ability to diagnose micro crack formation/propa-
gation and loading history in cement-based structural
materials.

The behavior of residual resistance for the CP composite
embedded in a mortar specimen was investigated in detail
by cyclic bending tests. Figure 17 presents the hystere-
sis of resistance changes by cyclic loading–unloading tests
under 40% of ultimate load. The application of load caused
micro crack formation, and then the crack was closed at an
unloading state as shown in Fig. 17. It should be noted
that the crack was eliminated, but the behavior of the
micro crack induced residual resistance after unloading.
The application of higher load (60% of ultimate load) made
higher residual resistance after unloading. These results
suggested that the CP composite embedded in the mortar
specimen has the ability to diagnose the closed micro crack,
namely the hysteresis of micro crack formation by evalu-
ation of the residual resistance even after the crack has
closed.
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(a)

(b)

(c)

Figure 15. Bending tests in progress for the mortar block specimens (a), the concrete block speci-
mens (b), and the pile specimens (c).
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Figure 17. Changes in resistance (dashed line) and applied load (solid line) in the cyclic loading–
unloading tests, under 40% of the ultimate load.

Concrete Block Tests

Figure 18 shows the results of load, strain, and �R/R0 of
CP and CF composites as a function of time in the bend-
ing test for the concrete block (6). The stain change, which
followed closely the loading curve, indicates that a mi-
cro crack formed at about 200µ strain and the steel bars
yielded at about 1000µ strain. The strain gauge was broken
in the loading test owing to the crack propagation in the
surface of the concrete specimen. The �R/R0 of the CP
composite is initiated at about 300 s, which corresponds to
the stage of crack formation. The �R/R0 of the CP compos-
ite increased with an increased load up to the maximum
load at about 1000 s. The �R/R0 of CF is scarcely detected
until the high load level when it increases suddenly near
the maximum load. Both the CP and CF composites do not
break in the test because of their high strength and flexi-
bility. It should be noted that the CP composite shows good
sensitivity in the small stain range as well as a continuous
response in the wide strain range up to the final fracture
of the specimen.

Figure 19 provides the results of a cyclic loading test for
the block-type specimen (6). In all, eight cycles of loading
and unloading with an increased load level were carried
out in this test. The strain change and the �R/R0 of CP
composite responded well to the load curve from a lower
load level, while the �R/R0 of CF did not act until a higher
load was applied. It was also found that the CP composite’s
residual resistance appeared only after the cycles of the
medium load level.

The block specimen is shown in Fig. 20 (a–c) as it ap-
peared in the cyclic bending test (6). The cracks are clearly
initiated from the tension-side surface at a low load, and
they grow with an increased load level until the specimen
finally breaks owing to steel bar fracture.

Concrete Pile Tests

Figure 21 gives the results of the cyclic bending test for the
type-3 concrete pile specimen (6). The specimen included

only the CP composite because of the sensitivity it showed
under a small load, which was higher than that for the CF
composite as confirmed in Figs. 18 and 19. This test aimed
to increase the sensitivity of the CP composite, which is
arranged near the tension-side surface of the pile speci-
men. Figure 21(d) is the result from the enlarged �R/R0

axis of the CP composite in Fig. 21(c). The �R/R0 of the
CP composite in the pile responds well in a wide range
of loading as shown in Fig. 21(c). The CP composite lo-
cated near the tension-side surface of the pile specimen
indicates good sensitivity in the lower load levels as shown
in Fig. 21(d). The �R/R0 of the CP composite in the lower
load range is very similar to the strain change in Fig.
21(b), which means that the CP composite can signal a
smaller strain before the crack forms in the pile surface.
In these pile tests there is no clear indication of resid-
ual resistance phenomena as detected in the block tests,
probably because of the effect of pre-stress in the pile
specimens.

The appearances of the pile specimen in the cyclic bend-
ing test are shown in Fig. 22(a–c) (6). The crack forms at
a low load, its growth occurs with an increased load, and
finally the pile fractures after the test has ended.

Performance of the Self-diagnosis Composites

In the bending tests of the concrete block, the CP compos-
ite produced good results compared to the CF composite.
Remarkably, the electrical resistance of the CP compos-
ite increased under a small strain to detect a micro crack
formation at about 200µ, and it responded well to small de-
formations before the crack formation. The CP composite
showed continuous resistance change up to a large strain
level near the final fracture of the concrete structures re-
inforced by steel bars. It was also found that the CP com-
posites embedded in mortar/cement block specimens have
the ability to diagnose the hysteresis of micro crack forma-
tion by the evaluation of the residual resistance even after
unloading.
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Figure 18. Load (a), strain (b), and �R/R0 (c, d) of CP and CF
composites as a function of time in the bending test for the block-
type specimen.
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CF composites in the cyclic loading test for of the block type
specimen.
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(a)

(b)

(c)

Figure 20. Appearances of the block specimen during the cyclic
bending test (a) A low load level; (b) a high load level; (c) after the
test.

Such excellent properties can be attributed to the perco-
lation structure of the carbon particles dispersed within a
section of the plastic matrix phase. The conductive path in
the percolation structure of carbon particles, which is very
different from the conductive path in carbon continuous
fibers, can react to small strains that are lower than 200
µ. This may be due to its flexible structure which is filled
with faint gaps and cracks as seen in the microstructures of
the carbon particles mixed with plastics. The phenomenon
of the residual electrical resistance at the unloading state
suggests that the distorted structure at the loading state
does not completely return to its original shape at the
unloading state. The residual resistance phenomenon has
a possibility for the hysteresis function of an applied load.
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(a)

(b)

(c)

Figure 22. Appearances of the pile specimen in the cyclic bending
test of type-3 (a) A low load level; (b) a high load level; (c) after the
test.

The continuous change of resistance in the CP composite
contributes to the damage detection of concrete structures.
The percolation structure in the fiber-reinforced structure
can keep its flexible structure up to the final fracture.

It is necessary to arrange the CP composite in concrete
specimens to optimize the function. The location near a
tension-side surface and far from steel bars is effective
in order to obtain a quick response to applied stress and
crack formation. The existence of prestress (compression)
in concrete structures can dull the sensitivity of the com-
posite. For the CP composite near the tension-side surface
in the pile specimen, its clear sensitivity proves that the
performance of the composite overcomes the influence of
prestress.

Two kinds of glass-fiber reinforced plastic composites
with carbon powder (CP) or carbon-fiber (CP) were in-
troduced into the mortar/concrete specimens, with block
and concrete pile types and electrical resistance change
(�R/R0) of the composites being measured in the bending
tests. The �R/R0 of the CP composite in the block specimen
showed a good sensitivity in a small strain range to detect
crack formation in the mortar/concrete and a continuous
change in a large strain range up to the final fracture of the
specimen, while the �R/R0 of the CF composite increased

suddenly at a certain strain of the specimen. The CP com-
posite had the good response to cyclic load patterns in the
bending test of the block specimen and indicated the resi-
dual resistance at an unloading state. The �R/R0 of the CP
composite in the pile specimen with prestress showed good
results to the loading patterns before and after micro crack
formation in the bending test. The arrangement of the CP
composite near the tension-side’s surface, and far from the
steel bars in the pile, effectively improved the sensitivity of
the composite. The excellent self-diagnosis function of the
CP composite in the concrete structures was considered to
be mainly caused by the flexibility in the percolation struc-
ture of carbon particles.
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INTRODUCTION

Today’s commercial and military aircraft require signi-
ficant manpower to provide operational readiness and
flight safety. Aging aircraft fleets are much in need of
new and innovative health-monitoring methods to prevent
catastrophic failure and reduce life-cycle costs. The key
needs for characterizing in situ structural integrity char-
acteristics of corrosion and barely visible impact damage
(BVID) to determine “damage susceptibility” must be ad-
dressed. This article presents a new concept for onboard
real-time monitoring using conductive polymer sensor ar-
ray technology.

BACKGROUND

Both commercial and military service personnel currently
employ “walk-around” structural inspection as a corner-
stone of condition-based maintenance. This means that
a hierarchy of inspections is required to ensure that
fleet readiness and availability requirements are met.
Structural inspection includes daily inspection, phased
maintenance based on aircraft operating time, conditional
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Figure 1. Key sensing locations on aircraft.
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inspection based on the mission and location of the aircraft,
and calendar-based inspection.

Although condition-based maintenance inspection is
mature and is reliable in most cases, its application in
future military and commercial systems has significant
drawbacks notably high cost and intensive effort. Cur-
rently, the cost to maintain a Navy aircraft is up to
$200,000 per year. A 1996 Naval Center for Cost Analysis
AMOSC report indicates that the direct cost of maintain-
ing Navy aircraft and ships is at least $15.0 B per year. As
much as 25 to 30% of operating revenue is spent on main-
tenance for commercial air carriers. According to a 1995
study by the office of the Under Secretary of Defense, 47%
of the Navy’s active duty enlisted force (173,000 sailors)
and 24% of the Marine Corps (37,600 marines) are assigned
to maintenance functions. The mandate to reduce man-
power while performing duties faster, cheaper, better, and
more reliably is a reality in both military and commercial
transportation.

In addition to these issues, problem areas exist specifi-
cally for maintaining structural integrity, including BVID
and hidden and inaccessible corrosion. The increased use
of composite materials in aircraft structures introduces the
potential for BVID, a maintenance-induced damage effect.
At least 30% of all maintenance is related to structural
repair due to tool dropping and in-service damage. A sig-
nificant amount of the loss of structural integrity is due to
hidden corrosion as well as corrosion located in inaccessible
areas (wheel wells, landing gear areas, and fuel tanks). The
practice of applying surface treatments of various types to
provide adequate protection, in some cases overcoating the
surface with several layers, causes considerable weight in-
crease. This increase results in loss of fuel savings and
proved aircraft performance.

TECHNICAL APPROACH

A trade study was performed to identify and assess po-
tential aircraft inspection areas that could benefit from
conductive polymer sensor array technology. The trade
study involved the identification of seven key areas of a

generic fighter aircraft (F-18 or equivalent). The areas ad-
dressed in the study were external wing structure, inter-
nal wing and fuselage structure, including landing gear
and cockpit canopy, communications, external stores, and
empennage structure. The study addressed specific parts
of these identified areas and included a problem defini-
tion, a proposed sensing layout approach, and a sensing
configuration. Figure 1 is a drawing of the F-18 aircraft
that shows the functional layout of the seven aircraft sens-
ing areas for possible future technology insertion. The
sensing areas are mapped to the aircraft geometry, labeled
by area, and keyed to the full-scale trade study chart shown
in Table 1. The chart highlights the details of the trade
study effort and contains specifics on subassemblies, in-
cluding a general problem description. It maps the prob-
lems using three different types of sensing: “M/C” refers to
moisture/corrosion sensing, “ID” refers to impact detection,
and LBA refers to “load-bearing antenna.” For each sens-
ing approach, three packaging options exist: (1) a confor-
mal sensor array, which would cover a larger surface area
such as an external wing area of more than several square
feet; (2) a conformal sensor applique to provide sensing
coverage in a smaller area (a few square inches, possibly
with significant contour shapes); and (3) a conformal boot
assembly. The conformal boot design would involve fabri-
cating a preformed structure—a sensory boot that fits the
spatial constraints of the aircraft contour. An example of
this configuration would be a preformed boot fit over the
leading edge or radome bulkhead assembly.

Sensor Development

A conductive polymer sensor array design provides the
capability for multifunction conformal sensing. Honeywell
has developed polymer sensors to sense moisture (i.e.,
electrolyte) conditions and the presence of moisture/fluids
across an extended surface area. A primary maintenance
concern is the need to sense and quantify moisture trapped
between the protectant system layer and the aircraft sur-
face that could cause corrosion. Typically, the moisture is
an electrolyte, an electrically conducting fluid that has ions
in solution. The polymer sensor array has been designed to
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Table 1. Aircraft Trade Study Chart

Sensing Sensing
Aircraft Area Part/Assembly Problem Definition Approacha Configuration

©1 Wing external �Leading edges �Flap and drive assembly �M/C �Conformal array
�Trailing edges �Impact (BVID) �ID �Conformal boot

�Corrosion—wing attach fitting
�Erosion

�External skin (upper �Impact (BVID due to maintenance/ �M/C �Conformal array
and lower) repair) �ID �Conformal applique

�Corrosion (fastener area)
�Wing fold �Corrosion in hinge area �M/C �Conformal tape

�Wing attachment fatigue

©2 Communications �Radome bulkhead �Corrosion (dissimilar ± F-galvanic) �M/C �Conformal boot
support �Wing antenna �Phased-array antenna �LBA �Conformal applique

©3 Fuselage �Cockpit canopy �Corrosion—dissimilar interface �M/C �Conformal applique
(galvanic)

�Landing gear �Corrosion in wheel well area, main �M/C �Conformal applique
landing gear assembly

�Gun bay area �Corrosion—dissimilar interface �M/C �Conformal applique

©4 Wing internal �Wing tank �Fuel leakage in web area (wet bay) �M/C �Conformal applique
�Electrical connector/ground straps

©5 Engine �Engine inlet �Impact (BVID) from debris/bird strike �ID �Conformal applique
�Aft engine exhaust area �Corrosion—moisture �M/C

©6 External stores �Fuel tank pylon �Corrosion—dissimilar interface �M/C �Conformal applique
�Weapons pylon �Erosion

©7 Empennage �Horizontal stabilizer �Pivot shaft corrosion �M/C �Conformal applique
�Vertical stabilizer box �Corrosion

aM/C = moisture/corrosion; ID = impact detection; LBA = load-bearing antenna.

detect the “presence” of an electrolyte, which can be seawa-
ter, acid rain, lavatory fluids, fuel, hydraulic fluid, chemi-
cals, or cargo by-products.

The basic design is implemented by printing a spe-
cific pattern design on a flexible substrate material, cur-
ing it, and layering it using a pressure-sensitive adhesive.
A typical pattern developed for electrolyte sensing is a
transducer design that has alternating electrode pairs.
Figure 2 illustrates the pattern layout for a polymer sensor
array. The figure shows a set of dedicated electrode pairs,
each of which operates as a sensory element. The sensor
is designed to function as a linear 2-D array that mea-
sures the “location” where the electrolyte is sensed and
the “amount” of electrolyte based on exposure across the
sensor array.

Electrode
linewidth ~ 1/32 in.1/2 in.

IDT
(interdigitated
tranducer) electrode # 16 in.

To scanning
electronics

C0024 1-11

Figure 2. Pattern layout of polymer sensor array.

Detection of Corrosivity. Four conditions must exist be-
fore corrosion can occur: (1) the presence of a metal that will
corrode an anode; (2) the presence of a dissimilar conduc-
tive material (i.e., cathode) that has less tendency to cor-
rode; (3) the presence of a conductive liquid (electrolyte);
and (4) an electrical path between anode and cathode. A
corrosion cell is formed because of the electrochemical ef-
fect, if these four conditions exist, as shown in Fig. 3. In
a typical aircraft coating application, paint applied to the
surface of the metal acts as a moisture barrier to protect the
bare metal from exposure to an electrolyte. The paint film
prevents the corrosion cell from functioning by separating
the electrolyte from the anodic and cathodic sites on the
metal surface. If this paint layer is damaged by erosion,
heat exposure, or aging, the cell is activated, and corrosion
occurs.

Figure 3 also highlights the concept of using a polymer
sensor array to detect corrosivity when a corrosion cell is
formed in an aircraft lap joint. As shown, the linear sen-
sor array senses the “conductivity” of the trapped fluid by
conducting a current through the fluid that is between IDT
electrode pairs. The fluid’s conductive property is, by defi-
nition, “the ability to act like an electrolyte and conduct a
current, or a measure of its corrosivity.”

The concept of performing corrosive environmental
“exposure susceptibility” index monitoring to minimize
scheduled inspections and provide direct cost savings is
shown in Fig. 4. The basic idea is continuous monitor-
ing of the actual exposure of each aircraft to corrosive
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Figure 3. Simplified corrosion cell and lap joint application.

environmental factors (moisture ingress into protective
coating, type of corrosive agent, etc.) and then scheduling
corrosion inspections based on these measurements, rather
than on preset rules that are only loosely related to corro-
sion. Typical preset rules that an exposure susceptibility
index would replace are calendar-based (i.e., inspection ev-
ery 30 days) or usage-based (i.e., inspection every 10 h of
operation) inspections. One can think of the system as a
“corrosion odometer” whose a readout steadily increases
according to the corrosiveness of the environment to which
the aircraft is exposed. Maintenance personnel can inter-
mittently check the odometer and inspect as needed. The
exposure susceptibility index provides a reliable method
for scheduling corrosion inspections that (1) is based on
the true exposure of the aircraft, which leads to a higher
degree of susceptibility to corrosion; (2) appropriately re-
flect variations in exposure due to short-term weather pat-
terns; and (3) can be consistently applied to aircraft of a
given type at any location in the world.

The sensor array approach can sense and calculate an
exposure index to ingress of an electrolyte (i.e., water) and
the “wetness” effect of the electrolyte. The wet/dry cycle of
exposure is a strong indicator of how susceptible an aircraft
is to corrosion; wetness is a basic requirement for corrosion

F

W ≡ Humidity, wetness
Cl ≡ Concentration level of index
C ≡ Corrosivity
T ≡  Temperature

W 

F

Cl 

F

C

F

T

l = ∫dt.F(W,Cl,C,T)

Figure 4. Exposure susceptibility index.

to occur. The wetness exposure index is defined as the in-
tegral over time of the function FW(W). Here W is the time-
varying output of a “wetness” sensor (1 = wet, 0 = dry)
that quantifies the total corrosive effect of wetness. FW is a
simple function that gives the exposure index on a conve-
nient scale, so an abbreviated inspection is called for each
time the index passes through a multiple of 100, for exam-
ple. Thus, for severe environments such as Puerto Rico, an
increase by 100 every 15 days could occur, compared to an
increase by 100 every 90 days in Denver.

Further improvement of the exposure susceptibility in-
dex can be obtained by adding other environmental factors
that influence corrosion, including the concentration of the
electrolyte, the temperature, and the conductivity (corro-
sivity factor).

Figure 5 illustrates the index calculation concept and
shows the maintenance cost saving concept in detail. The
design approach is set up to collect and analyze the en-
vironmental factors related to structural health (mois-
ture ingress, impact forces, etc.) that could lead to loss of
structural integrity. These factors are collected and inte-
grated as a “cumulative index” to determine (1) the level of
“susceptibility” to failure and (2) whether maintenance is
required at a given location in the aircraft. The cumulative
index value, it is envisioned, will be represented as a simple

10
0
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x 
ch

an
ge

Time

Inspections
Maintenance

index

Figure 5. Maintenance cost saving tutorial.
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Figure 6. Force-sensing resistor (FSR).

whole number from 0 to 100 (which indicates the level of
susceptibility; a higher number indicates that more poten-
tial for damage may exist) that could be read out by mainte-
nance personnel from the aircraft maintenance debriefing
interface at scheduled inspection intervals. The crew could
then decide to perform scheduled maintenance or bypass
the action. This would directly reduce the cost of main-
taining the aircraft by eliminating or reducing the number
of inspections. In addition, reducing the time for a main-
tenance procedure based on the polymer sensor system’s
ability to identify the general structural location where the
repairs may be needed and the type of repair required (i.e.,
impact damage vs. corrosion) will result in additional op-
erational cost savings.

Impact Detection. The polymer sensor for mois-
ture/corrosion sensing can also sense impact forces caused
by maintenance-induced damage or operational servicing.
To provide sensing for impact forces, the polymer sensor
array is configured with an additional semiconductor poly-
mer layer, as shown in Fig. 6. The design approach is set
up to operate as a force-sensing resistor (FSR). An FSR
operates on the principle of converting force applied via

1K

10K

100K

1M

10 100 1,000 10,000

C00241-05

I II III

Figure 7. FSR response vs. applied force.

Uniforce

C00241-06

Figure 8. Example of off-the-shelf FSR product.

a structural impact to an equivalent voltage output.
As pressure is applied, individual electrode pairs are
shunted, causing a decrease in electrical resistance. The
measurement of impact force magnitude, impact direction
vector along the sensor array, and impact surface area can
be quantified, depending on polymer composition, shunt
pattern and shunt shape, and the method for applying
pressure (hemispherical vs. flat). Figure 7 shows a typi-
cal curve of sensor response. The figure is a plot of electri-
cal resistivity versus applied force and has an active sens-
ing region of two to three orders of magnitude from low
impedance (kilohms) to high impedance (megohms). The
sensor response is approximately a linear function of force
across a wide range of applied pressure. The first abrupt
transition that occurs is at low pressure. This point is called
the “breakover point” where the slope changes. Above this
region, the force is approximately proportional to 1/R until
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Figure 9. Polymer matrix sensor.
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Table 2. PTF Resistor Versus Other Resistor Technologya

Gauge TCR Application Relative
Resistor Type Factor (G) (ppm/◦C) Method Cost

Continuous metallic films 2.0 20.0 Spin cast High
Thin film 50.0 20.0 RF sputter High

Evaporation
Semiconductor 50.0 1500.0 Diffused Medium

Implanted
Thick film (PTF) 10.0 50.0–500.0 Screen print Low

Stencil
Spin cast

aSource: G. Harsanyi, ed., Polymer Films in Sensor Applications—Technology, Materials, Devices and Their
Characteristics. Technomic, 1995.

a saturation region is reached. When the force reaches this
magnitude, applying additional force does not decrease the
resistance substantially.

Figure 8 is a photo illustration of a commercially avail-
able off-the-shelf FSR product called Uniforce, which has
an operating range of 0–1000 psi.

Another type of conductive polymer sensor is a poly-
mer matrix sensor that consists of electrically conducting
and nonconducting particles suspended in a matrix binder.
Figure 9 shows a cross-sectional view of a polymer
matrix sensor. Typical design construction includes a ma-
trix binder and filler. Matrix binders include polyimides,
polyesters, polyethylene, silicone, and other nonconduct-
ing materials. Some typical fillers include carbon black,
copper, silver, gold, and silica. Particle sizes typically are of
the order of fractions of microns in diameter and are formu-
lated to reduce temperature dependence, improve mechan-
ical properties, and increase surface durability. Applying
an external force to the surface of a sensing film causes

A/DMux

+V
RxRx

+

Damage α force
area

C00241-10

Paint layer
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space FSR

elements

Aircraft composite
access panel
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to
µC

fapplied

Structural
BVD

Access
panel

(after fx exceeded)

Damage
ID

Damage
threshold

(fx)

Force applied (psi)(fx)

Figure 10. Structural impact damage tutorial.

particles to touch each other and decreases the overall elec-
trical resistance.

Table 2 illustrates the typical performance of polymer
thick-film (PTF) resistor technology and other resistor
technologies. The table includes a summary for thin films,
semiconductor, and continuous metal films. The significant
advantage of PTF resistor technology over all other resistor
sensing is the cost to fabricate devices. The PTF cost factor
is achieved by the ability to print resistive material via
stencil, screen printing, and ink-jet printing techniques.

A prime example of using FSR technology for aerospace
sensing is structural integrity monitoring. Today’s com-
mercial and aerospace structures incorporate a large
amount of composite materials to reduce structural weight
and increase load-bearing properties. Composites are
susceptible to damage from impact forces experienced
in operation, including debris picked up from runways
and maintenance-induced damage caused by dropped
tools. Figure 10 illustrates the system-level concept of



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-I January 24, 2002 15:42

SENSOR ARRAY TECHNOLOGY, ARMY 909

 
  

 

  

Shape-conforming CST antenna

Flexible
substrate

C00241-12

Antenna
patch
element

Patch
antenna
(conductive film)

Nonconductive
film layer

Ground plane layer

50-100 mm
square

Strip
feed

Detailed view
of antenna

Figure 11. Example of conformal antenna.

impact-damage-detection-based applied force versus dam-
age for a composite aircraft panel. A matrix array of FSR
elements integrated into the aircraft panel is shown. Panel
construction involves printing FSR elements directly on
the panel surface or on a film layer, which is then bonded
to the panel using a pressure-sensitive adhesive layer. The
polymer patterns incorporated on the panel include a com-
bination of sensor elements and electrical interconnects
implemented with conductive polymer materials.

To measure and record impact forces in real time, the
output of each FSR element is converted to an equivalent
voltage via a simple voltage divider circuit and is provided
as input for a dedicated data acquisition system. Each
FSR element output is routed to an analog multiplexer.

10 .5'

6'Conformal
antenna array

Antenna

Antenna

EMI
generator

EMI
generator

(broadband)
1 mHz–5 GHz

Results

Results

C00241-03

Aircraft access
panel
(approx. 24 in2)

Figure 12. Conformal antenna con-
cept.

An analog-to-digital converter sequentially digitizes each
FSR value into an equivalent digital word for processing
by a dedicated system controller. The illustration on the
right-hand side of Fig. 10 shows what happens if struc-
tural damage occurs. An external force event (i.e., a tool
dropped on the surface) causes an impact. Structural dam-
age usually consists of multilayer delaminating or mi-
crocracking of individual composite layers. In composite
structure applications, the curve for quantifying structural
damage is an exponential relationship and is detected by
setting a force threshold value. A value that exceeds the
threshold value fx indicates that barely visible structural
damage has occurred. The effects of detected damage can
be read out by maintenance personnel periodically to de-
termine if structural repair is needed it or is marked as
suspect, and the vehicle is returned to active service. A
set of damage identification threshold values could be re-
tained for each major structural component of the air-
craft in a 3-D map database to perform maintenance on
demand.

Conformal Antennas. A significant feature of polymer
sensor array technology is the arrays’ ability to operate
as a low observable (LO) conformal antenna. The polymer
sensor has been tested in laboratory conditions to detect
broadband frequencies of several megahertz without any
optimization of the polymer circuit pattern. The confor-
mal antenna capability offers a significant benefit of in-
creasing detection of “bad guy” signature threats. Tests
performed by aircraft primes have indicated that confor-
mal load-bearing antennas improve detection by a fac-
tor of 6 to 14 times. In addition, the conformal polymer
construction makes it suitable for phased-array antenna
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Figure 13. Wireless transceiver module for self-contained
communications.
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Figure 14. Wireless structural panel sensor web.

design for munitions and guided projectiles. Figure 11
illustrates the feasibility of using the polymer design
for antenna functions. Figure 12 highlights the use of a
broadband EMI source and detection of electromagnetic
wave pickup at increasing distances up to 10 ft from the
antenna.

Communications Debriefing

A significant system-level issue is how to obtain data on
environmental factors during aircraft inspections without
increasing the workloads of maintenance personnel. This
can be achieved by providing a wireless link for data access.
Figure 13 illustrates a photo of a 2 × 3 × 0.125 in wireless
transceiver module for field maintenance communications.
The module consists of a low-frequency (128 kHz) receiver

interface, a dedicated high-frequency (315 MHz) transmit-
ter interface, dedicated control logic, and internal RAM
memory. The radio-frequency (RF) system can be read at
ranges of 6–30 ft and operates at 2 µa in standby mode. The
RF module is powered by a high-energy-density lithium
button-cell battery. Future applications will include an
RF module that features a very low profile height of 4
mils and capability for RF power scavenging. This unique
capability implies that no batteries will be required to com-
municate and debrief the sensor suite. Up to 100 RF mod-
ules can be read simultaneously by a dedicated wireless
RF reader.

Figure 14 illustrates a concept for wireless sensor com-
munications to debrief a suite of aircraft structural compo-
nents. A field maintenance technician is shown holding a
personal data assistant that has a wireless interface. The
status of the structural integrity of each component could
be assessed by issuing a polling command to search and
identify the health status of a designated structural panel.
The wireless interface within each structural component
would read the poll message, determine if the message
request is intended for that component, and the designated
panel will then return the health status to the maintenance
technician.

SENSORS, SURFACE ACOUSTIC WAVE SENSORS

DAVID W. GALIPEAU

South Dakota State University
Brookings, SD

INTRODUCTION

Surface acoustic wave microsensors are microchips that
usually have a sensing film applied to the substrate sur-
face. They differ from silicon-based microcircuits that form
the basis for most integrated circuit technology today, in
that they are based on piezoelectric versus semiconductor
substrates and are usually much less complex. Microsen-
sors are usually defined as sensors of micron dimensions or
are made by the same fabrication techniques that are used
for integrated circuits. Microsensors have several advan-
tages over older sensor technologies, including small size,
low cost, and typically better performance (1). The rela-
tively rapid development of surface acoustic wave (SAW)
microsensors has resulted from the demand for low-cost,
high-performance sensors to measure such things as haza-
rdous gases, biological pathogens, chemical and biological
weapons, automotive emissions, and indoor air quality. Ad-
ditionally, there is strong interest in developing an elec-
tronic nose for both industrial and laboratory applications.
As a result of these advantages and the strong demand,
the development of SAW microsensors has grown rapidly
during the last twenty years.

BACKGROUND

SAW devices were originally developed and are still widely
used as high-performance signal processing elements such
as filters and delay lines in electronic circuits (2,3). The
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term acoustic wave refers to the class of waves that dis-
places particles of the solid, liquid, or gas medium in which
they propagate. Therefore, acoustic waves are considered
mechanical waves compared to electromagnetic waves,
which can propagate in a vacuum because they do not re-
quire a medium or have related particle displacements.
The term surface acoustic wave (SAW) usually refers to
the class of acoustic waves that propagates at a solid sur-
face, versus bulk waves, which propagate within a solid.
The first type of SAW was discovered by Rayleigh in 1885.
It has longitudinal particle displacements (in the propaga-
tive direction) and transverse particle displacements (per-
pendicular to the propagative direction) that are normal to
the substrate surface. This type of SAW is called a Rayleigh
wave. There are several other types of SAWs that are dis-
tinguished primarily by their wave particle displacements
and are usually allowed only for certain crystallographic
orientations. For example, a wave that has transverse par-
ticle displacements in the plane of the substrate and propa-
gates just below the surface is called a surface skimming
bulk wave (SSBW). It occurs on ST-cut quartz. Bulk waves
are also classified as longitudinal or transverse (shear)
based on particle displacements. Classic reviews of acou-
stic waves in solids are provided by Auld (4) and Kino (5).

A SAW microsensor normally consists of two metal in-
terdigital transducers (IDTs) fabricated on a piezoelec-
tric substrate. The IDTs are patterned from a thin metal
film (usually aluminum) that has been deposited on the
substrate. The patterning is done by using standard pho-
tolithographic techniques. Figure 1 illustrates a single de-
lay line (channel) SAW sensor. The term delay line is used
for this design because it can be used for this application in
signal processing. The operation of a SAW microsensor is
as follows. SAWs are launched onto the delay path (Fig. 2a)
via the reverse piezoelectric effect when an RF signal at the
microsensor’s operating frequency is applied to the input
IDT. These SAWs travel across the delay path (Fig. 2b) to
the output IDT where they are converted back into electri-
cal signals via the piezoelectric effect (Fig. 2c). The velocity
and amplitude of the SAWs are the sensor outputs.

The acoustic velocity V of any material is a function of
the elastic constant c and density ρ of the material. For the
simplest (isotropic) case, the velocity is given by V = (c/ρ)1/2

(5). The relationship between the SAW velocity, frequency
f , and wavelength λ, is given by V = f λ. The aftenua-
tion of the waves is primarily a function of the viscosity

Input IDT Output IDT

Delay
path

Interdigital
Transducer

Piezoelectric
substrate

Figure 1. Diagram of a single channel (delay line) SAW
microsensor.

Delay
path

Input IDT Output IDT
λ

(a)

Piezoelectric 
substrate 

(b)

(c)

Figure 2. The generation and propagation of SAWs on a sensor
surface.

of the material in which the waves propagate. The SAW
velocity or amplitude can be changed by a film or deposit
on the sensor surface or other disturbances at or near the
sensor surface because the density, elastic constant, and
viscosity (viscoelasticity) of the film or deposit are usu-
ally different from those of the SAW substrate. The SAW
velocity or amplitude can also be affected by the conducti-
vity or permittivity of the deposit because the SAW also has
an electrical component on a piezoelectric substrate. Sec-
ondary physical parameters that affect the previously men-
tioned (primary) parameters also affect the SAWs’ charac-
teristics. They include temperature, stress, pressure, and
electric and magnetic fields. A change in the SAW velo-
city due to mass on the surface is commonly referred to as
“mass loading.” Mass loading and amplitude attenuation
are the most commonly used sensing mechanisms for SAW
sensors and are the primary focus of this review article.

The change in SAW velocity �VR has been related to
the mass of a thin nonviscous (lossless) film on the sensor
surface by Wohltjen (6).

�VR

VR
= (k1 + k2) f hρ ′, (1)

where VR is the SAW velocity, k1 and k2 are substrate ma-
terial constants, f is the SAW frequency, and h and ρ ′ are
the height and density of the thin film layer, respectively.
Therefore, the change in SAW velocity due to a layer de-
pends on hρ ′ of the layer. Because the units of hρ ′ are kg/m2,
this is also the layer surface density ρs. The change in SAW
velocity is determined experimentally by measuring the
phase shift, �φ or the frequency shift � f of the SAWs that
are related to the change in SAW velocity by (6)

�VR

VR
= �f

fo
= −�φ

φo
. (2)

The relationship between the attenuation of the SAWs and
the viscosity of the mass or film on the sensor surface has
been described by Martin et al. (7) for acoustically thin
(<1 µm thick) hard polymer films as

�α = ω2 n
V3

R

CG′′, (3)
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where �α is the attenuation change, ω2 is the angular fre-
quency (2π f), C is a SAW-film coupling constant, and G′′ is
the loss modulus (complex part of the shear modulus) of
the film which is directly related to its viscosity. The term
acoustically thin denotes a film that does not resonate at
the SAW microsensor’s operating frequency. As film thick-
ness increases, it can resonate at the operating frequencies.
A macroscopic analogy for a resonant film would be a plate
of Jello which, if shaken at a certain frequency, will also
resonate when the Jello is high enough.

The earliest uses of SAW devices as microsensors were
reported by Das in 1978 (8) for measuring pressure (phys-
ical) and by Wohltjen in 1979 (9) for measuring thin film
properties (chemical). These sensor applications resulted
from the observed high sensitivity of SAW signal process-
ing devices to “external” physical parameters such as tem-
perature changes and package stress, as well as “inter-
nal” properties of the films deposited on the SAW sub-
strate. A major application of SAW sensors has been highly
sensitive mass detectors (microbalances). Wohltjen stated
that SAW sensors have a potential mass sensitivity 200
times greater than the better known quartz crystal mi-
crobalance due to their higher operating frequency (6).
The effect of frequency on SAW velocity is illustrated by
Eq. (1). SAW devices can operate at frequencies higher
than 1 GHz, compared to about 10 to 50 MHz for the quartz
microbalance which operates by using bulk (shear) acous-
tic waves. However, because noise in measurement elec-
tronics increases as frequency increases, the practical fre-
quency limit for SAW sensors may be closer to 500 MHz.
SAW and bulk wave devices have significantly different
geometries and fabrication techniques. SAW devices are
fabricated by standard microelectronic fabrication meth-
ods, whereas bulk wave devices are manufactured individ-
ually as small disks that have thin metal film electrodes on
each side. Thus, SAW devices are typically less expensive
and have a much wider range of designs than bulk devices.
The following are additional advantages of SAW sensors.
(1) They can be configured in “smart” designs by using two
sensing channels on the same substrate where one is a
reference. This allows the sensor to be self-compensating
for interfering environmental parameters such as tem-
perature (10). (2) Because SAW microsensors are sensitive
to several parameters, they can provide an amplified sen-
sor response via multiple detection mechanisms. (3) They
are easy to use in wireless sensing applications in both the
active mode, as the frequency control element in a trans-
mitter (8), and the passive mode, as an energy reflector
(11). The passive mode is particularly interesting because
the sensor does not need a power source but is read using
a special FM radar type system. SAW devices are also con-
sidered one of the earliest types of microelectromechanical
systems, or MEMS devices. MEMS devices are usually de-
fined by having both mechanical and electrical components
or functions in a single unit and are fabricated using mi-
croelectronic fabrication techniques. SAW devices fit this
description because they have acoustic waves (mechanical)
that are launched and detected electrically.

Commercial SAW microsensor based systems are
currently available for gas and biological sensing,
gas-chromatography vapor sensing, and chilled-surface,

dew-point hygrometry. All of these systems capitalize on
the high sensitivity of the SAW microsensor to small
mass changes. systems for chemical and biological sens-
ing have been developed by Microsensor Systems (now
a subsidiary of Sawtek) (12). These include “Vaporlab,”
which uses an array of SAW microsensors coated with
proprietary films and pattern recognition to identify the
vapor, and the SAW “Minicad,” which uses the same
techniques to detect chemical warfare agents. The SAW
gas-chromatography system was developed by Electronic
Sensor Technology (13). This system uses a single bare
SAW microsensor and can be used as an electronic nose in
several gas sensing applications that have been validated
by the EPA. The SAW dew-point hygrometer was developed
by Microconversion Technologies Co. (14). This hygrome-
ter, the “Ultra DP5,” also uses a bare SAW microsensor, in
this case to provide precision measurements of water vapor
concentration.

This article presents a fairly wide range of SAW
microsensor applications that are based on the personal
research and development experience of the author. These
applications include detection of water vapor and other
gases; thin polymer film characterization, including adhe-
sion, surface properties, and curing; chilled-surface dew-
point measurements; measurement of surface energy and
cleanliness; and temperature measurement. A review of
acoustic wave biosensors has been provided by Andle and
Vetelino (15). Additional SAW microsensor applications
are reviewed in books by Ballantine et al. (16) and Thomson
and Stone (17). These books also provide more comprehen-
sive descriptions of SAW microsensor theory, design, and
applications. SAW device design procedures can also be
found in the literature (2,3).

EXPERIMENTAL PROCEDURES FOR SAW SENSING

The two most common methods for measuring SAW velo-
city are the phase and frequency techniques (9,16). The
experimental setup for the phase technique requires ap-
plying an RF signal (from a signal generator) to the input
IDT of the SAW sensor. A vector voltmeter is then used
to monitor both the phase and amplitude of the SAWs, as
shown in Fig. 3. The experimental setup for the frequency
technique requires using the SAW sensor as the frequency
control element in an oscillator circuit. A frequency counter
is then used to monitor the oscillatory frequency, as shown
in Fig. 4. The advantages of the phase technique are ease of
use, stability, and easily obtainable amplitude information.

RF signal
generator

SAW
microsensor

Vector
voltmeter

Figure 3. The experimental setup for the phase (vector volt-
meter) technique.
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Frequency
counter

SAW
microsensor

Amplifier

Figure 4. The experimental setup for the frequency (oscillator)
technique.

However, this technique typically involves relatively ex-
pensive laboratory equipment. The advantages of the fre-
quency technique are high sensitivity and less expensive
equipment; however, oscillatory stability can be a problem,
and additional circuitry is required to obtain the amplitude
information.

DISCRIPTION OF APPLICATIONS
AND EXPERIMENTAL RESULTS

Gas Detection: Water Vapor and Hydrocarbons

One of the most widely studied applications of SAW mi-
crosensors has been measuring gas concentration. The
most commonly used configuration consists of a very thin
film (<1 µm) applied to the SAW microsensor. These films
are carefully selected or designed to provide both high sen-
sitivity and selectivity to the gas of interest and also long-
term reliability. To study the response of the SAW sensor
to gas concentration, the sensors are placed in a chamber
in which the atmosphere is controlled by a gas delivery
system.

The measurement of water vapor concentration and rel-
ative humidity have been of high interest for many years
because of their effect on human comfort and health. More
recently, the measurement of water vapor has become very
important in several other fields, including meteorology,
agriculture, and manufacturing due to the effects of wa-
ter vapor on weather forecasting, product quality, and
the large energy costs of drying processes. Polymer-coated
SAW devices have been studied as an improved means to
measure relative humidity. Polymers are good candidates
for sensing films due to their ease of processing, widely
customizable properties, and relatively low cost. Polyimide
is a readily available polymer that is widely used in mi-
croelectronic applications. It has the advantages of dura-
bility at high temperatures, low dielectric constants, and
ease of application. Therefore, it was chosen for this work.

Table 1. Maximum SAW Phase Shift of Polyimide-Coated SAW Microsensors for
Various Gasesa

Polyimide Type Water n-Heptane n-Octane Iso-Octane MEK

Non photosensitive Initial 6◦ 5◦ 2◦ 2◦ 140◦
Aged 18◦ 3◦ 2◦ 3◦ 200◦

Photosensitive Initial 18◦ 6◦ 5◦ 6◦ 400◦
Aged 37◦ 27◦ 17◦ 25◦ 1050◦

aRef. 18
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Figure 5. Water vapor response of photosensitive and nonphoto-
sensitive polyimide films (15).

In addition, photosensitive polyimides have recently been
developed that reduce the number of processing steps re-
quired for patterning. The major drawback of polyimide
in microelectronic applications is that it typically absorbs
more than 2% by weight of water vapor when placed in
high humidity. However, this property allows its use as a
humidity sensing film.

Figure 5 (18) shows the response to water vapor of two
SAW microsensors coated by different polyimide films, one
that was photosensitive and one that was nonphotosen-
sitive. The photosensitive polyimide had about twice the
sensitive to water vapor as the nonphotosensitive poly-
imide, as indicated by the maximum phase shifts (at 100%
relative humidity) of 35◦ and 18◦, respectively. The dif-
ference in the responses was attributed to the more open
molecular structure of the photosensitive polyimide (which
comes in precured form). The higher sensitivity suggests
that the photosensitive polyimide would be preferred for a
relative humidity sensor. However the long-term stability
of the film needs to be studied. A comparison of a SAW hu-
midity sensor with other types of low cost humidity sensors
indicated that SAW sensors have the potential for the high-
est sensitivity at low relative humidities but would prob-
ably be more expensive than capacitive or resistive types
when signal conditioning circuitry is considered (19).

Polyimide has also been used to measure hydrocarbon
and alcohol vapors. Selective hydrocarbon measurement is
of high interest to the petroleum refining industry. Table 1
summarizes the results of studies that used SAW microsen-
sors coated by nonphotosensitive and photosensitive poly-
imides to detect three different hydrocarbons, methyl ethyl
ketone (MEK) vapor, and water vapor. The maximum SAW
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microsensor phase responses are shown for polyimide films
before and after 4 months of aging (18). The responses were
similar in shape to those for water vapor (Fig. 5) but dif-
fer in magnitude. Neither polyimide was selective among
isooctane, n-octane, and n-heptane, but the nonphotosensi-
tive polyimide had good selectivity between water vapor
and MEK (large responses) versus n-octane, n-heptane,
and isooctane (small responses). Aging had a significant
effect on water and MEK responses for both polyimide
types. However, only aging significantly affected the hep-
tane and octane responses of the photosensitive polyimide.
These results suggest that the structure of the photosen-
sitive film may become more open or that its viscoelastic
properties changed due to additional curing, as the poly-
imide film aged. Other investigators have used a similar
polyimide as a light guide (20) and have shown that poly-
imide film can select between n-heptane and isooctane gas
molecules. This selectivity was attributed to the different
cross-sectional areas of these molecules. The poor selec-
tivity of the SAW microsensor between n-heptane and
isooctane was attributed to a different molecular struc-
ture of the film caused by the differences in film process-
ing or thickness from that of the light guide work. These
results illustrate some of the key difficulties in develop-
ing appropriate films for chemical sensors, namely, poor
selectivity and long-term stability. The most promising ap-
proach to the selectivity problem for many gases appears
to be the use of a sensor array using pattern recognition
such as that used by Microsensor Systems or a chromatog-
raphy system that uses pattern recognition such as that of
Electronic Sensor Systems. There is also room for SAW
sensor-based systems designed for specific gases or ap-
plications such as the Microconversion Technologies Co.
hygrometer.

Polymer Film Characterization: Surface Treatments
and Adhesion

The SAW microsensor has been used to characterize the ef-
fects of surface treatments on thin polyimide films and as
a nondestructive indicator of film adhesion. Surface treat-
ments are of high interest because they are commonly used
to modify film properties, particularly surface energy. The
surface energy is important because it is directly related
to the adhesion of additional layers to the film and to the
film’s ability to absorb vapors. This is particularly impor-
tant in the microelectronics industry. The characterization
method consisted of measuring changes in the water vapor
response of the films as a function of the film parameter of
interest.

The effects of plasma and chemical surface treatments
on the water uptake of polyimide films are illustrated in
Table 2 (21) which shows the maximum water vapor re-
sponse (100% relative humidity) for polyimide films that
were untreated, sputtered, exposed to KOH, and coated
by Teflon-AF. The maximum phase shift for untreated film
was about 40◦. This compares to the smallest response of
about 5◦ for Teflon-AF treated film, to about 12◦ for sput-
tered film, to a maximum response of about 80◦ for KOH
treated film. These results indicate that the surface treat-
ments significantly affect the water uptake of polyimide

Table 2. Maximum Water Vapor Response for Polyimide
Film Subjected to Various Surface Treatments

Surface Treatment Phase Change (degrees)

Teflon-AF 5
Argon sputtered 12
None 40
KOH 80

aRef. 21.

film and that these changes can easily be measured by a
SAW microsensor. A small water vapor response may be
desirable when polyimide is used as a protective coating,
and the large response would be desirable when the poly-
imide is used as a sensing film.

Adhesion of thin films is directly related to film reli-
ability. Therefore, a method that can measure the adhesion
of thin films nondestructively would be extremely useful.
The water uptake response of thin polyimide films was
examined as a possible nondestructive indicator of film–
substrate interfacial characteristics and adhesion. The wa-
ter uptake response was measured for two polyimide films
which were identical except for the surface treatment used
to prepare the substrates before film application. For this
work, a dual channel SAW microsensor was used because
it can directly measure the response difference between
two films. The experimental setup used for this study is
a slightly modified version of the vector voltmeter (phase)
setup previously described (Fig. 3). The modifications in-
clude applying the signal generator output to both SAW
microsensor channels by using a splitter and putting one of
the vector voltmeter probes at each of the two output IDTs,
as shown in Fig. 6. The difference in the water uptake
responses of two polyimide films, one applied over silane
adhesion promoter and one applied without promoter is
shown in Fig. 7 (22). The positive phase shift indicates
that less water was absorbed in the film that used pro-
moter. Because the two films were identical except for the
interfacial region, these results suggest that the adhesion
promoter prevented water from entering the interface and
that a significant amount of water was present at the in-
terfacial region of the film/substrate without promoter.

This agrees with neutron scattering studies of water
adsorption at similarly treated polyimide/silicon interfaces
(23) and suggests that the SAW technique may provide
a simple and nondestructive indication of adhesion that
could be used in process control.

RF signal
generator

Polyimide
film

Polyimide
film

Vector
voltmeter

Figure 6. A dual delay line SAW microsensor that has two poly-
imide film samples and the experimental setup for the compara-
tive phase technique.
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Figure 7. The difference in the water uptake of polyimide films
applied with and without silane adhesion promoter (22).

Note that this dual channel design has been widely stu-
died as a method of adjusting SAW microsensors for unde-
sirable effects and can be considered a “smart design.” For
example, the most common application of the dual chan-
nel design has been for temperature compensation which
is necessary because the SAW velocity for many SAW sub-
strates is sensitive to temperature. When the dual chan-
nel design, is used in conjunction with the vector voltmeter
setup in Fig. 6, it results in canceling the temperature re-
sponse of the substrate because it is the same for both chan-
nels. However, because only one channel can be coated by
a sensing film, the temperature response of the film itself
is not compensated for.

Polymer Film Characterization: Curing
and Glass Transition Temperature

Polymer films are widely used in microelectronics as re-
placements for more traditional materials such as in-
organic coatings on integrated circuits and ceramic printed
circuit boards (PCBs). This is due to their low cost, ease
of fabrication, and the ability to modify their properties
easily to ensure compatibility with fabrication processes.
The increased use of thin polymer films in microelectronic
applications has resulted in the need for new characteri-
zation methods because these films are much smaller and
thinner than polymer films used previously and are there-
fore not always compatible with existing characterization
techniques. For example, the curing processes of some
new high-temperature polymer films are not fully under-
stood. Of particular interest are changes in mass and vis-
coelasticity during curing. Thermogravimetry, a common
method used to study curing, is the measurement of mass
changes caused by outgassing of solvents and other chemi-
cal changes in polymers during curing. It involves heating
the sample while simultaneously weighing it on a precision
balance. The balances currently used can measure mass
changes of the order of micrograms. The mass changes in
thin polymer films are in the parts per million range, so,
a relatively large amount of the polymer must be tested to
obtain mass changes that are measurable by these bal-
ances. This results in measuring the bulk properties of
the polymer which can be significantly different from the
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Figure 8. The temperature-compensated phase and amplitude
response of a polyimide film during cure (24).

thin film properties. Therefore, a highly sensitive tech-
nique is needed to monitor mass and viscoelastic changes in
thin polymer films during curing. A surface acoustic wave
(SAW) system was developed that can measure the mass
lost due to water outgassing during the cure of thin poly-
mer films in a temperature range of 20 to 400◦C. It can
also measure the apparent glass transition temperature of
acoustically thin films and film resonance of acoustically
thick films. The principle limitations of the system were
the limited accuracy of temperature compensation and the
limited ability to separate mass loss effects from viscoelas-
tic effects.

The SAW sensor used was similar to that in Fig. 1, and
the polymer film to be tested was applied to the delay path.
A sensor test chamber contained the SAW sensor and a
heater and allowed dry nitrogen gas purging to prevent
water sorption by the polymers. The temperature compen-
sation was done by curve fitting the temperature response
data of an uncoated sensor because this provided much
better compensation than the dual delay line technique at
this high temperature range.

Figure 8 (24) shows the temperature-compensated am-
plitude and phase responses for a 1.2-µm thick polyimide
film. Both the phase and amplitude initially decreased with
increasing temperature, indicating that the polymer was
softening, until a minimum in amplitude was reached at
about 135◦C. Because the phase continued to decrease at
this temperature, this corresponds to the apparent glass
transition temperature (a function of the sensor operat-
ing frequency) described by Martin et al. (7). The first
film resonance point is indicated by the second amplitude
minimum at 255◦C because it corresponds to a sharp in-
crease in phase. There was also a phase increase of 43◦

between 175 and 210◦C which was attributed to water out-
gassing caused by the reaction of the polyamic acid to form
polyimide monomers. This agrees reasonably with the pre-
dicted 65◦ phase change based on the expected mass lost
due to water outgassing. It also agrees with work done
by others (25) which showed that the water outgassing of
polyimide during cure occurs between 175 and 225◦C. The
difference in the measured and theoretical phase change
may be accounted for by partial imidization during the soft
bake of the polymer application process or by further soft-
ening of the polymer. A second resonance point was also
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observed at the third amplitude minimum (and a concur-
rent phase increase) at 335◦C. This is the first harmonic
of film resonance. This was predicted by others (17), but
it was not previously observed because their studies did
not exceed 150◦C. The further large increase in phase at
higher temperatures may indicate the curing reaction of
the polyimide in which polyimide monomers combine to
form polymer chains. This would cause hardening of the
polymer and therefore, an increase in phase.

In summary, this system can measure the mass lost due
to water outgassing during cure of thin polymer films to
2% of total polymer mass in a temperature range of 20 to
400◦C. It can also measure the apparent glass transition
temperature of acoustically thin films, and film resonance
including the first harmonic of acoustically thick films.
The principle limitations of the system are the accuracy
of temperature compensation, how well mass losses can
be separated from viscoelastic effects, and how well the
glass transition temperature can be separated from acous-
tic resonance. When water outgasses, the apparent glass
transition temperature and film resonance occur at differ-
ent temperatures as they did in this polyimide study, and
the responses are distinguishable. However, should a poly-
mer be tested in which the mass loss occurs at the same
temperature as film resonance, the mass loss is most likely
to be masked by the larger film resonance response. There-
fore, this system can provide a powerful technique for thin
polymer film analysis, but the user must have some idea
what to expect and the system’s limitations. Improvements
to this system could include identifying SAW substrate ma-
terials by linear temperature responses using lithium nio-
bate or lithium tantalate.

Dew-Point Measurement

The SAW microsensor has proven to be a very useful
tool for studying water vapor condensation and measur-
ing the dew point. Dew-point measurement provides one
of the most accurate and widely used methods for mea-
suring the absolute water vapor content of a gas. This
has traditionally been done by using an optical chilled-
mirror, dew-point hygrometer (25). These instruments de-
tect condensation and dew-point by measuring changes
in the reflectivity of a condensing surface (26). Although
dew-point hygrometers perform better than polymer-film
based and other types of resistive and capacitive humidity
sensors, they have some drawbacks, including instability
due to mirror contamination, inability to detect the frost-
point transition, limited resolution, and high cost. A SAW
microsensor-based, dew-point hygrometer offers a chilled-
surface technique for dew-point measurements that has
improved performance at lower cost. The SAW microsen-
sor’s small size also suggests its application for dew-point
measurements inside small structures such as microelec-
tronic packages where water vapor can affect yield and
device reliability. A description of the SAW dew-point hy-
grometer and some examples of the SAW dewpoint hy-
grometer’s advantages follow.

To study condensation using the SAW microsensor, two
changes were made to the previous test setups. First, the
frequency technique was used for some of the studies due
to its expectedly higher sensitivity. The principal design

difference between a frequency device and the phase de-
vice shown in Fig. 1 is a much shorter delay path. This al-
lows only one mode of oscillation. Sensitivity comparisons,
based on theory, indicate that a surface density of 1 µg/cm2

results in a 10◦ SAW phase shift for a 80 MHz phase de-
vice versus a 1.43 kHz frequency shift for a 50 MHz fre-
quency device. Assuming a 0.1◦ phase resolution and 1 Hz
frequency resolution for the phase and frequency systems,
respectively, the frequency system would provide about
10 times better resolution. The second change was adding
a temperature control system which was required to lower
the temperature of the SAW sensor until water (dew) con-
densed on its surface. The temperature at which this oc-
curs is defined as the dew point (26). A thermoelectric
cooler and a PC-based data acquisition and control system
were included that detected the amount of condensation on
the SAW sensor and then maintained the desired amount
of condensation so that an accurate reading of the tem-
perature could be made. The SAW velocity change, which
corresponds directly to the condensation density on the
sensor, was used as the feedback parameter to maintain
the predetermined condensation density that was specified
via the control software. The desired condensation density
was determined by balancing the need for fast response
time (less condensation) and minimizing dew-point mea-
surement error (more condensation). Dew-point error is
discussed in the section on surface energy and cleaning.
The temperature of the sensor was measured by using
a resistive temperature device (RTD). A diagram of this
system is shown in Fig. 9, and includes an optical micro-
scope that was used to image the condensation and a LED-
phototransistor setup that is discussed later.

The ability of the SAW microsensor to measure con-
densation density accurately was examined by correlat-
ing SAW microsensor measurements of condensation with
optical microscope images (27). The condensation density
(g/cm2) was determined from the optical images by esti-
mating the total mass of all water drops in a specified area
of the image using drop diameter and contact angle in-
formation. The contact angle of the water drops was used
to obtain drop height. The SAW frequency was linearly
related to the condensation density, the sensitivity was
about 1.5 Hz/ng/cm2, and the minimum mass resolution
was 18.5 ng/cm2. This mass resolution is more than an
order of magnitude smaller than optical techniques.

RF signal
generator

Vector
voltmeter

Personal
computer

LED

Gas
inlet

Front view

RTD

Phototransistor
SAW sensor

Thermoelectric
device

Heat sink

Microscope

Figure 9. Diagram of the hybrid SAW/optical dew-point mea-
surement system.
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A novel hybrid SAW-optical system was developed to
obtain meaningful comparisons between the performance
of the SAW and optical chilled-mirror, dew-point mea-
surement techniques. This system permitted simultaneous
measurement of condensation using both the SAW and op-
tical methods. The design of this system involved adding a
light emitting diode (LED), a phototransistor light detec-
tor, and an aluminum-mirror film to the SAW sensor delay
path. Condensation on the aluminum mirror changed the
phototransistor output voltage which was used in a feed-
back control system, similar to that used for SAW veloc-
ity, to maintain the mirror at the dew point. This setup
is also shown is Fig. 9. The hybrid SAW/optical system
allowed direct comparisons between the SAW and opti-
cal chilled-mirror techniques of sensitivity and the effects
of surface contamination and the frost-point transition on
dew-point measurements. One of the key findings was that
the SAW system could maintain a constant condensation
density on the sensor without the dew coalescing (small
dew drops combining into fewer large drops). This was ob-
served by microscope while controlling the condensation
density by using the SAW velocity. Conversely, the opti-
cal technique could not maintain a constant condensation
density, and coalescence of the dew deposit resulted along
with an increase in the SAW phase. Figure 10 (27) shows
the reflections voltage and condensation density plotted as
a function of time as the dew point was lowered from −10
to −20◦C. These data indicate that the condensation den-
sity increased by approximately 100% while the reflection
voltage was held constant (to within 0.1%). Microscopic
imaging indicated that the condensate was dew (super-
cooled) and not frost. The condensation density change for a
constant reflection voltage indicated that reflection voltage
was not proportional to condensation density. This lack of
a direct relationship can adversely affect control system
stability and result in coalescence of the dew which, in
turn, can further adversely affect control system stabil-
ity. These effects typically result in the need for a dry-
off cycle when using optical techniques. Therefore, an
advantage of the SAW velocity technique is direct mea-
surement of condensation surface density which results
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Figure 10. Condensation density variation when controlled by
optical detector voltage (27).

in a more stable system than the indirect measure-
ments provided by the optical and SAW attenuation
techniques.

The effect of surface contamination on dew-point mea-
surements was also examined. The amount of condensa-
tion which caused the same (60 mV) change in the opti-
cal detector voltage for clean and contaminated surfaces,
respectively, was studied by using SAW phase and micro-
scopic images (27). The clean surface had 5.5 µg/cm2 of
condensation versus more than 30 µg/cm2 for the contami-
nated surface. By comparison, when the SAW sensor was
used to measure the dew point, the condensation density
(measured with microscopic images) did not change as the
surface became contaminated. This indicates that a SAW
dew-point sensor can provide more stable and accurate
dew-point measurements in dirty environments.

The dew to frost-point transition and its effected on
SAW velocity and amplitude and optical detector voltage
were also examined (27). The frost-point transition ob-
served by a microscope began at about −23.5◦C, as indi-
cated by a mixture of dew and ice crystals on the sensor
surface. Therefore, supercooled dew was present before
frost formed. The dew became completely frozen at
−24.2◦C. This transition occurred during a period of about
six minutes. Detection of the frost-point transition around
−23◦C is in agreement with that of other investigators
who reported frost-point transition temperatures ranging
from −18 to 28◦C, depending on the condensation density
and gas flow rate (28,29). As the dew deposit froze, it also
coalesced, whereas the SAW velocity simultaneously re-
turned (increased) to approximately the same value as that
when no condensation was present. This increase was at-
tributed to the different acoustic velocities of ice versus
water and the observed coalesced state of the frost de-
posit, which resulted in a much smaller contact area with
the sensor surface. This resulted in significant instability
of dew-point measurements during the frost-point tran-
sition. Similar instability occurred when controlling the
condensation density by using the optical reflection volt-
age. However, it was found that SAW amplitude could be
used to maintain constant condensation density during the
frost-point transition, thus providing continuous dew-point
measurements, as well as an indication of the frost-point
transition.

The resolution of the SAW dew-point hygrometer (MCT)
was compared with those of EG&G (now Edgetech) Model
2000 and General Eastern Model Hygro-M3 optical dew-
point hygrometer. Figure 11 (13) shows a constant dew
point measured by the three hygrometers. The resolution
of the SAW microsensor was about ±0.02◦C verus ±0.2◦C
for the EG&G and ±0.5◦C for the General Eastern. The su-
perior performance to the SAW hygrometer was attributed
to its direct and more precise measurement of condensa-
tion density. The accuracy differences were expected to be
resolved by recalibration.

The Measurement of Surface Energy and Effects
of Surface Cleaning

A SAW microsensor technique based on the dew-point sys-
tem was also examined as a novel method for measuring
surface energy and the effects of surface cleaning. The
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Figure 11. The dew point measured by the
SAW-based hygrometer and two commercial op-
tical dew-point hygrometers (EG&G Model 2000
and General Eastern Model Hygro-M3) (14).
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measurement of the surface energy of thin metal and
polymer films is of high interest in the microelectronics
industry due to its relationship to film cleanliness and
adhesion and ultimately, to microelectronic device reliabi-
lity (31). Surface energy is also important for determin-
ing the biocompatibility of materials and for developing a
better understanding of gas sorption on sensing surfaces.
Surface energy is defined as the energy spent to create a
surface and is closely related to the reactivity or wettabil-
ity of that surface. Wettability indicates how well a liquid
spreads across a solid surface (32). The presence of organic
films or contamination on a surface can also be measured
because they usually change the surface energy of a ma-
terial. Plasma cleaning is commonly used to remove or-
ganic and mobile ion contamination from integrated cir-
cuits and multichip modules (MCMs) before encapsulation,
as an alternative to solvents and detergents that typically
contain chlorofluorohydrocarbons (CFCs) and other haz-
ardous materials. Plasma treatments have also been used
to improve the adhesion of conductors and insulators by
changing the surface structure and energy of the metal or
polymer layer (33). Improved methods for measuring the
results of plasma treatments and cleaning are important
for optimizing these processes.

The traditional method for obtaining information about
contamination, surface energy, and wettability of solid ma-
terials and the effects of plasma treatments is contact angle
measurements. The contact angle is the angle created at
the liquid–solid–vapor interface when a drop is placed on a
solid surface. A surface that has a small contact angle wets
better and has a higher surface energy than a surface that
has a large contact angle. Small and large contact angles
and the effects of surface treatments on them can easily be
observed by examining the interface of water drops on the
hood of a car before and after it is waxed, respectively. Con-
tact angle is commonly measured by dispensing a fluid on
the surface in question and observing the drop by using a
goniometer. The advancing angle is measured as the drop
volume is increased, and the receding angle is measured as

the drop volume is decreased. The difference between the
advancing and receding angle is known as contact angle
hysteresis. Contact angle hysteresis is caused by surface
microroughness and heterogeneity and by chemical inter-
actions between the surface and the fluid (32). The prin-
cipal limitations of contact angle measurements are hys-
teresis, difficulty in measuring angles less then 20◦, and
poor reproducibility resulting from variations in operator
technique. Detailed reviews of contact angle and surface
energy are provided in (32,34).

The purpose of these SAW microsensor studies was to
determine if a technique for measuring the surface en-
ergy and the effects of surface treatments for common elec-
tronic materials could be developed that did not suffer from
the errors typical of contact angle measurements. The ex-
perimental technique used was to measure the dew point
while maintaining extremely small condensation densities
on the sensor surface. This resulted in a measured dew
point that was higher than the true dew point, dewpoint
error, which can then be compared for various surfaces. Al-
ternatively, the condensation density on various surfaces
at a specific temperature above the dew point can also be
compared. The ability of the SAW microsensor to mea-
sure a dewpoint error was first demonstrated by coating
a SAW sensor with known highly hydrophobic (low sur-
face energy and high contact angle) or hydrophilic (high
surface energy and low contact angle) materials. Films
of Teflon-AF and polyimide 1 µ thick were used, respec-
tively. Figure 12 shows the deviation from the dew point
(dew-point error) as a function of condensation density for
quartz, polyimide, and Teflon-AF surfaces (27). The dew-
point error was greater for the hydrophilic material (poly-
imide) than for the hydrophobic material (Teflon-AF).

For example, at a condensation density of 0.2 µg/cm2,
the dew-point error for polyimide was approximately 2◦C
versus 0◦C for the Teflon-AF. This inversely correlates with
the contact angles of 30◦ and 90◦ for polyimide and Teflon-
AF, respectively, as expected. Noted that the temperature
of the SAW sensor was at the true dew point for all surfaces
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Figure 12. Deviation from the dew point (dew-point error) as a
function of condensation density for quartz, polyimide, and Teflon-
AF surfaces (27).

when the condensation density exceeded 0.8 µg/cm2. A
dew-point measurement error does not occur when large
dew densities are present because condensation forms on
existing drops of water.

The ability of SAW dew-point error measurements to
measure surface energy and the effects of various surface
treatments on quartz is illustrated in Table 3 (35), which
shows contact angles and dew-point errors at 0.1 µg/cm2

for several sensor surface treatments listed in order of de-
creasing contact angle. There appears to be reasonably
good correlation between decreasing contact angle and in-
creasing dew-point error, considering the previously men-
tioned limitations of contact angle measurements. The
most significant deviation was HCI which had the largest
contact angle but not the smallest dew-point error. Con-
tamination between experiments is a possible source of
error for all measurements. These results suggest that
dew-point error may provide a measurement of surface en-
ergy which does not suffer from hysteresis, however, more
work is necessary in this area to establish a more definitive
relationship.

Temperature Measurement

Acoustic temperature sensors (ATSs) use the temperature
dependence of the acoustic velocity in a piezoelectric sub-
strate to measure temperature. Their principle advantages

Table 3. Contact Angles and Dew-Point Error for Several SAW Sensor Surface
Treatmentsa

Advancing Contact Angle Receding Contact Angle Dew-Point Error
Treatment (degrees) (degrees) (degrees phase)

HCI 88 59 1.8
Chromic acid 71 46 0.3
KOH 54 29 1.2
Microsolution 26 15 8.7
Argon sputtering 25 14 7.0
Oxygen–argon sputtering 10 6 4.5

aRef. 25.
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Figure 13. The frequency versus temperature response for an
SSBW ATS (36).

over other types of temperature sensors are ease of in-
tegration with other acoustic sensors, low self-heating,
robustness, wide temperature range, a digital form of out-
put, low noise susceptibility when used in an oscillator,
relatively low cost, high resolution, and short response
times. Their main disadvantage is that they require her-
metic packaging to prevent inaccuracies caused by sen-
sor contamination. This slows the response time and in-
creases cost. Surface skimming bulk wave (SSBW) de-
vices have been found much less sensitive to surface con-
tamination than other acoustic devices because the waves
have horizontal displacements and can propagate just be-
neath the surface of the substrate. Therefore, they may
not require hermetic packaging. However, these devices
have not been studied as temperature sensors. The objec-
tives of this work were to study the temperature charac-
teristics and contamination sensitivity of an SSBW ATS.
The introductory section provides a description of this
wave.

Figure 13 shows the frequency versus temperature re-
sponse for an ATS characterized in a Styrofoam cham-
ber (36). A second-order curve fit yielded a first-order
temperature coefficient of frequency (TCF) of approxi-
mately 31.5 ppm/◦C. The temperature deviation from the
second-order curve fit indicated a resolution of ±0.22◦C
across a 78◦C temperature range. The TCF of 31.5 ppm/◦C
could provide a theoretical temperature resolution of bet-
ter than 0.0003◦C if a 1 Hz frequency resolution is avail-
able. Figure 14 shows the test setup used to compare the
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Figure 14. The test setup used to compare the mass sensitivities
of SSBW and SAW microsensors (36,37).

mass sensitivities of SSBW and SAW acoustic delay lines
(36). A novel dual delay line design was used where a SAW
channel was aligned at 90◦ to the SSBW channel (37). The
phase shift of the SSBW due to mass loading was deter-
mined by maintaining a fixed surface density of condensed
water by using the SAW device (as described in the previ-
ous section) while monitoring the phase shift of the SSBW
device using a vector voltmeter. Figure 15 (36) shows the
phase shift due to mass loading for the SSBW and SAW
delay lines. The SSBW phase shift was more than an or-
der of magnitude less than that of the SAW for the same
mass loading. Assuming a TCD of 32 ppm/◦C, 5 µg/cm2 of
contamination would result in a temperature error of 16◦C
for SAW versus 0.4◦C for SSBW ATSs, respectively. The
SSBW response was attributed more to the effect of the
water on IDT capacitance than mass loading, and there-
fore, it is most likely that it can be significantly reduced
by a protective coating. These results suggest that SSBW
ATSs may have applications in acoustic chemical sensing
where temperature information is also desired. Note that
ATSs do require calibration and that the procedures are
not simple because SAW microsensor calibration can be
affected by the electronic circuitry used.
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CONCLUSIONS

It has been shown that the SAW microsensor provides a
highly sensitive and versatile sensing platform for both
commercial applications and as a laboratory tool. Of the
systems and applications described in this article, the
SAW microsensor-based dew-point hygrometer is the only
one that is currently commercialized. It offers clear ad-
vantages over existing chilled-mirror technology, includ-
ing significantly better dew-point measurement resolution
and stability. This results from the SAW microsensor’s
high sensitivity and its ability to measure condensation
density directly. This ability also prevented ripening and
coalescence of the condensate which makes the instru-
ment more stable. The SAW technique can also detect the
frost-point transition and is much less susceptible than
optical systems to instability caused by surface contami-
nation.

The ATS is the application most likely to be commer-
cialized next. It will be most useful when used in con-
junction with other SAW-based chemical sensors due to
cost considerations. Commercial applications for coated
SAW microsensors beyond those described in the intro-
duction hinge on the other key chemical sensor require-
ments of selectivity and long-term reliability. Further ad-
vances here are most likely to come from improved film
chemistry which has been a relatively slow process. The
high sensitivity of the SAW microsensor to condensation
at temperatures slightly above the dew point and the lack
of hysteresis of the dew-point measurement suggest that it
may have advantages over contact angle for measuring sur-
face energy and for characterizing certain polymers, metal
surfaces, and surface treatments, if further developed. Pos-
sible applications of this SAW microsensor system include
in situ monitoring of surface and interfacial treatments for
process control in microelectronics manufacturing. Sim-
ilarly, the use of a SAW microsensor for characterizing
thin polymer films is also promising but requires further
development.
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SHAPE MEMORY ALLOYS, APPLICATIONS

CAROLYN RICE

Cordis-NDC
Fremont, CA

INTRODUCTION

Shape-memory alloys have been engineered for applica-
tions and devices since the first discovery of the shape-
memory effect in the 1930s. The majority of this design
activity was initiated by the discovery of Nitinol (nickel–
titanium alloy) in 1962, and since then more than 10,000
patents have been issued for applications using shape-
memory alloys (1). This article reviews a number of these
applications, discusses aspects of design, and illustrates
representative examples.

TYPES OF SHAPE-MEMORY ALLOYS

General Theory

Shape-memory alloys (SMAs) are known primarily for one
fundamental and unique property—the ability to remem-
ber and recover from large strains without permanent
deformation. Unlike most conventional metals that re-
cover less than 1% strain before plastic deformation, SMAs
undergo a diffusionless, thermoelastic martensitic phase
transformation that enables the material to deform via a
twinning process rather than the conventional dislocation
slip mechanism and allows complete recovery of strains as
large as 8%. The metallurgical phenomena that explain
these martensitic transformations are detailed in many
sources (2–5). The discussion to follow includes only a brief
summary of SMA behavior to review its basic properties.

Shape-Memory Effect. The most well-known form of
transformation behavior exploited in SMAs is thermally
induced shape change, often labeled the shape-memory
effect (SME). A material component may be deformed,
or strained, at low temperatures, and when heated, it
reverses this strain and remembers its prestrained shape.
The low-temperature, deformable martensite phase trans-
forms to a more stable austenite phase at higher tem-
peratures. This transformation occurs across a tempera-
ture range, known as a transformation temperature range
(TTR). This range for Nitinol (Ni–Ti) is approximately 30 to
50◦C, and is also known as temperature hysteresis. The As

(austenitic start) temperature is the beginning of the trans-
formation to austenite upon heating, the Af (austenitic
finish) is the finish of the transformation to austenite,
Ms (martensitic start) is the beginning of the martensitic
transformation upon cooling, and Mf (martensitic finish)
is the finish of the transformation to martensite. A typi-
cal SMA stress–strain curve, depicted in Fig. 1a, demon-
strates shape-memory behavior at temperatures below the
material Mf temperature. A schematic example of a shape-
memory application is shown in Fig. 1b.
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Figure 1. Typical SMA behavior in tensile tests and bending applications: (a) stress-strain curve
of shape memory (martensite) material, (b) schematic of a shape memory application, (c) stress–
strain curve of superelastic (austenite) in tension, (d) superelastic behavior in a bending application.

Shape-memory alloys may also be trained to exhibit
a two-way shape memory effect. Similar to the thermal
shape-memory effect, two-way shape memory (TWSM)
requires special thermomechanical processing to impart
shape memory in both martensitic and austenitic phases.
A trained shape in the austenitic phase reverts to a sec-
ond trained shape upon cooling, allowing the material to
cycle between two different shapes. This TWSM is theoret-
ically ideal for many shape-memory applications; however,
practical uses are limited due to behavior instability and
complex processing requirements.

Superelastic Effect. This effect, known also as pseudoe-
lastic, describes material strains that are recovered
isothermally to yield mechanical shape-memory behavior.
The phenomenon is essentially the same as the thermal
shape-memory effect, although the phase transformation
to austenite (Af) occurs at temperatures below the expected
operating temperature. If the austenitic phase is strained
by an applied load, a martensitic phase is induced by
stress, and the twinning process occurs as if the material
had been cooled to its martensitic temperature. When the
applied load is removed, the material inherently prefers
the austenitic phase at the operating temperature, and
its strain is instantly recovered. A typical stress–strain

curve is depicted in Fig. 1c, and a schematic example of a
superelastic application is shown in Fig. 1d. The stress–
strain curve indicates a difference in stress levels dur-
ing loading and unloading, that is known as superelastic
stress–strain hysteresis.

Alloys

Several alloys have been developed that display vary-
ing degrees and types of shape-memory behavior. The
most commercially successful have been Ni–Ti, Ni–Ti-X
and Cu-based alloys, although Ni–Ti and ternary Ni–Ti–X
alloys are used in more than 90% of new SMA applications
(6). Ni–Ti alloys are more expensive to melt and produce
than copper alloys, but they are preferred for their duc-
tility, stability in cyclic applications, corrosion resistance,
biocompatibility, and higher electrical resistivity for resis-
tive heating in actuator applications (6).

The most common Cu-based alloys, Cu–Al–Ni and Cu–
Zn–Al, are used for their narrow thermal hysteresis and
adaptability to two-way memory training. Ni–Ti ternary
alloys are used to enhance other parameters. Examples
include Ni–Ti–Nb for wide thermal hysteresis, Ni–Ti–Fe
for extremely low TTR, Ni–Ti–Cr for TTR stability during
thermomechanical processing, and Ni–Ti–Cu for narrow
thermal hysteresis and cyclic stability (7).
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Material Forms

SMAs are manufactured in many of the conventional forms
expected of metal alloys: drawn round wire, flat wire,
tubing, rolled sheet, and sputtered thin films. Additional
forms include shaped components, centerless ground ta-
pered wires and tubing, alternate core wire (Ni–Ti filled
with a conductive or radiopaque material), PTFE coated
wire, stranded wire, and embedded composites. At present,
Ni–Ti–X alloys are the most readily available in all of these
forms.

The processing of SMA material is critical for optimiz-
ing shape-memory behavior. Many adjustments can be
made to optimize the properties of a material form for a
particular application; however, most efforts are made to
optimize a balance of strain recovery, ductility, and ten-
sile strength. SMAs such as Ni–Ti are melted using ex-
treme purity and composition control, hot worked to bars
or plates, cold worked to their final form, and subjected to
specialized thermomechanical treatments to enhance their
shape-memory properties.

DESIGNING WITH SHAPE MEMORY ALLOYS

Shape-memory alloys have intrigued engineers and inven-
tors for more than 30 years. One might conclude from the
large number of SMA patents that have been issued and
the knowledge that relatively few of the ideas have been
commercially successful that the majority of these designs
have not fully accounted for the unique behaviors, limita-
tions, and constraints of SMAs. The focus of this section is
to highlight the properties best used in SMA applications
and to discuss SMA design considerations.

Functional Properties

SMA applications are often categorized in terms of the spe-
cific material property used. The majority of these pro-
perties are either thermal shape memory or mechanical
shape memory (superelastic), but some unique properties
are only indirectly related to these shape-memory effects.
General categories of applications are classified according
to these properties.

Shape Memory. The thermally activated ability of a
shape memory material to change shape yields several
types of applications that can be summarized in three dis-
tinct categories: applications that use the shape change to
display motion, those that actuate, and those that harness
stresses produced from constraining the recovery of the
shape-memory material.

Displayed motion, also referred to as free recovery, de-
scribes applications that exploit the pure motion of thermal
shape memory (8). An example of this application, a moving
butterfly, is displayed in Fig. 2. These butterflies, produced
by Dynalloy, Inc., use a specially processed form of Ni–Ti
wire to move wings back and forth for thousands of cycles
without significant signs of fatigue. This processed wire,
known as FlexinolTM, changes shape via cyclic heating by
electric current. The small mass of the butterfly body is
sufficient to extend the Ni–Ti wire when cooled, but the

Ni–Ti wire can contract and close the wings when heated
to its stronger austenitic shape.

Actuation applications are designed to perform work.
A simplified example is a mass suspended from a shape-
memory tension spring. When cooled, the weaker marten-
sitic phase deforms, and the spring is extended by the mass.
When heated to austenite, the spring recovers its shape
with forces sufficient to lift the weight, resulting in actua-
tion that performs work.

Constrained recovery applications use the change in
material strength from martensite to austenite to pro-
duce a stress that can be harnessed as a clamping force.
A popular example of a constrained recovery application
is a shape-memory coupling which is expanded at low
temperatures, then heated to shrink and clamp to join two
pipes.

Superelasticity. Unlike thermal shape-memory applica-
tions, which can be categorized into several types, appli-
cations that exploit this mechanical shape memory are
defined as those that require high strain recovery at

Figure 2. Photograph of a FlexinolTM actuated butterfly (cour-
tesy of Dynalloy, Inc.).
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Figure 3. Suture retrieval loops designed to recover their shape once deployed from a 6 fr. cannula
(courtesy of Shape Memory Applications, Inc.).

operating temperatures. Many examples of applications
that use superelasticity are found in the medical indus-
try (Fig. 3), but one of the most well known is found in
consumer eyeglass frames marketed as Flexon® by Mar-
chon Eyewear, Inc. (Fig. 4).

Energy Absorption for Vibrational Damping. An energy
absorbing ability found in both the martensitic and
austenitic phases of SMAs is indirectly related to their
shape-memory behavior. The energy absorption of SMA
materials has demonstrated excellent vibrational damp-
ing characteristics, which can be harnessed for use in
various damping applications. The types of devices that
exploit this property are classified in three categories of
damping : martensitic, martensitic transformation, and
superelastic.

Martensitic damping devices operate by using only the
martensitic phase of SMAs. Energy is absorbed by the
martensite during its twin reorientation process, and acco-
mmodates large strains for high-amplitude, low-frequency

loading. They offer the best damping characteristics of
the three categories, and although they cannot recover
large strains without subsequent heating, they provide
excellent damping properties across a broad temperature
range.

Martensitic transformation damping elements are de-
signed to operate near martensitic transition temperatures
for peak performance in vibrational attenuation. This
peak is due to a sharp increase in internal friction dur-
ing the martensitic phase transformation. These damping
elements offer ideal properties for low-amplitude, high-
frequency vibrations within a small operating temperature
range (9). This type of device could be used in ski materi-
als to damp vibrations when the ski is in contact with snow
(6).

Superelastic damping devices use the plateau hystere-
sis portion of the stress–strain curve for properties similar
to those of a rubber band. Superelastic SMA materials are
pretensioned to reach this stress–strain plateau, and any
additional strains are accommodated easily by changes in
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Figure 4. Deformation resistant eyeglass frames (courtesy of
Marchon Eyewear, Inc.).

the applied load. This property optimizes a combination of
damping capacity, shape recovery, and temperature range
of operation (9). Unlike martensitic damping elements,
superelastic devices recover their original shape when vi-
brational loading is removed. Suggested superelastic ten-
sioning devices are presented in a U.S. patent regarding
hysteretic damping (10); one example is shown in Fig. 5 (9).
These SMA tension elements cycle through a superelas-
tic stress–strain hysteresis to dissipate energy and serve
as a damping mechanism. Vibrations due to environmen-
tal impacts such as violent winds and earthquakes deform
the tensioned elements, and when the vibrational impact
is lessened, the elements recover their shapes.

Cavitation-Erosion Resistance. Cavitation erosion is a
phenomenon that affects equipment and machinery in
many industries. Small bubbles explode with large

Figure 5. Schematic of a superelastic damping device, using
loops of SMA wire in tension. Reprinted with permission from D.E.
Hodgson and R.C. Krumme, Damping in Structural Applications,
SMST Proceedings, 1994.

impacts, causing pitting and erosion in metallic surfaces
and reducing the service life of expensive equipment. Both
the martensitic and austenitic phases of SMAs have dis-
played cavitation-erosion resistance; they recover from im-
pact and minimize material loss when exposed to vibratory
cavitation. Studies that explored the performance of Ni–Ti
on stainless steels have indicated that both martensitic
and austenitic Ni-Ti have significant potential for covering
and protecting equipment that suffers wear from cavita-
tion erosion. Ni–Ti cladding could be used in applications
such as machinery, hydraulics, large hydroelectric genera-
tor turbines, and ship propellers (11).

Low Elastic Modulus. The martensitic phase of SMA ma-
terials is soft and pliable, in contrast to the stiff, springy
characteristics of the austenitic phase. This softness, or
low effective (nonlinear) elastic modulus, is often used
in applications that require deformability and excellent
fatigue characteristics. This property is exploited alone
or in conjunction with a shape-memory effect in fatigue-
resistant applications.

An example of a low elastic modulus application is
shown in Fig. 6: a martensitic tool developed by St. Jude
Medical, Inc., is used by surgeons during open heart
surgery to orient a tissue-restraining device. During this
procedure, surgeons must make adjustments to optimize
the tool geometry for each patient, and the use of SMAs
allow surgeons to bend the martensitic handle to an ap-
propriate angle. Upon completing the operation, the tool is
sterilized in an autoclave where it is exposed to elevated
temperatures and reverts to its trained, austenitic shape.
Due to its ability to recover large strains repeatedly, these
tools are marketed for both fatigue resistance and shape-
memory properties.

Design Constraints and Considerations

When assessing a potential design challenge, designers are
often anxious to develop a solution that uses the unique
and exciting properties of SMAs. It is critical, however, for
designers to understand the complexity of SMA behavior.
As a general rule, if conventional materials and designs
can be applied to yield an acceptable and desirable result,
the use of SMAs to provide an alternative solution will
increase complexity and cost. SMAs are best used when
their unique properties are necessary for design success—
when conventional materials cannot meet the demands of
the application.

The design of SMA applications requires more than tra-
ditional design techniques and textbook methods. Due to
the many unique properties of SMA materials, several con-
siderations specific to SMA design must be addressed and
accounted for. This section discusses the majority of issues
that should be addressed before designing an application
using SMAs.

General Guidelines
Recoverable Strain. The expected recoverable strain of

SMA material must be within the limitations of the alloy
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Figure 6. Medical tools and devices. Left to right: Flexible martensitic, Ni–Ti handle developed by
St. Jude Medical for open heart surgery procedures; superelastic, tapered guidewire core; shaped
Ni–Ti tubing component; retractable, superelastic component within a small diameter cannula
(courtesy of Shape Memory Applications, Inc.).

chosen. For example, Ni–Ti may recover 8% strain for a
single cycle application, but less than 4% for higher cycle
applications. Recommended strain limits are 6% for Ni–Ti
and 2% for Cu–Zn–Al for lower cycle applications and 2%
and 0.5% for higher cycle applications, respectively (3). A
maximum strain recovery of about 2% is expected for ap-
plications that require two-way shape memory (12).

High Temperature Stability. Alloy stability must be con-
sidered when an application requires or will be subject to
high operating temperatures. Ni–Ti alloys tend to be the
most stable of all SMAs at elevated temperatures and can
withstand exposure to temperatures up to approximately
250◦C before previously memorized shaping is deleted. For
Cu–Zn–Al, this maximum temperature is around 90◦C.

Fatigue. SMA fatigue can be defined as degradation of
any or all of its functional properties. SMAs affected by
application cycle quantity, frequency, temperature range,
stress, and strain may fatigue by fracture, decreasing
recoverable strain, shifting transformation temperatures,
or decreasing recovery stress.

Manufacturability. SMA materials are infamously dif-
ficult to machine. Tool wear is rapid for conventional

machining methods such as turning, milling, drilling, and
tapping (2). Currently, the most successful machining tech-
niques include surface grinding, abrasive cutting, EDM,
and laser cutting. Component shaping must be considered
as well; the memories of SMA shapes are trained at high
temperatures, typically around 500◦C (932◦F). Unlike most
conventional materials that may be cold formed, SMAs
must be rigidly clamped in a desired shape and exposed
to these elevated temperatures.

Designing for assembly is also an important manufac-
turing consideration. Fastening SMAs to other materials
by bonding and joining presents additional challenges. Be-
cause SMAs are designed to exhibit strains up to 8% and
other materials have a strain limit of less than 1%, when
the two are rigidly joined, the conventional material may
break during operation. This often causes problems in us-
ing plated or painted SMA materials because the coating
on the SMA will often crack and flake during the strains
of operation.

Cost. Most SMAs are inherently more expensive than
conventional materials due to the higher cost of both raw
material components and processing methods. The com-
positional control necessary for the raw forms of SMA
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Figure 7. Finite element analysis model of a self-expandable Ni–Ti stent: displays a quantified
mapping of stress and strain amplitudes in both expanded and compressed positions (courtesy of
Pacific Consultants, LLC).

material requires special furnaces and processes, the se-
quence of cold working and annealing to ensure opti-
mal SMA properties is extensive, and the special tooling
and fixturing required for producing the many forms and
shapes of the materials increase the cost of using SMAs.

Computer Modeling Capability. Finite element analysis
(FEA), often used in conventional material design, has also
been used to model the behavior of SMAs. The analysis is
difficult, however, and should not depend on standard ma-
terial templates and subroutines because the functional
properties of SMAs rely on nonstandard factors, such as
composition and processing history. Highly specific and
complex modeling techniques must account for the state
of the SMA material once formed in its trained shape, and
then must incorporate the nonlinearity of the stress–strain
curve, the property dependence on temperature, and the
difference between loading and unloading stress behavior.
Figure 7 is an illustration of a FEA model of a superelastic
coronary stent that was achieved by using custom model-
ing subroutines to predict mechanical properties.

Shape Memory Applications
Temperature Cycling. Thermally activated SMA applica-

tions require temperature control to optimize the effect
of shape memory. To harness the unique properties ob-
tained from martensitic transformations, temperatures
usually cycle between the extremes of the SMA temper-
ature hysteresis. Depending on the alloy selected, this
hysteresis might be smaller than 1◦C (1.8◦F) or larger than
100◦C (180◦F). Applications must incorporate a method
of heating and cooling SMA components through their

hystereses; the rate of cycling for a shape-memory de-
vice is limited by the rate of temperature cycling. The
butterfly example of Fig. 2 has a hysteresis of about
30 to 50◦C. The FlexinolTM actuator wire is heated to a
temperature above 90◦C to contract, but must be cooled
to approximately 40◦C to transform to martensite. This
application uses ambient air for cooling—only a few
seconds are required for the wire to cool and stretch with
the mass of the butterfly body. A few alloys have been
developed to reduce or to increase this temperature hys-
teresis, as mentioned earlier. In addition, a secondary
martensitic phase transformation found in many SMAs,
called an R-phase transformation, can be exploited for its
hysteresis of less than 2◦C. Although recoverable strains
are limited to about 0.5% by this transformation, it may be
ideal for certain applications (13).

Power. SMAs require thermal energy for memory acti-
vation that is most often delivered as direct heat or applied
current for resistive heating. Applications that use ther-
mal shape memory must account for the power require-
ments of the material, the connection of the power source
to the SMA, space requirements to house the source, and
any safety mechanisms necessary to prevent overheating.

Force Requirements. SMA applications typically exploit
the strength differential between the martensitic and
austenitic phases of the material. In many actuating de-
vices, an SMA element is paired with a conventional
material element to serve as a biasing mechanism. The
conventional element, such as a steel coil spring, displaces
the SMA element when martensitic, but yields to the SMA
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when heated to its stronger austenitic phase. This enables
a one-way shape memory element to behave as a two-
way shape-memory device. The forces delivered at each
of the temperature extremes must be considered in SMA
design.

Superelastic Applications
Operating Temperature Range. The temperature range of

operation for a superelastic application must be above the
Af temperature for optimal superelasticity, but must also
be below its Md temperature (the temperature at which
martensite can no longer be stress induced). This range is
typically 50 to 80◦C above the Af (14).

Force Requirements. As operating temperatures in-
crease above the SMA Af temperature, loading and un-
loading stresses increase as a function of the Clausius–
Clapeyron equation (14). Due to variations in the latent
heat of transformation among alloy types, the increase in
stress, as temperature changes, ranges from 2.5 MPa/◦C to
more than 15 MPa/◦C (15).

SMA APPLICATIONS

Applications that use each of the unique properties of
SMAs have been designed, prototyped, and marketed
throughout the world. This section provides examples of
these applications and includes some discussion of design
choices, material limitations, and SMA behavior. These
examples are categorized by industry to demonstrate the
varied and widespread use of SMA applications.

Aeronautics/Aerospace

Many of the initial product ideas and applications that
incorporate SMAs were pioneered in the fields of aero-
nautics and aerospace. SMA materials are used in these
industries to take advantage of properties such as high
power-to-mass ratios and ideal actuating behavior in
zero-gravity conditions. Designs that use these prop-
erties replace heavier, more complex conventional de-
vices because of reduced weight, design simplicity, and
reliability.

Cryofit® Hydraulic Pipe Couplings. SMA couplings
were the first successful commercial application of
shape-memory alloys (Fig. 8). In 1969, Raychem Corpora-
tion introduced shrink-to-fit hydraulic pipe couplings for
F-14 jet fighters that were built by Grumman Aerospace
Corporation. This coupling is fabricated from a Ni–Ti–Fe
alloy whose martensitic transformation temperature is be-
low −120◦C. It is machined at room temperature to an
inner diameter approximately 4% smaller than the outer
diameter of the piping it is designed to join. When cooled
below −120◦C by liquid nitrogen, the coupling is forced to a
diameter 4% greater than the pipe diameter for an overall

internal strain of about 8%. When warmed above its TTR,
the coupling diameter decreases to form a tight seal be-
tween the pipes (16).

This shape-memory application of constrained recovery
continues to be a commercial and financial success. Despite
the difficulties of cooling the couplings to liquid nitrogen
temperatures for expansion and storage, the aerospace in-
dustry has welcomed their many advantages over tradi-
tional pipe-joining techniques such as welding or brazing.
Installation is simple, less costly, and does not rely on high
levels of operator skill. The replacement of couplings and
hydraulic lines is straightforward, and the possibility of
annealing and damaging the hydraulic lines as in welding
or brazing is eliminated (2).

Frangibolt® Release Bolts. Shape-memory bolts were
developed by the TiNi Alloy Company to replace conven-
tional exploding bolt devices in aerospace release mech-
anisms. The bolts are used to attach spacecraft acces-
sories during launch and to release them after launch by
using an activated heating element (17). A martensitic,
shape-memory cylinder is compressed and assembled to
a notched bolt. When activated by an electrical heater, the
cylinder increases in length and delivers a force greater
than 22 kN (5000 lbs) to fracture the bolt at its notch
(18). These release bolts were used successfully aboard
the spacecraft Clementine in 1994, and have improved
upon designs for conventional explosive mechanisms by
eliminating the risks of off-gassing, accidental activation
during shipment, and potential spacecraft damage during
explosions.

Mars Sojourner Rover Actuator. An SMA wire was used
to actuate a glass plate above a small solar cell on the
Rover unit during the recent Pathfinder/Sojourner mission
to Mars. A material adhesion experiment performed dur-
ing the mission used the actuator to replace large, heavy
motors and solenoids. A small, simple length of Ni–Ti wire
heated and contracted when the Rover applied power and
pulled a glass plate away from the solar cell to allow com-
parison of sunlight intensity with and without the plate.
The rate of dust collection was then determined, and the
resulting data will be used to design cleaning methods for
future missions to Mars (19).

Self-Erectable Antenna. A prototype space antenna was
constructed by Goodyear Aerospace Corporation. Designed
to fold compactly at room temperature, the device would
unfold into a large, extended antenna shape when heated
by solar energy (2). Although this did not become a com-
mercial success, the concept is feasible, and the prototype
has served as a model for similar designs pursued within
the aerospace industry.

Smart Airplane Wings. Composite structures that have
SMA wires embedded can be used to change the shape of
an airplane wing. The embedded wires may be activated
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Figure 8. Shape memory devices. Clockwise from top left: memory card ejector mechanism for
laptop computers; Cryofit® hydraulic pipe couplings; Cryocon® electrical connector; fire safety lid
release for public garbage receptacles (courtesy of Shape Memory Applications, Inc.).

to constrict and improve the vibrational characteristics of
the wing, heated to change their effective modulus to re-
duce vibration, or activated to alter the shape of the wing
for optimal aerodynamics. All of these properties can be
used to produce an adaptive airplane wing that alters as
environmental conditions change to improve efficiency and
reduce noise.

Space System Vibrational Damper. Vibrational dampers
comprised of composite materials using pre-strained,
embedded SMA wire or ribbons can reduce unwanted mo-
tion in various space systems. A sensor detects vibration
in the system and sends a signal to activate the embedded
composite, which then alters the structural dynamics to
damp or cancel the existing vibration (1).

Consumer Products

SMA devices and components have been used in high-
volume consumer products for more than 20 years. Al-
though many consumers who use these products are un-
aware of their SMA components, there is a growing public

awareness of SMAs due to recently marketed items that
advertise their merits.

Flexon® Optical Frames. Superelastic eyeglass frames
marketed by Marchon Eyewear, Inc., are one of the
most widely known uses for SMAs. They are frequently
advertised in television commercials and can be found at
most optical frame retailers. The components of eyeglass
frames that are most susceptible to bending, the bridge
and temples, are wire forms of Ni-Ti, the remainder of the
frame is comprised of conventional materials for adjusting
purposes and cost savings. Due to the high strain recovery
capability of Ni-Ti, these frames are highly deformation-
and kink-resistant (Fig. 4). Marchon is aware of the high
strain and high cycle fatigue limitations of Ni-Ti materi-
als, as demonstrated by the marketing brochures that ap-
propriately suggest bending and twisting limits that are
within the design guidelines for the material.

Portable Phone Antennae. The growing demand for
portable phones has resulted in a high-volume applica-
tion for superelastic Ni-Ti material because most cell
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phone antennae produced today are Ni–Ti wires coated
with polyurethane. The superelasticity resists permanent
kinking and withstands the abuses of user handling during
the lifetime of portable phones.

Greenhouse Window Opener. An SMA that has a small
temperature hysteresis is used as an actuator to open and
close greenhouse windows at predetermined temperatures
for automatic temperature control. The opener is a spring-
loaded hinge that has a Cu–Zn–Al shape-memory spring
and a conventional metal biasing spring. The SMA spring
is compressed by the biasing spring at temperatures be-
low 18◦C, and the window is closed. The SMA spring acti-
vates around 25◦C, overcomes the force of the bias spring,
and opens the window (21). This actuator design relies on
reduced thermal hysteresis using a biasing force. As the
SMA spring cools to 18◦C, although not sufficiently cool
to completely transform to its softer martensitic phase, it
is transformed enough to accommodate deformation via
stress-induced martensite.

Recorder Pen Mechanism. A shape-memory pen driver
was designed by The Foxboro Company in the early 1970s
to replace conventional pen-drive mechanisms, which used
a galvanometer to actuate a pen arm. The replacement
used Ni–Ti wires pretensioned in a driver unit and actu-
ated by heat from an induction coil in response to input
signals. The new design reduced the number of moving
parts, improved reliability, and decreased costs. The new
recorder pen units were first introduced in 1972; by 1980
more than 500,000 units were produced (16,21).

Nicklaus Golf Clubs. Superelastic SMA golf club inserts
were developed by Memry Corporation for a line of Jack
Nicklaus golf clubs. The damping properties of the inserts
hold the golf ball on the club face longer and provide more
spin and greater control for golfers (22).

Brassiere Underwires. Superelastic Ni–Ti shapes that
conform to the user’s body are ideal for underwire applica-
tions, because they are unaffected by the temperatures and
external forces from repeated washings. Wires are shaped
in predetermined configurations, using either round wire
or flat ribbon. The product is a commercial success in Asia,
but the increased cost compared to that of conventional
underwires has prevented the product from entering mar-
kets in North America and Europe.

Residential Thermostatic Radiator Valve. SMA actuators
have been used to regulate the temperature of residen-
tial radiators. An actuator expands when the room tem-
perature increases, overcomes a biasing spring force, and
closes a radiator hot water valve. Assisted by the biasing
spring, the SMA temperature hysteresis can be as low as
1.2◦C (21). The thermostatic valve can be adjusted via a
knob that alters the compression of the biasing spring—
the more compression it exerts, the higher the tempera-
ture required for the SMA actuator coil to activate and
close the hot water valve (16).

Rice Cooker Valve. SMA valve mechanisms have been
successfully employed to improve the performance of rice
cookers. The mechanism, comprised of an SMA spring and
a bias spring, is inserted into the top lid of a rice cooker. The
valve is open while rice cooks and steam is generated, but
when the rice is finished cooking, the SMA spring cools and
the bias spring closes the valve to keep the rice warm. A
Ni–Ti–Cu alloy is used for the SMA spring because of its
low strain, high cycle fatigue properties. Although its re-
covery force decreases due to repeated cycling, this applica-
tion has demonstrated repeatability for more than 30,000
cycles, which corresponds to several daily operations for 10
years (23).

Robotic Doll. SMA actuator wires were designed to
move the arms and legs of a doll to display human
characteristics. The application is technically feasible, and
prototypes were successful; however, the power required
to activate the wires was too great. The battery changes
required were sufficiently frequent to limit market accep-
tance of the product.

Miscellaneous Products. Furukawa Electric Co. Ltd. of
Japan produced SMA-actuating air-conditioning louvers to
deflect air up or down, depending on temperature. They
also manufactured coffee makers that use temperature-
control valves to initiate the brewing process when water
starts to boil (24). Other products include superelastic fish-
ing lures, superelastic SONY EggoTM headphones for the
minidisk Walkman®, and novelty items, such as a magic
teaspoon that has a memory. The teaspoon is given to some-
one to stir a hot drink, and when the spoon is exposed to the
hot liquid, it is immediately transformed to a bent position.

Commercial/Industrial Safety

Many safety devices for temperature sensing and actua-
tion have been successfully used in actual operation. The
following examples have all been sold in consumer or
industrial markets.

Antiscald MemrySafe® Valve. An SMA valve was de-
signed to shut off a faucet’s hot water source when wa-
ter temperatures become too high (above 50◦C). The valve
reopens when the water cools to safer temperatures and
protects the user from scalding water. ShowerGard®,
BathGard®, and Flow-Gard® are similar products, and all
have been marketed in retail hardware stores.

Firechek® Valve. A safety device that employs an SMA
actuator is often used in industrial process lines to shut
off a gas supply in the event of fire. Exposure to high
temperatures activates a valve and cuts off the pneumatic
pressure that controls flammable gas cylinders and process
line valves (25).

Circuit Breakers. SMAs have been used in circuit break-
ers to replace conventional bimetals. Due to the high
forces required in large circuit breakers, a series of levers
must be employed to amplify the forces available from bi-
metals. Cu–Al–Ni alloys have been used in this application
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for their high temperature activation and low hysteresis.
Simple cantilever beam designs increase force and stroke
and eliminate the need for levers.

Proteus® Safety Link Device. A chain link has been fab-
ricated from Cu–Zn–Al to change shape at high tempe-
ratures and act as a release mechanism. The release may
activate sprinkler systems or trigger fire doors to close, de-
pending on the application (26).

Telecommunication Line Fuses. Cu–Zn–Al shunts are
coupled with high-sensitivity fuses throughout Europe to
protect communication systems from lightning strikes.
During normal operation, the fuse heats up more rapidly
than the SMA, and the shunt remains inactive. Under
heavy usage, however, the shunt increases in temperature
and activates to bypass the fuse and protect it from a criti-
cal burnout temperature (26).

Safety Trash Lid Mechanism. An SMA device has been de-
signed to smother accidental fires in public trash recepta-
cles. The device holds a trash lid in the open position at nor-
mal operating (ambient) temperatures, but when heated
by a fire within the trash can, the shape-memory compo-
nent releases a latch and the lid drops to extinguish the
fire (Fig. 8).

Medical

The medical industry is rapidly accepting the use of SMAs
in a wide variety of applications. From simple pointed need-
les to complex components implanted in the bloodstream,
Ni-Ti has been adopted by the industry for its ability to of-
fer unique and ideal solutions to traditional medical chal-
lenges. Well known for its excellent biocompatibility and
corrosion resistance, Ni–Ti has been used in many succes-
sful medical devices and is now widely accepted throughout
the medical industry.

The majority of SMA medical applications use the su-
perelastic property of Ni–Ti, and many of them are in the
expanding field of minimally invasive surgery. Due to the
high strain recovery of Ni-Ti, components can withstand
extreme shape changes for minimal profiles during deliv-
ery and then expand to larger devices within the body.
Many of these SMA devices have eliminated the need for
open heart surgery and thereby reduce patient risk and
decrease hospital recovery periods.

Orthodontic Dental Arch Wires. Dental arch wires, one
of the first medical applications that used SMAs, were first
introduced in 1977 to replace stainless steel arch wires for
straightening teeth. The wires were initially used in the
martensitic condition, cold worked, and deformed around
the teeth. They exhibited sufficient springback properties
for this application, although later superelastic (austenitic)
forms of Ni–Ti wire were introduced to improve product
performance. The superelastic arch wire is now designed
to exploit the plateau region of SMA’s stress–strain curve,
which provides nearly-constant stress on the teeth as the
wire recovers its shape and straightens the teeth.

Mitek Homer Mammalok®. Mitek Surgical Products,
Inc., introduced a superelastic needle wire localizer in 1985
which is used to locate and mark breast tumors to make
surgical removal less invasive. The needle is used as a
probe to pinpoint the location of a breast tumor first identi-
fied by mammography. Surgeons find it difficult to discern
the tumor from surrounding tissue, so the probe highlights
the correct location for the surgical procedure (27).

Mitek Suture Anchors. Mitek anchors, fabricated from a
titanium or NiTi body that has two or more arcs of super-
elastic NiTi wire, are secure, stable suture holders used
to reattach tendons, ligaments, and soft tissues to bone.
The anchors are placed in a hole drilled into a patient’s
bone and are locked in place by Ni–Ti arcs. In 1989, Mitek
Surgical Products, Inc., introduced these anchors for use
in shoulder surgery to fasten sutures to bone. Since then,
the firm has expanded its product line for use in many
other orthopedic applications, such as ligament anchors
used for reattaching the anterior cruciate ligament (ACL)
of the knee (28).

Guidewire Cores. Ni–Ti wires are snaked through the
tortuous pathways of the human body to guide and de-
liver other tools and devices for interventional procedures.
These superelastic guidewires are optimal for use in min-
imally invasive surgery where procedures are performed
through a small portal in a major artery, and offer supe-
rior flexibility, kink resistance, and torquability for optimal
steering and ease of operation (29).

Stents. SMA stents are becoming increasingly popular
in the medical industry. These structural, cylindrical com-
ponents, designed to prop open and support human blood
vessel walls, ducts, and other human passageways, are
implanted to prevent collapse or blockage and to patch
lesions. Ni–Ti materials are used in place of more conven-
tional metals for coronary artery stenting but are most of-
ten used in a peripheral location such as the carotid artery,
esophagus, or bile duct. Several shapes and forms of Ni–Ti
stents are displayed in Fig. 9.

Stents currently on the market and in development use
various functional properties of SMAs: the superelastic-
ity of austenite, the thermal shape memory, and the low
effective modulus of martensite. Many of these SMA stents
use a combination of superelastic and shape-memory prop-
erties. For example, a stent may be chilled in ice water for
transformation to martensite, compressed in the marten-
sitic state, covered with a protective sheath for a minimal
profile, and then delivered into the body through a small
portal. When in place, the sheath is retracted, and the
stent warms to body temperature to recover its original
shape. Once recovered, or transformed to austenite, the
superelastic properties of the stent result in gentle and
constant radial forces on the vessel wall. Stents that are
martensitic at room and body temperature must be com-
pressed on a delivery balloon for expansion once delivered
into the body. The Paragon Coronary Stent developed by
Vascular Therapies is an example of a martensitic stent
that is marketed for its even, symmetrical expansion and
its flexibility during delivery.
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Figure 9. Nitinol stents. Left to right: Superelastic stent (5 mm OD × 40 mm long), laser-cut from
Ni–Ti tubing; Ni–Ti ribbon set in a coil configuration; UltraflexTM esophageal knitted stent with
fabric covering (courtesy of Shape Memory Applications, Inc.).

Simon Nitinol Filter®. An SMA vena cava blood clot fil-
ter was invented by Dr. Morris Simon of Nitinol Medi-
cal Technologies, Inc. The design is a Ni–Ti wire form
shaped like an umbrella frame or wire basket. For de-
livery in the body, the filter is chilled below its trans-
formation temperature and collapsed into a small inser-
tion tube. The filter is cooled by a flow of cold saline
solution while inserted into the patient and then ex-
pands when exposed to body temperature. Its recovered,
umbrella-shaped form is designed to catch blood clots in the
patient’s bloodstream to prevent a pulmonary embolism
(30).

AMPLATZER® Septal Occluder. Occlusion devices are de-
signed to serve as Band-Aids to cover and heal holes
in the heart without requiring open heart surgery and
are typically fabricated from traditional materials. The
AMPLATZER Occluder is an SMA device, comprised of
a Ni–Ti wire frame that is woven and shaped into two
flat caps connected by a short tubular section. The de-
vice is deployed through a portal in the femoral artery
of a patient and placed at the center of the hole to be
patched. A sheath is then retracted, and the two flat
caps spring to shape and clamp on either side of the

hole, thus closing the hole and providing a tight seal
(31).

Orthopedic Devices. SMA materials are used for their
superelasticity and shape-memory properties in a variety
of orthopedic devices designed to accelerate bone and car-
tilage formation under constant compressive stresses. Pre-
strained SMA plates are used to treat bone fractures; when
attached on both sides of a fracture and screwed together,
they provide a compressive force to heal the fracture area.
Staples are used to heal fractures as well. A Ni–Ti staple
in the martensitic state is positioned so that its legs can
be driven into bone sections across the fractured area to
be closed. When heated, the legs of the staple bend inward
and pull the bone sections together, creating a compressive
force (32). Ni–Ti spacers are also used to assist spinal re-
inforcement in surgical procedures. In this procedure, a
spacer is inserted as a compressed ring and then is heated
to expand and force open a gap in the vertebrae. Bone chips
are placed in the gap and fusion occurs over time to create
solid bone. SMAs in solid rod form have been used to treat
spinal curvature. Martensitic rods are pre-deformed to con-
form to a patient’s original spinal curvature, wired to the
spine, and then gradually recovered to move the spine to
its corrected position (1).
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Miscellaneous Instruments and Devices. Thousands of
other medical devices have been developed to exploit the
unique behavior of SMAs. A few additional, typical SMA
products include catheters, endodontic files, aneurysm
clips, retrieval baskets, surgical needles, and retractable
grippers.

Automotive

SMA applications for the automotive industry are chal-
lenging for two primary reasons: the extreme range of op-
erating temperatures expected during use and the market
demand for low-cost components. Most automotive devices
are expected to perform during exposure to the tempera-
ture extremes of climates throughout the world. The suc-
cess of SMA automotive devices has been limited due to
the deterioration of shape-memory properties over time
caused by exposure to high temperatures (21). The success-
ful SMA devices have exploited the benefits of lightweight,
simple solutions. For example, SMA actuators are used
as replacements for thermostatic bimetals and wax ac-
tuators and provide single metal components in place of
complex systems. The simple SMA solutions further im-
prove design performance by activating more quickly be-
cause they can be completely immersed in a gas or liquid
flow (24).

Pressure Control Governor Valve. A shape-memory gov-
ernor valve developed by Raychem Corporation and
Mercedes-Benz AG was introduced in 1989 Mercedes cars
to improve the rough cold weather shifting of automatic
transmissions. The valves employ Ni–Ti coil springs to
counteract the effects of increased oil viscosity. A Ni–Ti
coil is immersed in the transmission fluid. At low temper-
atures, it is martensitic and is forced by a steel bias spring
to move a piston. This activates a mechanism to reduce
pressure and ease shifting. At higher temperatures, the
NiTi spring is much stronger and pushes the bias spring
in the opposite direction to optimize shifting pressure at
the warmer temperatures (24).

Due to the ideal performance parameters of the applica-
tion this governor valve design is one of the few technical
and economic successes in the automotive industry. Ope-
rating temperatures are within the limits of the material,
required force output is low, and expected life is less than
20,000 cycles. These conditions reduce the possibility of
fatigue and degradation of SMA properties during the life
of the product (33).

Toyota Shape-Memory Washer. Ni–Ti Belleville-type
washers were developed by Toyota Motor Corporation and
were used in Sprinter/Carib cars to reduce vibration and
rattling noise at elevated temperatures. Automotive as-
semblies such as gearboxes are often combinations of many
dissimilar metals. During the temperature increase in
standard operation, a difference in the thermal expansion
rates of the metals causes assemblies to loosen and rattle.

The washers were designed to change shape at high tem-
peratures using forces up to 1,000 N (225 lb), which is suf-
ficient to tighten the assembly and reduce the undesired
rattling noise (24).

Shock Absorber Washer. This component, an application
similar to the governor valve, is also designed to coun-
teract the high viscosity of oil at colder temperatures.
SMA washers are placed in shock absorber valves to alter
their performance effectively in cold and hot temperatures
(24).

Automotive Clutch Fan. An SMA device, developed as a
selective switching mechanism for air cooled engines, re-
quires the activation of a Cu-based SMA coil to control the
operation of a clutch fan. The coil is activated at a tempera-
ture close to 50◦C and engages a clutch to power the engine
fan. The fan speeds up to cool the engine until the temper-
ature is reduced, at which point the SMA coil is forced to
disengage the clutch via a set of four steel leaf springs that
serve as a biasing force. The device is designed to reduce
engine noise and fuel consumption when the car is idle
(21).

Industrial/Civil Engineering

Many SMA solutions have been designed and implemented
to satisfy some of the rigorous, large-scale demands of civil
engineering projects and miscellaneous industrial appli-
cations. Although the constraints of SMA properties of-
ten restrict use in industrial applications (the limited ac-
ceptable temperature range of operation, for example),
many creative SMA solutions and design alternatives have
successfully improved or replaced traditional industrial
designs and devices.

Pipe Couplings. Cryogenic couplings developed by
Raychem Corporation for the aerospace industry have been
adapted for use in deep sea operations and are also used in
the chemical and petroleum industries. The advancement
of a Ni–Ti–Nb alloy for its wide hysteresis has helped to
expand the use of these shape-memory couplings. When
the components are machined at room temperature and
then chilled in liquid nitrogen for expansion, they will not
recover their shape until temperatures reach approxi-
mately 150◦C. This allows storing and transporting ex-
panded couplings without using liquid nitrogen. Once ap-
plied to the piping and heated to transform to austenite,
they maintain their strength at temperatures colder than
−20◦C (33).

Structural Elements. Superelastic SMA materials can be
used to increase strength and energy dissipation in a
building. A project is currently underway to reinforce the
Basilica of St. Francis in Assisi, Italy, after severe damage
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during earthquakes in 1997. SMA wires will be placed in
series with horizontal conventional steel ties to connect
the walls to the Basilica’s roof. The superelastic behavior
of the wires will allow ductile, high strain motion to occur
without breakage during an earthquake and will recover
the strain by using a gentler, lower force stroke (exploiting
the lower plateau of the stress–strain curve). It has been
estimated that the SMA structural design will withstand
an earthquake at least 50% stronger than if the Basilica
were reinforced with conventional steel bars (34).

Rock Breakers. SMAs are used to replace explosives in
demolition, which is similar in function to the Frangibolt®

release mechanisms used in the aerospace industry. A pre-
strained SMA cylinder is placed within a crevice of a struc-
ture, electrically heated to expand, and the recovery forces
produced are sufficient to destroy rocks and cement struc-
tures. This concept has been employed in Russia to yield
demolition forces greater than 100 tons of force (1). Rock
breakers comprised of Ni–Ti rods are also used in Japan.
Nishimatsu Construction Co., Ltd. uses rods 29 mm long
and 15 mm in diameter, which are compressed and in-
serted into boreholes in rock using an assembly of wedge-
shaped platens. The NiTi rods are heated by attached elec-
tric heaters, causing them to expand and break the rock
apart. Tests have demonstrated forces as high as 14 tons
when they are heated to 120◦C (23).

Power Line Sag Control. SMA materials are often used
to prevent a sag or droop in overhead power lines. Using
thermal shape-memory alloys, sag control in power lines
has been successfully tested in Canada, the Ukraine, and
Russia (35). When temperatures increase because of am-
bient temperatures or high load along the power lines, the
lines tend to sag. Nitinol wires are attached to the lines
and deform at the colder, high tension state, but contract
when warm and remove the slack from the lines.

Steam Pipe Sag Control. Similar to the power line appli-
cation, pipe hangers made from Ni–Ti are used to reduce
the sagging of large steam pipes heated by the steam. This
reduces the load variation in the system, rather than coun-
teracting the shifts in geometry, as in power lines (35).

Transformer Core Compression. SMAs assist in com-
pressing transformer cores, a critical aspect of transformer
design. Ni–Ti bolts are prestrained axially to couple core
sheets in large transformers, then heated to contract and
provide high compressive forces on the sheets. This SMA
solution improves on traditional techniques of tightening
with nuts and bolts, where core sheets are placed in a vac-
uum to withdraw air from between sheets, then removed
from the vacuum to install the bolts. Although technically a
design improvement, the Ni–Ti solution requires 2–3 inch
diameter bolts, which is larger than ideal for SMA prod-
ucts (35). The cost to process and machine the bolts may
offset the benefits gained in the assembly process.

Multiwire Tension Device. SMA devices are used to in-
crease piping integrity. They prevent crack initiation and
propagation by compressing areas of a pipe using the

concept of multiwire tension (MWT) developed by the ABB
Nuclear Division in Sweden. A split-sleeve coupling is
wrapped with pretensioned SMA wire, the wire ends are
fixed, and the coupling is placed over a weld point on a
pipe. Then, the assembly is heated so that the wire con-
tracts and the coupling then clamps to a tight fit. MWT
techniques are used to improve stress in welded areas,
preventing stress corrosion cracking and connecting the
ends of the pipe should the weld point fail and break (35).

Indicator Tags. SMAs can be used to indicate high tem-
perature points in a system. Wires used as tags are bent
manually at typical operating temperatures, and the tags
straighten when temperatures reach a critical level (the
material’s Af temperature). Operators note the site of the
high-temperature source and can fix the problem (35).

Sentinel® Temperature Monitoring System. SMAs are
used on the low-voltage side of step-down transformers
to indicate maximum temperatures and to close a switch
at critical temperatures. This SMA mechanism is used to
provide information for monitoring, so that operators can
prevent overheating (35).

Injection Molding Mandrels. Centerless ground Ni–Ti
round bar and wire are often used to replace conventional,
deformation-prone mandrels. Plastics are molded in the
shape of a superelastic Ni–Ti mandrel, and during rough
handling as the mandrel is withdrawn from the cured poly-
mer, the superelastic material recovers its original shape.

Heat Engines. SMA elements are used in heat engine de-
signs to convert thermal energy to mechanical energy via
thermal shape-memory behavior. Thermodynamic analy-
ses of ideal, theoretical SMA heat engines have resulted in
a wide range of calculated efficiencies, although the most
thorough calculations yield maximum thermal efficiencies
of only 2–4% (36). A great number of prototype engines has
been constructed using SMA elements that change shape
when they pass between hot and cold reservoirs. However,
due to loss factors, such as friction, hysteretic effects inher-
ent in the material, and energy input required to maintain
a reservoir temperature differential, the practical efficien-
cies of these heat engines are much too low to serve as
low-cost, high-volume energy converters.

The pursuit of a revolutionary SMA heat engine typi-
fies a common occurrence in SMA application design. In-
trigued by the potential of SMAs to provide unique and
dramatic design solutions, inventors often pursue creative
solutions before completing cost /benefit analyses. Al-
though suitable for small-scale demonstrations, many
SMA applications (as in heat engines) do not provide the
necessary efficiencies—cost or energy—to warrant replac-
ing conventional designs.

Electronics

The electronics industry has adopted SMA materials pri-
marily for connection mechanisms. Applications in nearly
all industries use the electronic activation capability of
SMA materials to exploit thermal shape-memory behavior
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Figure 10. Schematic diagram of a zero insertion force connector. Reprinted with permission
from J.F. Krumme, Electrically Actuated ZIF Connectors Use Shape Memory Alloys, Connection
Technology. Copyright 1987, Lake Publishing Corporation.

(including robotics); however, a few examples are highly
specific and unique to the electronics industry.

Cryocon® Electrical Connector. An SMA connector has
been designed to attach the braid sheathing of an electrical
cable to a terminal plug. The connector is a shape-memory
ring sheath on a split-walled, collet-shaped tube whose dia-
meter expands when chilled due to the radial forces of the
tube. When warmed to room temperature, the ring recovers
its smaller diameter shape and clamps the tubing collet
prongs together to form a tight electrical connection (3,37).

ZIF Connector. A Zero insertion force electrical connec-
tor was designed by Beta Phase, Inc., to simplify the instal-
lation and increase the quality of circuit board connections
(Fig. 10). A U-shaped strip of Ni–Ti is martensitic at oper-
ating temperatures and is forced to grip the boards via the
bias force of a conventional closing spring. When heated
by electrical current, the Ni–Ti strip overcomes the force
of the closing spring and opens the radius of its U shape,
allowing insertion or removal of the boards without force.
This combines installation simplicity and maintains op-
timal, high force electrical contact between mother and
daughter circuit boards (38).

Microactuators

SMAs have been successfully processed as thin film ac-
tuators for microactuating devices such as tiny valves,
switches, and microelectromechanical systems (MEMS)
(39). Ni–Ti films are sputter deposited on silicon sub-
strates, and actuators are fabricated by chemical milling
and lithographic processes. Devices one millimeter in

diameter and three microns thick have been fabricated, re-
sulting in tiny actuators such as microvalves for fluid and
pneumatic control. The Ni–Ti film actuators can provide
up to 3% strain recovery (40).

FUTURE TRENDS

SMA applications continue to gain acceptance in a variety
of industries throughout the world. SMAs are introduced to
an increasing number of students who study engineering
and metallurgy and to the general public via the growing
number of SMA products available to consumers. Although
property values and design techniques for SMAs are not as
readily available or as thoroughly standardized as those
of conventional materials, current trends indicate a steady
course toward complete characterization of SMA materials.
The medical industry has already prompted the standardi-
zation of material production, testing, and mechanical be-
havior; current efforts include the formation of an ASTM
standard for using Ni–Ti in medical devices. Spearheaded
by supplier representatives of both the medical device and
SMA material supply industries, the standard is scheduled
to be completed and approved before this article is pub-
lished. This new standard represents a significant mile-
stone in the continual effort to demystify shape-memory
alloys and augment their use in engineering and design.
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INTRODUCTION

For years it was speculated that the large strains asso-
ciated with the thermoelastic shape-memory effect, such
as in NiTi alloys, could be captured by application of a
magnetic field in certain martensites that are also ferro-
magnetic (1–3); see Fig 1(a). Ferromagnetic shape-memory
alloys (FSMAs) moved from a hypothetical new class of ac-
tive materials, to join piezoelectric and magnetostrictive
materials, upon observation of a 0.2% magnetic field in-
duced strain in a single crystal of Ni2MnGa in 1996 (4).
Figure 1(b) shows the field-induced strain measured at
265 K in the martensitic phase of a Ni2MnGa single
crystal. The crystal contracts in the direction of the applied
field. The strain components conserve volume and are of
even symmetry in the field. There is some hysteresis in the
strain with change in sweep direction of the field, and there
is some unrecovered strain after the first field cycle. By way
of comparison, piezoelectrics show strains of order 0.1%
(5) and the leading magnetostrictive material, Terfenol-D
(Tb0.33Dy0.67Fe2), shows a field-induced strain of about
0.24% (6,7).

The strain-versus-temperature (ε-T) curves of thermo-
elastic martensite, Fig. 1(a), bear little resemblance to
the ε-H curves of Fig. 1(b). The former typically show a
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Figure 1. Contrast between (a) the thermally induced strain in
the shape memory alloy, NiTi and (b) the magnetic-field-induced
strain in a ferromagnetic shape memory alloy. Here, strain versus
applied field is measured at 265 K in the martensitic phase of
Ni2MnGa. Inset: Relative orientation of sample, strain gauge, and
applied field (4).

large thermal hysteresis, with martensite and austenite
start and finish temperatures defined by the sharply
curved points of the ε-T curves; the change in sample strain
through the thermoelastic hysteresis can be several per-
cent. The ε-H curves of Fig. 1(b) bear some resemblance to
those of a negative magnetostriction material: the strain
is of even symmetry in the applied magnetic field and
increases superlinearly in H before saturating. However,
the FSMA strain effect differs in many ways from mag-
netostriction as will be shown in detail later. The strain
shown in Fig. 1(b) represents only a small fraction of the
6% or 7% transformation strain expected to be accessible
by field-induced twin selection in Ni–Mn–Ga FSMAs. In
fact, FSMAs have recently exhibited the full field-induced
strain associated with their crystallographic distortion by
application of a field of 320 kA/m (4 kOe) to a single-variant
sample of an off-stoichiometry crystal of Ni–Mn–Ga (8).

The mode of actuation shown in Fig. 1(b), namely field-
induced strain within the fully martensitic state, is to
be contrasted with application of a magnetic field to the
austenitic (A) phase of an FSMA to induce the transforma-
tion to the single-variant martensitic (M) phase, Fig. 2(a).
Here the A-M phase boundary is shown as a surface in H-σ -
T space. As is the case with most martensites, a shear stress
applied to the A phase at a temperature just above the
M-start temperature can initiate the A → M transforma-
tion; see vertical path ε–σ in Fig. 2(a) (1,9,10). The A → M
transformation is accompanied by the release of a
heat of transformation measured to be Q = 40 MJ/m3

(288 cal/mole) (11) and Q = 98 MJ/m3 (706 cal/mole) (12).
Kanomata et al. (13) find that hydrostatic pressure sta-
bilizes the A phase (the transformation temperature de-
creases with increasing hydrostatic pressure). This oc-
curs despite the smaller volume of the martensitic phase:
aA = 0.582 nm, aM = 0.592 nm, and cM = 0.557 nm. In con-
trast, a shear stress stabilizes the M phase (14). The M
phase should also be stabilized by application of a mag-
netic field to an FSMA; see the horizontal ε-H path in Fig.
2 (a) (15). However, the Clausius-Clapeyron equation in-
dicates that a magnetic field of order 107 A/m (B = 12 T)
would be needed to induce the transformation in a sam-
ple held about 1◦C above the martensite start temperature
(14). Experiments on Ni2.19Mn0.81Ga bear this out (16). The
field required for transformation could be reduced by si-
multaneous application of an appropriate stress. Such a
field-induced phase transformation would release the full
transformation strain accompanied by a stress compara-
ble to the yield stress of the detwinned martensite. Stress-
assisted, field-induced transformations have been inves-
tigated by Vasil’ev et al. (17). On transforming back to A,
the heat of transformation is absorbed by the material (11).
Such field-induced and stress-induced transformations can
show significant hysteresis because phase boundary mo-
tion is involved.

The present article focuses on the application of a mag-
netic field to a twinned M phase that is ferromagnetic,
Fig. 2(b). It is necessary that the magnetic anisotropy of
the M phase be large compared to the energy required for
twin boundary motion and, further, that the preferred di-
rection of magnetization changes across the twin bound-
ary. When this is the case, application of a magnetic field
results in a difference in Zeeman energy, �(µo Ms·H ),
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(a) Magnetic field-induced
 A->M transformation
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Figure 2. (a) Magnetic field-induced transformation of an austenitic sample to a single-variant
martensitic structure. The A-M phase boundary is shown below in field-stress-temperature space;
the arrow indicates how an increasing field can induce the transformation (horizontal ε-H path).
This process may be assisted by application of a suitable stress (vertical path ε–σ path). (b) A field
may be able to move twin boundaries in a twinned martensitic FSMA, changing the state of strain
of the martensite. Compare the strain-versus-temperature hysteresis loop in lower panel with Fig.
1(a). The added field axis shows how application of a field in the martensitic state (bold line on ε-T
loop) can alter the state of strain of the sample.

across the twin boundary. This energy difference exerts a
pressure on the twin boundary so as to grow the twin vari-
ants having the more favorably oriented magnetization.
The resulting field-induced twin-boundary motion pro-
duces a large strain, fully within the martensitic state of an
FSMA.

This article describes the crystallography and
magnetism of Ni–Mn–Ga in order to explain the very
large strains produced by field-induced twin-boundary
motion in martensite. Examples of field-induced strain
by twin boundary motion in Ni–Mn–Ga FSMA samples
having different twin structures are given. Martensitic
Fe70Pd30 has also shown field-induced strains of 0.5%
(18), and efforts are under way to develop other iron-base
FSMAs (19–21). These other materials will not be covered
in depth. The state of theoretical modeling of strain
and magnetization in FSMAs is reviewed. FSMA field-
induced strains are compared and contrasted with the
thermoelastic shape-memory effect and magnetostriction.

FIELD-INDUCED STRAIN IN FSMAs

Crystallography and Mechanical Properties

The chemically ordered austenitic phase of Ni2MnGa has
the L21 Heulser structure (Fm3̄m) with room tempera-
ture lattice constant a = 0.582 nm (22). Figure 3(a) shows
the chemical ordering favored below 800◦C, and the {101}
slip planes are shaded in. The eight Ni atoms are located

at the center of each of the eight cubic sub-units; Ni or-
ders to these sites in the high-temperature cubic phase
near or above the melting temperature. The Mn and
Ga atoms order on the remaining sites (as shown by
the two sizes of spheres in Fig. 3a) below 800◦C (23).
In the martensitic state, this structure is tetragonally
distorted with a = b = 0.592 nm, c = 0.557 nm. The c axis
contraction is c/a = 0.94. The appropriate unit cell of the
tetragonal martensite (I4/mmm, having c′ = c and a′ =
b′ = a/2) is shown in Fig. 3(b). The twin plane identified
in the structure at left as (101) has Miller indexes (112)
when referred to the tetragonal unit cell axes. The c′/a′

ratio in the unit cell has the magnitude
√

2 · c/a ≈ 1.33.
In this article, discussions are referenced to the struc-

ture at left ({101} twin planes) rather than the true body-
centered unit cell, in order to bring out the fact that the
martensitic phase of Ni2MnGa is contracted along its pre-
ferred direction of magnetization, relative to the austenitic
phase.

The off-stoichiometry phases of Ni–Mn–Ga generally
used in engineering studies may have more complex struc-
tures. The most useful phase is a five-layerd, tetragonal
martensite (22). Slight variations in composition near sto-
ichiometry can result in different tetragonal structures
having very different magnetic anisotropy, c/a ratios
and responses to applied magnetic fields. For example,
Sozinov et al. (24) report that while Ni49.2Mn29.6Ga21.2 is
an easy axis (M ‖ c-axis), tetragonal five-layered marten-
site with c/a = 0.94, and field-induced strains of several
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Figure 3. (a) Model of the cubic Heusler, L21, structure of austenitic Ni2MnGa. In the martensitic
state this structure contracts along its c-axis (c/a < 1), and it may twin along {101} planes. (b) The
I4/mmm, body-centered tetragonal (c’/a’ > 1) martensitic unit cell is shown with the same twinning
planes, now identified as {112}.

percent, Ni52.1Mn27.3Ga20.6 is an easy plane (M ⊥ c-axis),
tetragonal martensite with c/a = 1.2, and negligible field-
induced strain. Some Ni–Mn–Ga samples (both polycrys-
talline) show orthorhombic structures (16,25). While
orthorhombic structures have more possible twin-plane
orientations than tetragonal structure, the models
described below for the field-induced strain still seem to
apply.

The mechanical properties of FSMAs in the martensitic
phase are similar to those of conventional SMAs (Fig. 4).
With increasing stress, the material first shows a modu-
lus, C0, characteristic of the single-variant state. Above a
critical stress, σ0, at which deformation by twin-boundary
motion initiates, the modulus decreases to Ctb and the ma-
terial may strain to its full transformation strain, ε0, after
which it is mechanically detwinned. The transformation

ε

εo

Co

Ctb

σ

σo

Figure 4. Schematic of the stress–strain behavior of martensite.
Above a critical stress, σ0, the modulus drops to Ctb as the mode
of deformation becomes twin-boundary motion. Depending on the
twin-variant structure at σ0 the material may deform as much as
ε0, the transformation strain, before it is detwinned and reverts
to the stiffness of the single-variant state, C0.

strain is the crystallographic distortion in a martensitic
transformation: ε0 = 1 − c/a referred to the austenitic unit
cell. For still larger stresses, the modulus reverts to its
single-variant value.

Values of the parameters in Fig. 4 measured for
Ni2MnGa crystals are typically of order σ0 = 1 − 10 MPa,
C0 = 2 GPa, ε0 = 0.06, and Ctb = 18 − 30 MPa (26,27). The
small value for C0 relative to the stiffness of the parent
phase, which is of order 70 GPa, probably reflects a small
degree of twin-boundary motion in the martensite before
the initiation of abundant twin-boundary motion at σ0.
Hence 70 GPa should be regarded as more typical of the
martensitic stiffness at constant strain.

Magnetization

Ni2MnGa shows a saturation magnetization at 265 K (in
the martensitic phase) of Ms = 484 kA/m (484 emu/cm3)
(4). Given its mass density of 8.3 g/cm3, this translates to
a saturation flux density of Bs = 0.6 T (4π Ms = 6 kG). The
Curie temperature is about 350 K. This is greater than
the martensite transformation temperature, which varies
strongly with composition and stress and is typically about
273 K (1,11,27). The strength of the uniaxial anisotropy
of tetragonal Ni2MnGa has been measured from single-
crystal magnetization curves and found to be about 1.2
× 105 J/m3 at −8◦C, favoring magnetization parallel to
the c axis (4). Tickle and James (29) made measurements
on single crystals of a Ni51.3Mn24.0Ga24.7 constrained to
be in the single-variant state during magnetization. They
find Ku = 2.45 × 105 J/m3 at −17◦C. The samples cited
in this article, close in composition to Ni50Mn28Ga22, show
a magnetic anisotropy in the single-variant constrained
M phase at room temperature that ranges from 1.6 to
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Figure 5. µ0 M-H measured on a sample of Ni49.8Mn28.5Ga21.7
constrained to by in the single-variant state. The two curves are
measured with the field parallel (square loop) and perpendicular
(linear M-H process) to the c-axis of the variant. (27).

1.9 × 105 J/m3(27). Figure 5 shows M-H loops taken on a
small crystal constrained to be in a single-variant state at
room temperature. Loops are shown for field-applied par-
allel (‖) and perpendicular (⊥) to the c-axis of the variant
(shape effects have been removed from both M-H loops).
The coercivity of the H|| loop suggests that the parallel
magnetization process takes place by magnetic domain-
wall motion. The zero-coercivity, linear H⊥ loop indicates
magnetization by a rotation of the moment from the c axis
to the field direction. The area between the H|| and H⊥
curves, 1.6× 105 J/m3, is the strength of the uniaxial mag-
netocrystalline anisotropy, Ku. A key factor that allows
FSMAs to be deformed by application of a magnetic field is
the relatively large field required to rotate the magnetiza-
tion from the c-axis.

Field-Induced Twin Rearrangement

The magnetic driving force behind field-induced twin
boundary motion is well illustrated by considering a
NiMnGa sample showing large twins. Figure 6 shows an
off-stoichiometry single-crystal sample, Ni49.4Mn29.7Ga20.9,
in the single-variant state and with a sharp kink (bend)
at the position of a twin boundary introduced by appli-
cation of a field at room temperature (30). The kink at
the twin boundary spanning the cross section of the ma-
terial can be moved along the sample length by varying
the field strength and direction. In this mode of operation,
the material always expresses its full transformation shear
strain, γo, across a twin boundary. The shear strain across
the twin boundary is given by γ0 = (a/2c)(1 − c2/a2). Thus,
for c/a = 0.93, 0.94, and 0.95, γ0 = 7.3%, 6.2%, and 5.1%,
respectively.

When a single-variant sample, cut as that in Fig. 6(a),
is placed in a magnetic field, the long sample axis does
not align with the field as magnetostatic considerations
alone would dictate. Instead, it aligns at about 45◦ to the
field and is stable for only one orientation about its shape

H=0

2.6 cm

(a)

H=4 kOe(b)

Twin boundary

Figure 6. a) Photo of single-variant sample of
Ni49.4Mn29.7Ga20.9 at room temperature in zero external field.
b) The same sample with a 6◦ kink at a twin boundary introduced
by application of a field of 320 kA/m (4 kOe). This kink defines a
5% shear strain relative to the unchanged variant at the left end
of the sample (30).

axis. The same orientation is stable if the field is reversed.
This indicates that this sample is characterized by a
uniaxial magnetic anisotropy with the easy axis of magne-
tization oriented at about 45◦ to the sample length. X-ray
diffraction shows this magnetic easy axis to lie along the
crystallographic c-axis.

Given this orientation of the crystal structure, Fig. 7
illustrates how the crystal shown in Fig. 6 can be cut to
optimize axial strain. The orientation of the twin boundary
observed in Fig. 6 and sketched in Fig. 7(b), coincides with
a {101} plane (a {112} plane in the unit cell of Fig. 3b). Note
that the orientation of the c axis changes across the twin
boundary.

Because the c-axis changes direction across the twin
boundary, the preferred direction of magnetization also
changes. The directions of magnetization shown in Fig.
7(b) have been confirmed by scanning the four long sam-
ple surfaces with a small Hall probe (30). The field normal
to the sample surface, arising from the component of its
magnetization perpendicular to the surface, was found to
map very closely with the twin structure, changing sign
across the twin boundary and from the front to the back
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Figure 7. At the top are shown schematic views of the sample in
Fig. 6 with the directions of magnetization shown for each variant.
Below is sketched the orientation of the martensitic crystal struc-
ture, left, and the twinned martensite, right. The atomic displace-
ments increase further to the right of the twin boundary shown,
maintaining a constant shear angle.

of the sample. This change in the preferred direction of
magnetization provides the mechanism for field-induced
motion of the atoms that constitutes twin-boundary
motion.

Application of a field orthogonal to the magnetization of
a single-variant sample may cause a new variant to nucle-
ate (perhaps at a surface defect) and grow. The twin bound-
ary in Fig. 6(b) can be moved along the sample length by
sliding the sample over the edge of a suitably oriented per-
manent magnet (30). The field at the corner of the magnet
is approximately 320 kA/m (4 kOe). The magnetic field ex-
erts a pressure on the twin boundary largely by virtue of
the difference in Zeeman energy, �µ0Ms·H, between the
two variants. For this pressure to exist, it is necessary that
the anisotropy energy density, Ku = 1.8 ×105 J/m3, be com-
parable to or greater than the Zeeman energy density dif-
ference, Ku > µ0 Ms H. (If, on the other hand, the Zeeman
energy is much greater than the anisotropy energy, the
magnetization vectors in the two variants align with the
field, and the Zeeman energy difference vanishes.) If the
magnetic pressure on the twin boundary is greater than
the energy density utb associated with twin-boundary mo-
tion, µ0 Ms H > utb, then field-induced twin-boundary mo-
tion may result. The energy utb can be estimated from the
stress-strain data such as that depicted in Fig. 4. A critical
mechanical stress σ0 is needed to initiate twin-boundary
motion in martensite (30,31). Martynov and Kokorin (26)
show that σ0 can be as small as a few MPa. Using ε0 ≈ 0.06
at this critical strain, utb ≈ ε0σ0 is of order 105 J/m3. The de-
tailed interplay of these comparable energy densities, Ku,
µ0 Ms H, and utb, as well as the magnetostatic energy (which
is a strong function of sample shape and is of order 104 to
105 J/m3 for Ni2MnGa) is best understood using quantita-
tive models. These are described in the next section.

Because the strain across a twin boundary is a pure
shear strain, samples having the active twin planes at 45◦

to the sample end faces can show extensional strain under
twin boundary motion (as observed in Fig. 1). When the

active twin planes are at 45◦ to the sample surfaces, the
FSMA behaves more like a magnetostrictive material such
as Terfenol-D, [(Tb0.3Dy0.7)Fe2] or a piezoelectric; it extends
or contracts in the field direction and conserves volume to
first order.

QUANTITATIVE MODELS
OF TWIN-BOUNDARY MOTION

Three of the models describing the field-induced motion
of twin boundaries in FSMAs are reviewed. They are the
numerical micromagnetic model (2,18), and the analytic,
thermodynamic models of O’Handley (32) and Likhachev
and Ullakko (31,33,34). Thermodynamic models developed
by Vasil’ev et al. (17) to describe the composition depen-
dence of TC and Tm and by L’vov et al. (35) to describe the
magnetization versus temperature behavior through the
martensitic transformation are not described. A thermo-
dynamic model of the relative stability of limiting states in
a twinned FSMA (36) will be discussed later.

These models generally include the Zeeman energy,
magnetic anisotropy energy, and an external stress. They
may also include a magnetostatic energy (which tends to
restore M to zero when the field vanishes), an internal elas-
tic energy (which tends to restore the field-induced strain
to zero when the field is removed), and energies associated
with the parameters σ0 and Ctb shown in Fig. 4. The action
of the external stress depends on its orientation relative to
the field-induced deformation. Here, the stress is assumed
to be oriented to oppose the field-induced strain. When the
anisotropy is very large, the models generally predict a
stress-strain product that increases linearly with applied
field times the saturation magnetization. (If the external
stress is increased, less strain-per-unit-field results.) When
the anisotropy is not sufficiently strong to keep the mag-
netization along the crystallographic easy axis in the un-
favorably oriented twins (i.e., those variants in which M is
perpendicular to H), the Zeeman energy difference across
the twin boundary is decreased by application of a field and
the achievable strain is limited.

Micromagnetics

James and Wuttig (2) adapted for FSMAs a numerical mi-
cromagnetic theory originally developed to describe the
magnetostriction of Terfenol-D (37). Their model includes
Zeeman energy, external stress, and magnetostatic energy
in a twinned sample at the micromagnetic level:

g (〈ε〉, 〈H 〉) = −µo Ho〈M〉 − σo〈ε〉 +
(µo

2

)
〈M〉D〈M〉. (1)

The strain ε (x) and magnetization M(x) are position de-
pendent, and the energy density is calculated from their
average values in each twin variant or domain, respec-
tively. The external magnetic field and stress are given by
H0 and σ0, respectively. D is the demagnetization tensor of
the twin or domain. This energy is minimized subject to the
constraint that the strains be determined by the allowed
twin systems in the martensite. In addition to predict-
ing linear ε-H0 characteristics (18), detailed magnetization
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Figure 8. Crystallography and variant magnetization directions
calculated for martensitic Ni2MnGa from Eq. (1). Increasing
applied field (vertical in this figure) stabilizes variants having
smaller lattice constant in the magnetization direction (38).

distributions in the twins can be plotted. Figure 8 shows
the results of numerical minimization of Eq. (1) with the
field applied orthogonal to the initial single-variant mag-
netization direction. The variant magnetization prefers to
lie along the tetragonal c-axis. Increasing the field strength
results in stabilization of new twin variants having magne-
tization more closely aligned with the field direction. Note
the mirror symmetry in the crystal structure across the
twin boundaries. In addition to a net contraction of the
material in the direction of the applied field, the surfaces
become ridged at the twin boundaries.

When µ0 Ms H ≈ Ku, the external field can cause the
moment in unfavorably oriented variants (M nearly hori-
zontal in Fig. 8) to rotate away from the local c-axis. As
the magnetization vectors in two adjacent variants become
parallel to each other, the Zeeman energy difference across
the twin boundary decreases and the field-induced twin
boundary motion is diminished. When magnetocrystalline
anisotropy is included in the micromagnetic model (39),
the rotation of the domain magnetization by the external
field can be mapped from variant to variant as an applied
field alters the variant distribution. Plots similar to those

Figure 9. Two-dimensional representation of field-induced twin-boundary motion. The parame-
ters fi (i = 1, 2) are the volume fractions of variants 1 and 2 and δ f = f1 − 1

2 describes the dis-
placement of the twin boundary from ε = 0 as shown at the far right.

in Fig. 8 have been used to interpret the rich twin/domain
images observed by magnetic force microscopy in NiMnGa
samples (40).

These numerical micromagnetic models can include mi-
cromagnetic effects not tractable in analytic models. How-
ever, numerical models do not offer some of the insights
afforded by analytic models.

Analytic models

O’Handley (32) wrote a free energy expression for an
FSMA comprised of two twin variants separated by a
single mobile twin boundary. Zeeman energy, µ0 Ms·H,
magnetic anisotropy energy, Ku sin2

θ , and an internal
restoring elastic energy, Ceffε

2
o/2, were included initially;

an external stress-induced energy, σ.e, was added later
(8,41):

gi = −µo Mi · H + Ku sin2
θi +

(
1
2

)
Ceff e2 + σ̈ · ε̈. (2)

The subscript i corresponds to variant 1 or 2 and the direc-
tions of the c axis and the local magnetic moment define the
angle θi as in Fig. 9. The elastic energy density expresses
energy stored in unresponsive variants; Ceff is the stiffness
of the martensite in the presence of mobile twin boundaries
(Fig. 4). The two-dimensional representation is justified
because the deformation and magnetization changes occur
only in the plane defined by the c-axes of adjacent variants.
It applies to multivariant samples having more than two
c-axis directions only with modifications (33).

The field-dependent strain is expressed purely as a func-
tion of the volume fraction, fi, of each variant: ε(H) =
εoδ f (H), where εo is the transformation strain and δ f =
f1 − 1

2 is defined in Fig. 9. The equivariant state, f1 =
f2 = 1

2 , is defined here as ε = 0. In contrast, the expres-
sion for magnetization includes contributions from both
twin-boundary motion and magnetization rotation within
the twin variants (32).

In the strong anisotropy limit, the sample is magnetized
only by twin-boundary motion rather than magnetization
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rotation. The external stress is applied in a direction that
opposes the action of the field; for Ni2MnGa, that would be
a compressive stress parallel to the c-axis of the twin vari-
ant that is unfavorably oriented with respect to the field.
The total energy density in Eq. (1) can be minimized with
respect to the twin-boundary displacement, δ f , as well as
with respect to the angles θi . In the special case H || M1,
θ1 = 0 and only the θ2 minimization need be done. The lat-
ter minimization gives h = sin θ2, where h = µ0 Ms H/(2Ku),
and the two minimizations combine to give

ε(H) = εoδ f = µo Ms H(1 − h) + Kuh2 − σεo

Ceffεo

= 2Kuh(1 − h/2) − σεo

Ceffεo
. (3)

For large Ku (small h), Eq. (3) indicates that ε(H) =
(µo Ms H − σεo)/Ceffεo. That is, the low-field strain response
of the system is governed by the balance between the
Zeeman energy and the external stress. This equation de-
scribing strain by twin variant rearrangement as posi-
tive linear in H is to be compared with the quadratic
form for conventional magnetostrictive strain in an elasti-
cally isotropic, magnetically uniaxial material, ε = (3/2) λs

(x2 − 1/3) where x = cos θ = M/Ms = H/Ha for a hard-axis
magnetization process (42). The field-induced strain in
Eq. (3) can be shifted rigidly toward negative values by
an external compressive stress. Further, the strain scales
inversely with the internal elastic restorative stress, Ceffεo,
due to the noncompliant parts of the sample. If this restora-
tive stress is small (i.e., the twin boundaries move easily),
a twinned sample strains easily (dε/dH approaches infin-
ity), and even for large Ku, it magnetizes easily (dM/dH
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Figure 10. Graphs of reduced magnetization, m = M/MS,
and reduced strain, εy = ε/εo from Eq. (3) with σ = 0 in the
intermediate anisotropy case, h ≈ 1 for µo MS = 1.25 T (MS =
1000 emu/cm3). The twin geometry and field orientation are
chosen to be as shown in Fig. 9. Curves are plotted for six
combinations of magnetic anisotropy and internal elastic en-
ergy densities given by the bold ticks on the outer coordinate
axes. Note that in all cases the remanence is 0.5 because of
the geometry chosen. A nonzero applied stress would simply
shift the strain values negative, including the value at H =
0 (32).

approaches infinity) once the critical field for twin-
boundary motion is exceeded.

On approaching rotational magnetic saturation (h = 1),
ε(H) scales with (Ku − σεo)/Ceffεo and is no longer linear
in H. That is, the maximum field-induced strain is lim-
ited by the balance between the anisotropy and the exter-
nal stress. The FSMA can show positive or negative strain
depending on the relative magnitudes of anisotropy and
applied stress.

These conclusions are plotted numerically in Fig. 10
for six different combinations of anisotropy-energy density
and internal strain energy (32). At the upper left, for large
anisotropy (Ku = 3 × 106 J/m3) and small internal stress-
induced energy (0.5Ceffεo

2 = 2 × 105 J/m3), the sample can
be magnetized only by twin-boundary motion, not by mag-
netization rotation. Thus, the reduced magnetization, m,
and the reduced strain, εy, increase together, linearly in
applied field. They reach their saturation values in rela-
tively small fields. Moving across the top row of panels,
the anisotropy remains strong, but the internal restoring
stress increases. The field dependence of m and ε remain
correlated and close to linear even up to µo H = 1 T but
the magnetic and strain response achieved in these fields
are reduced because twin-boundary motion faces greater
internal elastic opposition. The lower row of panels be-
gins with both weak anisotropy and weak internal restor-
ing force. The weak anisotropy allows the field to rotate
the magnetization in the unfavorably oriented variant, in-
creasing m. However, the rotation of the magnetization re-
duces the Zeeman pressure on the twin boundary. As a
result, the magnetization can increase (by rotation into
the field direction) while the strain lags behind because
it depends only on twin-boundary motion. Further, the
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field-induced strain gained by twin-boundary motion at
weak fields may be reclaimed by the material (depending
on the irreversibility of the twin-boundary motion) as the
Zeeman pressure on the twin boundaries decreases with in-
creasing field, allowing the internal stored stress to relax.
These effects become even more pronounced on moving to
stronger internal stress as shown in the bottom row of in-
set figures. The magnetization curves calculated here differ
from the hard-axis, magnetization-rotation process shown
in Fig. 5 because these are the result of twin boundary
motion as well as magnetization rotation; that in Fig. 5 is
for magnetization rotation only as the sample there is con-
strained to the single-variant state. It should be noted that
when M2 rotates toward H in the weak anisotropy limit,
the Zeeman energy difference decreases like sin θ2 and the
anisotropy energy difference increases like sin2 θ2. The net
magnetic pressure reaches a maximum value of Ku when
h = 1.

This model also indicates that the field component re-
sponsible for driving twin-boundary motion is that parallel
to the twin plane. The data of Fig. 1(b), as well as M(H) for
that sample, are well described by this model with σ = 0,
Ku = 2.2 × 105 J/m3, and Ceffεo = 2.6 MPa (32).

The consequences of the parameters σ 0 and Ctb (Fig. 4)
are to increase the irreversibility of the strain-versus-field
loops. The twin boundary yield stress, σ 0, adds a term to
the applied field in Eq. (3) with a sign that always opposes
the applied field: H −> H ± σ 0ε0/µ0 Ms. This addition to the
applied field is a twin-boundary coercivity, the field needed
to initiate twin-boundary motion. If one were to take
account of the threshold field needed to initiate twin-
boundary motion, the curves in Fig. 10 would be shifted on
the field axis to show hysteresis with the increasing-field
(decreasing-field) curves displaced to the right (left) by Hc.

Likhachev and Ullakko (31,33,34) have taken a more
general analytic approach to the problem in three dimen-
sions. They integrate the Maxwell relation

∂σ

∂m
= −∂h

∂ε
(4)

to arrive at the field-dependent strain:

ε(H) =
(

∂σ

∂ε

)−1

ε=0


 ∂

∂ε

H∫
o

µo MdH




ε=0

. (5)

They assumed that from the equivariant state, one-third of
the material is easily magnetized (the variant fraction that
has its c-axis parallel to the field); H|| is the anisotropy field
for such axial variants. H|| should be the shape anisotropy
of the sample; about 0.1 MA/m in Fig. 5). Also, two-thirds
of the material (those variants with c perpendicular to H )
will have to be magnetized in their hard direction with a
transverse anisotropy field, H⊥ > H|| (compare Fig. 5). As
the equivariant state is upset by twin-boundary motion
under the application of a field, the magnetization and
strain can be expressed as functions of x, the volume frac-
tion of axial variants, which plays a role similar to δ f in the
2-D model (Fig. 9). The parameter x is eliminated between

the expressions for ε FSMA(H, x) and M(H, x), giving

εFSMA = 2
3

(
εo

dσ

dε

)−1

ε=0

H∫
o

µ0{M‖(H) − M⊥(H)}dH. (6)

This result indicates that the field-induced strain depends
inversely on ε0dσ/dε = Ctbε0. Further, the strain varies lin-
early with the magnetic field energy stored in the material
because the integral in Eq. (6) is the anisotropy energy (the
area between the two M(H) curves in Fig. 5) that must
be overcome by the applied field in order to saturate the
material. Experimental M(H) and σ (ε) data are used as
input to Eq. (6) to allow prediction of ε (H, σ ) (31). At
saturation Eq. (6) reduces to

εFSMA
Sal = 1

3

(
εo

dσo

dε

)−1

ε=0
(H1 − Ha)µo Ms ≈ µo Ms�H

3Coεo
. (7)

The term µ0 Ms H(�H/H) expresses succinctly and ele-
gantly the dual importance of both the Zeeman energy,
µ0 Ms H, and the anisotropy, �H/H, which make up the
energy difference across a twin boundary. This interplay
of both Zeeman and anisotropy energy is represented
by the first two terms in the numerator of Eq. (3). The
model of Likhachev and Ullakko suggests that the field-
induced strain is limited by the internal stress, σ o = Ctbεo,
needed to nucleate and move mobile twin boundaries in
the martensitic phase. This term has a different meaning
than Ceffεo in Eq. (3) although the magnitude of both terms
is similar. In both models, a value for σo of order a few MPa
provides a good fit to data in Fig. 1.

The analytic models suggest that large values of the dif-
ference H⊥ − H|| (or large Ku), large saturation magnetiza-
tion, and low-threshold stress, σ0, are critical parameters
for achieving large field-induced strain by twin-boundary
motion.

Finally, it is important to be able to extend the results
of these single-crystal models to polycrystalline materials
that may be used in some applications. Bhattacharya and
Kohn (43) have given a Taylor (lower) bound to the strain
that can be achieved in a random polycrystalline shape
memory material. They find that for cubic-to-tetragonal
martensites, the lower bound to the strain is zero. However,
for lower symmetries, some fraction of the transformation
strain can be induced by stress because in lower symmetry
structures there are more planes along which the system
can twin to accommodate an external stress.

Marioni et al. (44) have taken FSMA twin variants, de-
scribed in a model similar to that in O’Handley (32), and as-
sembled them with various textures to simulate noninter-
acting grains in a polycrystalline sample. This model gives
an upper bound for the maximum field-induced strain be-
cause grain-to-grain elastic interactions are treated only in
a mean-field way by the parameter Ceffεo. They find that for
tetragonal FSMAs, a random polycrystalline sample could
give a field-induced strain up to 20% of ε0. For a texture
in which twin plane normals are distributed about the
field direction at a common angle (a texture which may be
achieved by uniaxial compression), the field-induced strain
can be as much as 34% of ε0. In addition, this model pre-
dicts a threshold field below which there is little strain
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(a) (b) (c)

Figure 11. Above left: Orientation of M, H, and σ relative to the twinned sample. High-speed
video frames (a), (b), and (c) show the sample in the initial vertically compressed (σ ≈ 1 MPa)
state (H = 0), in an intermediate state, and in the final magnetically saturated (and fully strained
vertically by 6%) state, respectively. Below: Selected field-induced strain curves at various external
opposing stresses at room temperature for a Ni49.7Mn28.5Ga21.7 single crystal (8).

response because the component of the applied field paral-
lel to the twin planes of a given orientation is less than the
twin-motion coercivity. For fields above this threshold, the
strain increases rapidly toward the linear value predicted
by the thermodynamic models. The physical origin of this
threshold field in polycrystalline samples is different from
that associated with σ0 and the initiation of twin-boundary
motion.

FIELD-INDUCED STRAIN UNDER LOAD

With the background developed so far, it is now possible to
describe and analyze in more detail the measurements of
field-induced strain under load that form the basis for use
of FSMAs as actuator materials.

dc Actuation under Static Stress

Figure 11 shows the results of field-induced strain mea-
surements in a Ni49.8Mn28.5Ga21.7 single crystal at room
temperature for various axial external stresses that oppose
the field-induced strain. The sketch at the upper left shows

the orientation of the magnetization, magnetic field, and
external stress relative to the twinned sample. The three
photographs are frames from a high-speed (1200 frames/s)
video taken on the sample close to the initially stressed
state (approximately 1 MPa) at H = 0 (frame a), at about
15 ms into the actuation (frame b), and at saturation after
about 23 ms (frame c). The structure in frame (a) is domi-
nated by the dark twin bands (M parallel to stress). In
frame (b) the lighter twin bands (M parallel to H) fill more
than half the area on the front surface. In frame (c) the
sample is essentially filled by the light-colored twin bands
(except for the thin twin band that apparently remains
pinned).

The graph in Fig. 11 shows the ε-H loops with fairly
abrupt strain changes of several percent, occurring over a
narrow field range. On returning the field to zero, signifi-
cant hysteresis is evident. With increasing external stress,
the threshold field for strain actuation increases and the
strain at saturation decreases. At low external stress, the
field-induced stain does not reset to ε = 0 upon removal
of the field. This suggests that Ceff is small in this case.
At strain levels in excess of 0.7 MPa, the sample resets



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-I January 24, 2002 15:42

946 SHAPE-MEMORY ALLOYS, MAGNETICALLY ACTIVATED FERROMAGNETIC SHAPE-MEMORY MATERIALS

Table 1. Mechanical and Magnetic Parameters measured
for Single-Crystal Ni–Mn–Ga and Used in Eq. 3 in the
Model Results of Fig. 12

Parameter Range of Measured Values Values used in Fig. 12

σ0 (MPa) 0.8–1.5 1.0
C0 (GPa) 70 —
Ctb (MPa) 15–25 18
ε0(%) 5.7–6.1 5.7
µ0 Ms (T) 0.60–0.63 0.60
Ku (MJ/m3) 0.16–0.19 0.18
Hc (MA/m) 0.1–0.16 0.093

to condition a) when H = 0. The hysteresis appears non-
monotonic in applied stress. Nearly the full transforma-
tion strain is achieved in this sample for stresses less than
0.5 MPa. Some samples have shown strains of 6.1% at sat-
uration (8,45).

The data of Fig. 11 can be modeled with Eq. 3 us-
ing the measured Ni–Mn–Ga parameters (see Table 1).
The hysteresis is accounted for in an ad-hoc manner by
adding to the applied field a coercive (offset) field Hc =
±σoεo/(µo Ms) = 93.3 kA/m (1.17 kOe). The model results
displayed in Fig. 12(a) and (b) show that these parameters
give a reasonable reproduction of the major trends in the
experimental data, namely the shape of ε(H), as well as the
increase in threshold field and decrease in strain with in-
creasing external stress. The model does not account for the
observed change in coercivity with external stress. The pre-
dicted decrease in saturation strain with increasing stress,
Fig. 12 (b), is consistent with observations.

The limitations of the model in fitting the data may be
the result of neglecting magnetostatic effects in the model.
It is not the result of a stress-induced anisotropy (3σλ/2)
adding to Ku as external stress is increased. Based on
the measured magnetostriction of the martensitic phase,
λs = −145 × 10−6 (28), the magnetoelastic anisotropy at
σ = 2 MPa is more than two orders of magnitude smaller
than Ku.

Alternating-Field Actuation under Dynamic Load

The quasi-static, field-induced strain measurements
shown in Fig. 11 have also been carried out at actuation
frequencies up to 330 Hz. To perform these measurements,
the static load was replaced with a spring against which
the sample extends under a transverse field (Fig. 13).

Figure 14 shows a set of field-induced strain curves
taken at 1 Hz drive, 2 Hz actuation in the system shown
in Fig. 13 (46). The sample is a single crystal of Ni–Mn–Ga
measuring 1 × 5 × 7 mm, with the field applied normal to
the 1 × 7 mm face and the strain measured along the 7 mm
direction. The saturation strain at any given stress level
increases with increasing stress, reaching a maximum
value near 1.4 MPa. Note the much smaller hysteresis
in this case compared to the quasi-static situation shown
in Fig. 11. For larger stresses, the saturation strain
decreases, and the hysteresis as well as the threshold field
for actuation increase.

When the sample is driven to higher frequencies than
in Fig. 14, the saturation strain is unchanged up to an
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Figure 12. a) Calculated strain versus applied field curves from
Eq. (3). b) Calculated strain at peak field versus stress with over-
laid experimental points from the full set of data depicted in
Fig. 11 (8).

actuation frequency of about 100 Hz. Beyond that value,
the peak output strain drops off sharply. However, it is
clear from the data in Fig. 15 that the drop-off in res-
ponse is due to the reduction in the applied field. Above
a drive frequency of about 50 Hz, the inductive reactance
of the field coils becomes sufficiently large that the power
supply can no longer deliver the current needed to gen-
erate a field sufficient to saturate the strain. Power sup-
plies must be designed to match the impedance of the
load over the operating bandwidth. Pulsed-magnetic-field
measurements with a drive-field rise time of 1 ms indi-
cate that single-crystal samples of Ni–Mn–Ga can strain
at a rate that keeps up with the rise time of the pulse
(47). This implies a bandwidth of at least 1 kHz for these
materials.
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Photograph of dynamic
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Schematic of dynamic
FSMA tester.
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Figure 13. Test system, schematic (left) and photograph (right)
The FSMA sample is subjected to a bias stress along one axis and
an ac magnetic field along an orthogonal axis. A micrometer ad-
vances the sample into the spring to establish the desired bias
stress level. The sample elongation under applied field is mea-
sured with an eddy-current proximity sensor. The apparatus mea-
sures approximately 12 × 15 × 30 cm (46).

DISCUSSION

Engineering Parameters

James and Wuttig (18) have observed the rearrangement
of twin boundaries in martensitic Fe70Pd30 accompanying
a field-induced 0.5% extensional strain. Similarly, Ni–Mn–
Ga crystals show extensional strains under quasistatic ex-
citation of ε > 4% at room temperature (8,45). AC strains
in excess of 3% in Ni–Mn–Ga crystals at room temperature
have been reported (46). The response of active magnetic
materials is generally described by the magnetostrictivity
defined as dij = ∂ε1/∂ Hj, where the subscripts refer to di-
rections in Cartesian coordinates. Magnetostrictive ma-
terials such as Terfenol-D are often operated under field
bias. In the case of the FSMA data shown in Fig. 14,
application of a bias field of about 2 kOe and an ac field
of ± 1kOe about that bias, would result in actuation at
the drive frequency with an output strain of about 2%
peak-to-peak. The value of d31 under such actuation is
about 1% per kOe or 12.5 × 10−8 m/A. This value compares
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Figure 14. Field-induced strain data for several values of ap-
plied stress .at an actuation frequency of 2 Hz. The sample elon-
gates against the spring for both positive and negative field cycles,
giving an actuation frequency twice the drive frequency.
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Figure 15. Frequency dependence of peak field generated in the
system shown in Fig. 13 (upper curve) and the strain at peak field.
The decrease in actuation strain above a drive frequency of 50 Hz
has been identified as due to the decrease in field applied to the
sample (46).

favorably with the value of d33 for Terfenol-D in Table 2.
Table 2 compares the magnetostrictivities, dij, for two
active FSMAs and the leading magnetostrictive material,
Terfenol-D, Fe2(Tb0.3Dy0.7).

The negative (positive) sign of d33 (d31) for Ni–Mn–Ga
reflects the fact that it contracts along the axis in which the
magnetization increases and expands along the original
axis of M. The magnetomechanical coupling coefficient, k,
is defined for a magnetically driven actuator by the ratio
of the output mechanical energy to the total input energy
(magnetic plus mechanical). For purposes of determining
the coupling coefficient, the following relations based on
clamped and free permeabilities or free and clamped elastic
moduli, can be derived: µε = (1 − k2)µσ or CH = (1 − k2)CM

(6). From Fig. 4 and the data in Table 1, the latter relation
suggests that k approaches unity for these materials, that
is, they couple magnetic energy to a mechanical load with
near-perfect efficiency (48). (The free modulus, CH is taken
as Ctb in Table 1 and the clamped modulus, CM is given by
C0 in Table 1.)

Stress Dependence of ε(H )

The introduction of an external stress in the thermo-
dynamic model when Ceff �= 0 predicts a strain that de-
creases linearly with applied stress, Eq. (3), and Fig. 16(a).

Table 2. Comparison of Currently Achieved
Field-Induced Strain and Magnetoelastic Coupling
Coefficients d33 and d31 in FePd and Ni–Mn–Ga FSMAs
with the Magnetostrictive Material, Terfenol-D

Active Magnetic ε H-field d33 d31
Material (%) (kA/m) (10−8 m/A) (10−8 m/A) k

Fe70Pd30 0.5 800 +0.63 −0.63 —
Ni50Mn28Ga22 6.1a 400 −25 +25 —

3.1b 400 −13 +13 0.8 (1.0)
Terfenol-D 0.2 40 +6 −3 0.8

a Quasi-static actuation.
b ac actuation.
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Figure 16. (a) Field-induced strain versus stress predicted by single-variant thermodynamic
model (32) (b) Field-induced strain versus stress observed in Ni2MnGa at −15◦C (38). (c) Field-
induced strain versus stress calculated with no restoring force (30). (d) Field-induced strain versus
stress observed in Ni–Mn–Ga at room temperature (36).

Figure 16(b) shows one set of strain versus stress data
for Ni2MnGa at −15◦C and H =12 T (29). The saturation
strain achieved here is less than ε0, suggesting that many
of the twin variants are not responding to the applied
magnetic field. These unresponsive twins may present
an elastic resistance (Ceff �= 0) to the deformation caused
by motion of the active twin boundaries. The observed
blocking stress of 9.2 MPa (σ at which ε = 0) is calcu-
lated from Eq. (3) to be 5 MPa (using Ku = 2.45 × 105 J/m3

and εo = 0.05). In contrast, Murray et al. (36) have noted
that different Ni–Mn–Ga crystals may respond to an ap-
plied field with little or no restoring force, namely Ceff ≈ 0.
When the stored elastic energy is omitted from Eq. (2), the
free energy cannot be minimized for |δf | < 0.5. Instead, an
instability arises in which the twin boundary moves com-
pletely (δf = ±0.5) in the direction favored by the field if
µ0 Ms H > σεo and in the opposite direction if µ0 Ms H < σεo.
There is no internal elastic opposition to this motion when
there are no unfavorably oriented twin planes. In such
situations, the strain under load does not decrease linearly
with stress but rather maintains a constant value until a
critical stress is reached, σ c = µo MsH/εo, at which point
the strain vanishes abruptly as in Fig. 16(c). Recent data
on Ni–Mn–Ga at room temperature, Fig. 16(d), support
this instability model (36). In addition, the field-induced
strain in these FSMAs is more bistable (like a Barkhausen
jump), whereas the FSMAs whose response is shown in
Fig. 16 (b) show smoother, more reversible ε (H) as de-
picted in Fig. 1 (36). Likhachev et al. (49) have recently
shown data for the strain dependence of Ni48Mn30Ga22 that

fall between these two limits and are well described by
their model.

It thus appears that a range of e(H, σ ) responses may
be able to be achieved with FSMAs. Smaller output strain
with larger blocking stress may be achieved in some crys-
tals, Fig. 16 (b), or larger output strain with smaller block-
ing stress may be observed in other crystals, Fig. 16 (d).
The reasons behind these different types of response are
not yet well understood. In the present case, the different
temperatures and compositions (and hence different mag-
netic anisotropies, magnetizations, and mechanical pro-
perties) may be factors. Another difference between the
two samples contrasted in Fig. 16 is that the one in panel
(b) shows a much finer twin structure (measured in tens of
microns) with multiple twin systems present. The sample
represented in panel (d) shows a much coarser twin struc-
ture (twin spacing of order 0.5 – 1 mm), and only one family
of twin boundaries is present. It may be possible that some
of the variously oriented twin systems in the former sam-
ple may not respond to the applied field and hence provide
a mechanism for storing energy elastically (0.5Ceff ε0

2) as
the active twins respond to the field.

Comparison with Shape-Memory Effects

Here, we compare the field-induced strain observed in
FSMAs with (1) the thermoelastic shape memory effect
(pseudoplasticity) and (2) stress-assisted martensitic
transformations (superelasticity).
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First, in the thermoelastic shape memory effect, a
twinned, martensitic material is macroscopically deformed
in a manner that appears to be plastic. In fact, the de-
formation is not the result of dislocation formation and
motion, but rather twin-variant rearrangement (twin-
boundary motion). Upon heating to the austenitic phase,
the macroscopic deformation is erased by the structural
transformation of the martensite to austenite. This is the
one-way shape memory effect if cooling back to the marten-
sitic state does not restore the macroscopic deformation.
In some cases, cooling back to the martensitic state can
restore the macroscopic deformation. This is called the
“two-way shape-memory effect.”

This thermoelastic shape-memory effect achieves a
shape change by structural transformation of the mate-
rial between a twinned phase and a different untwinned
phase. By contrast, the shape changes so far observed
in FSMAs are induced by a magnetic field fully within
the martensitic state. It involves the field-induced motion
of twin boundaries. Thus, the effect in FSMAs may be
faster and more efficient compared to the thermoelastic
shape-memory effect where the need for heat transfer lim-
its the kinetics.

Second, when a material showing the shape-memory
effect is subjected to a stress at a temperature just above
the martensite start temperature, the stress can facilitate
the transformation to the martensitic phase. Once twinned
martensite is formed, the stress can result in a large (sev-
eral percent) macroscopic deformation of the material (su-
perelasticity). Upon removal of the stress, the material
re-transforms to the austenitic phase and the large defor-
mation is erased. This effect can be much faster than ther-
mally induced shape changes associated with the marten-
sitic transformation.

FSMAs have been shown to exhibit stress-induced
martensite that then responds to a magnetic field with an
additional strain (19). When the external stress is removed,
the material reverts to the austenitic phase and the large
field-induced strain decreases to the smaller value typical
of the austenitic phase.

Comparison with Magnetostriction

The field-induced strain observed in FSMAs is similar in
some ways to the magnetostriction generally observed in
ferromagnetic materials.

1. In both cases, the strains conserve volume to first
order. Thus, the strain measured from the demagne-
tized or equi-twin-variant state in a direction per-
pendicular to the field will be ε⊥ ≈ −ε‖/2, where ε‖
is the field-induced strain parallel to the field. Non-
uniform initial distributions of domain magnetiza-
tions or twin variants can upset this relation (as
in field-biased or pre-stressed samples such as that
shown in Fig. 11 where ε⊥ ≈ −ε‖).

2. The bending effect across the twin boundary (which
is also a 90◦ domain wall), shown in Fig. 6 for
Ni–Mn–Ga, would also occur in an appropriately
cut ferromagnetic crystal such as Fe (<100> at 45◦

to bar axis) if a single 90◦ domain wall could be

isolated. (Because the magnetostriction coefficient of
Fe in the [100] direction, λ100, is positive, the domain
magnetization would be orthogonal to those pictured
in Fig. 6 or the bending would be in the other
direction.) However, in Fe the bend angle across the
90◦ domain wall would be only 0.002◦ corresponding
to a shear strain of 2 × 10−5.

The differences in field-induced-strain between FSMAs
and magnetostrictive materials are more important than
the similarities.

1. Field-induced strain in FSMAs is due to twin-
boundary motion, which brings with it a change in
the direction of magnetization. The FSMA strain
is tied to the crystallography, not to the direction
of M. That is, it is possible to rotate M with no
FSMA strain, only conventional magnetostriction, in
FSMAs that are characterized by relatively weak
anisotropy. In magnetostrictive materials, on the
other hand, field-induced strain is a result of magne-
tization rotation relative to the crystallography; the
strain is tied to M, and not to the crystallographic
orientation.

2. In the ferromagnetic martensitic phase, the in-
creased magnetocrystalline anisotropy relative to
austenite means that saturation of the magnetiza-
tion requires stronger magnetic fields than in austen-
ite. If TC > Tmart, there is no large FSMA field-induced
strain between Tmart and TC because the material is
in the austenitic phase and twins are not present.
The FSMA strain shows a peak on heating through
Tmart (28,49). If TC < Tmart, there is a static strain in
each variant of the martensitic phase above TC, but
it cannot be controlled by a field because M = 0.
It can be controlled by an applied stress. Magne-
tostrictive strain becomes possible below TC with a
second-order magnetic transformation; it has a tem-
perature dependence governed by [M(T)/M(0)]l(l+1)/2

(51). (Here, l defines the symmetry of the lowest-order
crystal field term: l = 2 is uniaxial and l = 4 is cubic.)
The crystal strain in an FSMA, on the other hand, ap-
pears in the martensitic phase by a first-order struc-
tural transformation below Tmart [James and Wuttig
(2)].

3. Field-induced strains in FSMAs decrease as the
strength of the magnetocrystalline anisotropy of the
martensitic phase decreases below µ0 Ms H. For weak
anisotropy martensite, the field may rotate M with-
out moving the twin boundaries, and there is no
change in macroscopic strain. The field-dependence
of strain in FSMAs—that do not show discontinuous
ε(H) versus σ behavior in Fig. 16(b) and (d)—is pre-
dicted to be linear in H below saturation in the strong
anisotropy limit (18,32). Reduced anisotropy can in-
troduce strong nonlinearities in ε(H) (18,31–34). On
the other hand, the magnetostrictive strain accessi-
ble in a given field H < Ha will be greater, the smaller
the anisotropy. The field dependence of magnetostric-
tive strains in a hard-axis magnetization process is
quadratic in H or M below saturation (42).
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SUMMARY

Ferromagnetic shape-memory alloys have shown field-
induced strains at room temperature greater than those of
any magnetostrictive, piezoelectric, or electrostrictive ma-
terial. This strain is due to the motion of twin boundaries
in the martensitic phase. A variety of ε(H, σ ) characteris-
tics appears to be possible in FSMAs. Some samples tend
to show abrupt twin-boundary motion as the sign of the
quantity 2Kuh(1 − h/2) − σε0 changes. In the other limit of
FSMA behavior, twin-boundary motion appears to be op-
posed by an internal elastic restoring energy, possibly as-
sociated with unfavorably oriented twin boundaries. In the
latter case, the field-induced strain is smaller and more lin-
ear in the applied field for h < 1, and the blocking stresses
can be greater.

Micromagnetic and analytic thermodynamic models are
able to describe the main features of the magnetization pat-
terns in the twinned FSMAs and the forms of ε (H, σ ), and
M(H) in single-crystal FSMAs, respectively. Field-induced
strains in FSMAs show some incidental similarities to
magnetostrictive strains but are essentially different, aris-
ing from the field-induced motion of twin boundaries in a
martensitic phase that is strongly distorted by a first-order
transformation not connected to TC. The field-induced
strains occur at smaller fields as the stress required to
nucleate twin boundary motion, σo, decreases. Decreased
magnetocrystalline anisotropy or increased external stress
limits the magnitude of the field-induced strains. Unlike
the thermoelastic shape-memory effect, large magnetic-
field-induced strain in FSMAs so far is observed fully
within the martensitic state.
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SHAPE-MEMORY ALLOY SYSTEMS

Many systems exhibit martensitic transformation. Gen-
erally, they are subdivided into ferrous and nonferrous
martensites. A classification of the nonferrous martensites
was first given by Delaey et al. (1) (Table 1), and ferrous al-
loys that exhibit a shape-memory effect were first reviewed
by Maki and Tamura (2) (Table 2).

Table 1. Classification of Nonferrous Martensitesa

Group Alloy System

1. Terminal solid solutions 1. Cobalt and its alloys
based on an element 2. Rare-earth metals and their alloys
that has allotropic phases 3. Titanium, zirconium, and their alloys

4. Alkali metals and their alloys and thallium
5. Others such as Pu, Ur, Hg, and alloys

2. Intermetallic solid 1. β-Hume–Rothery phases of Cu-, Ag-, and Au-based alloys
solutions that have a 2. β-Ni–Al alloys
bcc-parent phase 3. Ni–Ti–X alloys

3. Alloys that show cubic 1. Indium-based alloys
to tetragonal trans. 2. Manganese-based alloys (paramagn. ↔ antiferromagn.)
(incl. Quasi-martensite) 3. A15 compounds

4. Others: Ru–Ta, Ru–Nb, Y–Cu, LaCd, LaAgx–In1−x

aRef. 1.

Of the systems mentioned in both tables, only one sys-
tem became industrially successful: Ni-Ti(X,Y) in which
X,Y are elements that replace Ni or Ti. Besides the Ni-Ti
system, a lot of attention had been given in earlier times
to Cu-based alloys (3) and to Fe–Mn–Si alloys (4). Further-
more, in recent years, special attention has been given to
high-temperature shape-memory alloys (HTSMA) (5).

The aim of this article is mainly an introduction to in-
dustrially applicable shape-memory alloys; the following
alloy systems will be reviewed:

� Fe-based alloys
� Cu-based alloys
� Ni–Ti alloys
� HTSMA
� other systems

Fe-Based Alloys (2,4,6)

The austenite (fcc-γ phase) in ferrous alloys can be trans-
formed to these three kinds of martensites, depending on
composition or stress: γ -α′ (bcc), γ → ε (hcp) and γ → fct
martensite.

Although a shape-memory effect has been observed in
all three types of transformation, most attention in de-
veloping a commercial alloy has been given to the alloys
that have a γ → ε transformation. These alloys have a low
stacking fault energy in austenite (Fe–Cr–Ni, Fe–high Mn
alloys). The austenite to ε-martensite transformation pro-
ceeds by the a/6 [112] Schockley partial dislocations that
trail a stacking fault ribbon on every {111} austenite plane
and change the crystal structure to martensite. The shape-
memory effect, which is of the one-way type, results mainly
from reverse motion of the Schockley partial dislocations
during heating.

A complete shape-memory effect has been reached in
both single-crystal (7,8) and polycrystalline Fe–Mn–Si al-
loys (9,10) that contain suitable amounts of Mn and Si.
A 9% shape-memory strain in single crystals (8) and 5%
in polycrystals (9) have been reported.

Any factors that impede the reversibility of the motion
of partial dislocations lead to incomplete recovery and in
turn a poor shape-memory effect.
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Table 2. Ferrous Alloys That Exhibit a Complete or Nearly Complete
Shape-Memory Effecta

Crystal Structure Nature of
Alloy Composition of Martensite Transformationb

Fe–Pt ≈ 25at%Pt bct (α′) T.E.
≈ 25at%Pt fct T.E.

Fe–Pd ≈ 30at%Pd fct T.E.
Fe–Ni–Co–Ti 23%Ni–10%Co–4%Ti bct (α′) —

33%Ni–10%Co–4%Ti bct (α′) T.E.
Fe–Ni–C 31%Ni–0.4%C bct (α′) Non-T.E.
Fe–Mn–Si 30%Mn–1%Si hcp (ε) Non-T.E.

28∼33%Mn–4∼6%Si hcp (ε) Non-T.E.

a Ref. 2.
bT.E.: Thermoelastic martensite, non-T.E.: Nonthermoelastic martensite.

The internal factors that hamper recovery include alloy
composition, Néel temperature, transformation tempera-
ture, and lattice defects. External factors are applied stress
and strain, deformation, recovery annealing temperature,
and thermomechanical treatment.

For example, Murakami et al. (11) showed that Fe–Mn–
Si alloys that contained 28–33% Mn and 4–6% Si exhibit a
nearly perfect shape-memory effect. But alloys whose Mn
content is less than 20% have also been developed success-
fully. Cr (less than 20%) and Ni are added to improve the
corrosion resistance of commercial Fe-based alloys.

So far, Fe-based alloys are not successful SMA. They ex-
hibit only a (limited) one-way shape-memory effect after
a labor-intensive thermomechanical treatment. No signif-
icant two-way effect or pseudoelastic properties have been
reported, whereas only moderate damping capacity might
have some interest. Therefore the only reported successful
applications of these Fe-based alloys are couplings. This
type of application is based on the one-way effect. The re-
covery stresses are moderate but sufficient (12).

Cu-Based Alloys [(1,3,13–16)]

Copper-based shape-memory alloys are derived from
Cu–Zn, Cu–Al, and Cu–Sn systems. The composition
range of these alloys corresponds to that of the well-known
β-Hume–Rothery phase. In most shape-memory alloys,
this phase has a disordered bcc structure at high tem-
peratures but orders to a B2, D03, or L21 form at lower
temperatures. The shear elastic constant of the β phase ex-
hibits anomalous behavior as temperature decreases, that
is, it is lowered till the lattice instability with respect to
{110} <11̄0> shears at some temperature and transforms
β to martensite. The temperature of the transformation
to martensite, Ms, varies with the alloy composition. The
elastic anisotropy of the β phase is much higher compared
to normal metals and alloys and increases further as the
martensitic transformation is approached.

Cu–Zn and Cu–Al martensites are of three types α′, β ′

or γ ′: the subscript 1, 2, or 3 is added to indicate the order-
ing schemes in β, namely, B2 (2) or D03 (1) or L21 (3). Some
conversion from one martensitic structure to another, for
example β ′ → γ ′, may also take place. The net result is a
coalescence of plates within a self-accommodating group
and even coalescence of groups. Heating this deformed
martensitic microstructure transforms it to the β phase,

and the shape-memory effect accompanies the structural
change.

Copper-based shape-memory alloys presently used are
derived from Cu–Zn and Cu–Al systems, and elements
are added for various metallurgical reasons. The working
martensite in these alloys is only or predominantly the
β ′

1, 2 or 3, type where γ ′ martensite is the minor constituent
in the latter case. Alloys that have α′ martensites have so
far not been used. Therefore, alloys of β ′

1, 2 or 3 martensite
are the subject in this part.

Two criteria should be taken into account when se-
lecting an alloy composition to obtain a complete β mi-
crostructure that transforms to martensite: (1) The β phase
must be stable across as wide a temperature range as
possible. The less wide this temperature range, the faster
the cooling rate required to retain the β phase without
diffusional decomposition. (2) Transformation tempera-
tures must fall within a range that satisfies the require-
ment for the shape-memory application (−150 to 200◦C).
The three alloy systems in Table 3 satisfy these criteria.
They are used nowadays, but in limited amounts. Apart
from composition, transformation temperatures are also
strongly influenced by other factors.

The Influence of Chemical Factors on the Transformation
Temperature

The Influence of Composition. Several authors have at-
tempted to quantify the Ms–composition relationship for
several Cu-based alloys. An overview is given in (3). Dif-
ferent authors weight the same element differently. The
main reason for this discrepancy might be that the sam-
ples measured have different thermomechanical histories,
that is, one has probably not measured “identical samples.”
Indeed, composition is not the only chemical factor that af-
fects the Ms temperature. The type and degree of order of
the β and the martensite lattice also affect the Ms. Thermal
treatments can, therefore, influence the transformation, as
discussed in the following sections.

Quenching and the Order State of the β Phase. The trans-
formation temperatures of Cu-based alloys are very sen-
sitive to minute changes of the degree of order in the
β phase. Such changes are easily brought about by
quenching from intermediate and high temperatures in the
form of dilute disorder in an otherwise well-ordered mate-
rial. The effect is noticeable in both Cu–Zn–Al (17,18) and
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Table 3. Industrial Cu-based Alloys

Other
Alloying Current Grain Refining

Elements in Elements Producing Remarks on the Base
Base Alloy Composition (wt%) Ms (◦C) Hyst. (◦C) Solution (%) Precipitates Alloy

Cu–Zn–Al 5–30 Zn −190 to +100 10 (β ′) Ni (5%) Co (CoAl); B (AlB2); Good ductibility and
4–8 Al Mn (12%) Zr (?); B, Cr (CrxBy) reproducibility;

prone to martensitic
stabilization;

poor β stability
(T > 200◦C)

Cu–Al–Ni 11–14.5 Al −140 to +200 10 (β ′) Mn (5%) Ti [(Cu, Ni)2 TiAl]; Low ductility;
3–5 Ni 40 (γ ′) B (AlB12); Zr (?) low martensitic

stabilization;
good β-stability

Cu–Al–Be 9–12 Al −80 to +80 6 (β ′) Ni (5%) B (AlB2 or AlB12) Poor reproducibility;
0.4–1 Be Ti (Cu2TiAl) excellent β stability

(T > 200◦C)

Cu–Al–Ni (19,20) alloys and manifests as a suppression of
the transformation temperatures thereby stabilizing the β

phase relative to the martensitic. The suppression is tem-
porary, but it is easily recoverable in Cu–Zn–Al alloys by
aging in the β condition at as low a temperature as room
temperature. However, the recovery of Cu–Al–Ni alloys
tends to be more sluggish and requires higher aging tem-
peratures. For example, Cu–Al–Ni alloys aged at 300◦C for
1 hour can have transformation temperatures up to 60◦C
higher than the as-quenched alloys.

Aging and the Order State of Martensite. Aging a Cu–Zn–
Al alloy in the martensitic condition can appreciably shift
the reverse transformation temperatures of the martensite
to the β phase (21). This shift to higher temperatures stabi-
lizes the martensitic relative to the β phase. This stabiliza-
tion is brought about by a thermally activated diffusional
process and, is it presumed, alters the ordered state inher-
ited by the martensite from the β to a relatively disordered
state (21,22). The effect is more pronounced in the pres-
ence of excess vacancies retained after a prior quench from
higher temperatures. A quench to a temperature above
the Ms followed by a hold at the same temperature (step
quenching) to rid the alloy of excess vacancies reduces the
problem considerably (21). But even then, stabilization of
martensite can recur during subsequent aging, and the
effect is worse, the higher the aging temperature in the
martensitic condition.

Manganese or nickel addition to Cu–Zn–Al, it has been
shown, too lessens the problem of stabilization. This hap-
pens possibly through a slowing of diffusion in the marten-
site in the presence of the added elements. More interest-
ingly, the effects it has been shown are inhibited, even in
the absence of these elements, by dislocations introduced
into the β phase during hot rolling (23) or through trans-
formation cycling (24). Further understanding of the role
of these dislocations in such inhibition might provide the
information needed to improve the stability of these alloys
for use at higher temperatures. Stabilization of Cu–Al–Ni
martensite is much slower compared to Cu–Zn–Al (19,25).
The former alloys thus are more thermally stable than Cu–
Zn–Al and are more suited for use at higher temperatures.

Influence of Other Factors on the Transformation
Temperature. Besides the chemical factors such as com-
position and order; certain nonchemical factors may also
influence the Ms temperature. Among the latter are contri-
butions from defects such as vacancies, dislocations, grain
boundaries, and precipitates.

Influence of Nonequilibrium Precipitates. Precipitates
like the γ phase can be formed in Cu–Zn–Al by flash heat-
ing to an intermediate temperature after prior dissolution
followed by quenching (17). These precipitates may shift
the transformation temperatures with respect to their
nominal values and also may produce variations in the
transformation temperature range and the hysteresis that
accompanies the transformation. The exact changes de-
pend on the coherency, size, and distribution of the precip-
itates. The variations are brought about by an alteration
in the chemical, stored, elastic, and frictional energies of
the transformation because of the presence of the addi-
tional phase. Stored elastic energy plays a dominant role
when the precipitates are small and coherent and when
their presence does not appreciably change the composi-
tion of the matrix. This usually leads to a suppression of the
Ms and to minor changes in the hysteresis, providing the
precipitates are deformed in the transformation. Larger
semi- or incoherent precipitates that substantially alter
the composition of the matrix and impede the growth of
martensitic plates lead to changes in the Ms that depend on
the partitioning of the elements and an enlarged hysteresis
(26).

Precipitation and concomitant changes in transforma-
tion temperatures can be disadvantageous if they are pro-
duced inadvertently during service, but they can be incor-
porated in the heat treatment schedule to fine-tune the
transformation temperatures or when wider hysteresis is
required.

The Influence of Grain-Refining Elements that Form
Precipitates. Copper-based shape-memory alloys exhibit
rapid grain growth at higher dissolution temperatures.
When grain sizes are of the order of millimeters and
the elastic anisotropy in the β phase is high, they suffer
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intergranular cracking and plastic deformation during
quenching. The problem has been solved by adding grain
refining elements to the two shape-memory alloys. Zr (0.4–
1.2 wt%), Co (0.4–0.8%), Ti (0.5–1.0 wt%), and B (0.4–
0.2 wt%), have been added to Cu–Zn–Al alloys to reduce
the grain size to the 100-µm level. Titanium is also effec-
tive in refining the grain size in Cu–Al–Ni alloys to the
50–100 µm range (27,28).

Refining is brought about by the formation of insolu-
ble particles that aid nucleation of the grains or retard
their growth. These grain refining elements have four di-
rect or indirect effects on transformation temperatures:
(1) By forming intermetallics, they deplete the original
β lattice of alloying elements that change the transforma-
tion temperatures. (2) Part of these elements remain in
solution within the β matrix. Depending on the atom size,
this can give rise to solid-solution hardening that decreases
the Ms and eventually the other transformation tempera-
tures (29). (3) They can also have a chemical contribution,
which means that the global composition determines the
transformation temperatures on a purely thermodynamic
basis. (4) The precipitates limit grain growth during an-
nealing, which influences the transformation tempera-
tures, as discussed in the next section.

The Influence of Grain Size. Several authors have shown
that small grain size results in stabilizing the parent phase
and depressing the transformation temperatures up to
40◦C (30,31). This effect is observed in alloys with and with-
out the special addition of grain-refining elements, which
indicates the restraining effect of grain size itself on the
transformation. Lowering of transformation temperatures
is attributed to the increasing grain restraint as grain size
decreases. This is the conclusion of most authors (32,33)
and is also consistent with Hornbogen’s argument that the
increase in yield stress σy is proportional to the stress re-
quired to start the transformation (20). Hornbogen’s impor-
tant assumption is that matrix strengthening increases the
undercooling �T(= T0 − Ms) but does not influence neces-
sarily the T0 temperatures. T0 is the temperature at which
the free energy of the β phase is equal to the free energy of
the martensitic phase.

Adnyana (30) and Jianxin (33) found a linear relation-
ship between the Ms temperature and the yield stress de-
rived via the classic Hall–Petch relationship for Cu–Zn–Al
alloys. The restraining effect of grain size is, however, also
influenced by the grain size (gs) to thickness (t) ratio. At
high gs/t ratios, the contribution of the free surface becomes
important and Ms no longer changes linearly with gs, as
observed by Wood (34). This is consistent with the conclu-
sion of Mukunthan and Brown (35) who showed that the
flow stress in all specimens decreases as specimen thick-
ness decreases when the value of t/d becomes smaller than
a critical value. These authors showed further that this
critical value of t/d increases as both grain size and stack-
ing fault energy decrease. These elements that contribute
to high stacking fault energy have an effect similar to a
small grain size.

Influence of Defects. Often it is not only the effect
of the grain size or the grain size thickness ratio that

accounts for changes in transformation temperatures. An-
nealing a sample at higher temperatures can give rise to
grain growth but will also reduce the amount of defects and
thus the nucleation sites. In Cu-based alloys, the situation
is again complicated by the quenched-in vacancies and the
size of the antiphase domains, which can also be regarded
as strengthening the matrix. An increase in the energy
of the β phase due to a higher defect concentration such
as foreign elements in solid solution, precipitates, internal
strain fields (e.g., coherency strains) causes a lowering of
Ms (32). Moreover, if the defect density is proportional to
that of the nucleation sites, a higher defect density gives
rise to much smaller martensitic plates. A Hall–Petch type
relationship is also found between martensitic plate thick-
ness and fracture stress (36).

Specific defect configurations can be introduced by ther-
mal cycling and also by two-way memory training. The in-
fluence of such defects, notably dislocations, has been dis-
cussed in some recent literature. It has been suggested that
the changing character of the same dislocation in the β and
martensitic phases alters the relative phase stability of the
two phases.

Ni–Ti Alloys

Ni50–Ti50 and near equiatomic Ni–Ti alloys are the best
explored system of all shape-memory alloys and occupy al-
most the whole SMA market. Ni50–Ti50 is an intermetallic
phase that has some solubility at higher temperature.

The science and technology of Ni–Ti is overwhelmingly
documented. The influence of composition and thermome-
chanical processing on functional properties is well under-
stood and described in the literature. Therefore, we refer
to some very interesting and relevant publications such as
(37–41).

The basic concept of processing Ni–Ti alloys is that the
martensitic and β phases have to be strengthened to avoid
plastic deformation during shape-memory or pseudoelastic
loading. This occurs by classic methods: strain hardening
and during cold deformation, solution hardening, and pre-
cipitation hardening. Ni–Ti alloys have the significant ad-
vantage that these techniques can be easily applied due to
excellent ductility and a very interesting but complicated
precipitation process (42).

The compositions of Ni–Ti SMA are approximately be-
tween 48 and 52 at% Ni and the transformation tempera-
tures of the B2 structure to the martensitic phase that has
a monoclinic B19′ structure are very sensitive to the nickel
content (a decrease of about 150◦C for an increase of 1 at%
Ni). Transformation temperatures can be chosen between
−40 and +100◦C.

Ni–Ti alloys have the best shape-memory behavior of
all SMA. Even in the polycrystalline state, 8% shape re-
covery is possible, 8% pseudoelastic strain is completely
reversible above Af, and the recovery stress is of the order of
800 MPa.

In some cases, the martensitic transformation is pre-
ceded by the so-called R-phase transition. The R transi-
tion is a B2 ↔ rhombohedral transformation that also has
second-order characteristics (43).

The most specific characteristics of this R-phase tran-
sition are that it shows clear one- and two-way memory
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effects of the order of 1% recoverable strain and that the
hysteresis of the transformation is very small, only a few
degrees which creates possibilities for accurately regulat-
ing devices.

Note that further cooling transforms the R phase into
B19′ martensite. During heating, generally only the re-
verse martensitic transformation is observed. It has been
shown that the appearance of the R phase depends on com-
position, alloying elements, and thermomechanical pro-
cessing (39). The major common point is that all effects
that depress the martensitic forward transformation be-
low room temperature favor the appearance of the R-phase
transition that is quite stable near 30◦C.

Ternary Ni–Ti Alloy Systems

Adding third elements opens even more possibilities for
adapting binary Ni–Ti alloys to more specific needs of
applications. Adding a third element implies a relative
replacement of Ni and/or Ti. Therefore, it must be always
very well indicated which metal, Ni or Ti or both, is re-
placed by the third element.

Alloying third elements influences the transformation
temperatures and also affects hysteresis, strength, ductil-
ity, shape-memory characteristics, and the B2→(R)→B19′

sequence. The influence of several elements has been de-
scribed in (44–48).

Although more application oriented, one can distinguish
four purposes to add third elements:

1. to decrease (Cu) or increase (Nb) hysteresis,
2. to lower transformation temperatures (Fe, Cr, Co, Al),
3. to increase transformation temperatures (Hf, Zr, Pd,

Pt, Au), and
4. to strengthen the matrix (Mo, W, O, C).

Some ternary alloys have been developed for large-scale
applications. We will summarize only the two most well
developed: Ni–Ti–Cu and Ni–Ti–Nb.

Ti–Ni–Cu. Ternary Ti–Ni–Cu alloys in which mainly Ni
is substituted by Cu are certainly as important as bi-
nary Ti–Ni. Increasing the Cu content decreases the de-
formation stress in the martensitic state and also de-
creases the pseudoelastic hysteresis without affecting the
Ms temperature significantly (49). However, addition of
more than 10% Cu embrittles the alloys and hampers
formability.

It should also be remembered that Ti–Ni transforms
from a B2 into a monoclinic phase, but Ti–Ni–Cu that con-
tains more than 15 at% Cu transforms from a B2 into an
orthorhombic phase. Ti-Ni-Cu that has less than 15 at%
Cu transforms in two stages (37).

A disadvantage of most Ti–Ni–Cu alloys is that the
transformation temperatures do not decrease below room
temperature. Cr or Fe can be alloyed to obtain pseudo-
elastic alloys at room temperature that have small hys-
tereses. An Ni39.8–Ti49.8 Cu10 Cr0.4 alloy was developed that
has small hysteresis (130 Mpa), one-fourth compared with
Ni50-Ti50, and an Ms below room temperature (50).

Ti–Ni–Nb (51,52). The inherent transformation hystere-
sis of Ni–Ti–Nb is larger than that of binary Ni–Ti alloys.
By using a large dispersed volume fraction of deformable
β-Nb particles, the hysteresis can be further widened by
an overdeformation of stress-induced martensite, gener-
ally between Ms and Md. Originally, Ni–Ti–Nb (more spe-
cifically Ni47–Ti94–Nb9) was developed by Raychem Corp.
for clamping devices. The large shift of reverse transforma-
tion temperatures from below to above room temperature
by deformation, allows room temperature of storage open
couplings.

Recently, pseudoelastic Ni–Ti–Nb alloys have also been
developed that have three significant differences from bi-
nary alloys (52):

1. Stress rate is much lower.
2. σ P−M stresses are much higher.
3. The superelastic window is much larger.

High-Temperature Shape-Memory Alloys (5)

Actual shape memory alloys (SMA) are limited to max-
imal Af temperatures of 120◦C: Ms is generally below
100◦C. However, because market demands for SMA have
expanded greatly, the need for SMA that transform at
higher temperatures than presently available is increas-
ing. The main application areas of interest are actua-
tors in the automobile and oil industries and in safety
devices.

There is also an interest in robotics because shape-
memory alloys that have high transformation tempera-
tures allow faster cooling, which would significantly in-
crease the bandwidth in which the robot can operate.

Although many alloy systems have high transforma-
tion temperatures, no large-scale applications have been
developed. A major breakthrough has not been reported
yet mainly due to the following problems: (much) lower
performance than the successful Ni–Ti alloys, stabilization
of martensite, decomposition of the martensitic or parent
phase, and brittleness due to high elastic anisotropy or due
to the presence of brittle phases or precipitates.

Another condition for a good shape-memory effect is that
the stress to induce martensite or the stress to reorient
martensite is (much) lower than the critical stress for nor-
mal slip. Because the critical stress for slip generally de-
creases as temperature increases, this condition is quite
difficult to fulfil, especially at high temperatures. Thus, a
HTSMA should be designed at such a composition and/or
thermomechanical treatment that strengthening mecha-
nisms are incorporated to increase the critical stress for
slip.

Table 4 summarizes the systems under investigation.
For references to this table, see (5).

OTHER TYPES OF SHAPE MEMORY ALLOYS

β-Ti Alloys

In spite of the good biocompatibility of NiTi-alloys, doubts
remain on the long-term stability or on the danger of
bad surface treatment leading to Ni leaching. Since Ni is
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Table 4. High-Temperature Shape-Memory Alloysa

Other Alloying Elements

Base System Type of Martensite Name Reason As ≤
Fe–Mn–Si Nonthermoelastic γ ⇔ ε Co, Ni, Cr To improve corrosion resistance 150–200◦C
Cu–Al–Ni Thermoelastic Mn, Ti, B, Zn To improve machinability, control of 100–200◦C

β1 ⇔ 18 R (2H) transformation temperatures;
Grain refinement to improve ductility.

(Ni–X)–Ti Thermoelastic X = Pt, Pd, Au, Rh Based on B2-Ti–X intermetallic 150–500◦C
β2 ⇔ B19′, B19 compounds that have martensitic

transformation at very high
temperatures

B To reduce the grain size and
improve the strength

Ni–(Ti–X) Thermoelastic X = Hf, Zr Based on Ni–X intermetallic 120–350◦C
β2 ⇔ B19′, B19 compounds that form a

pseudobinary with Ni–Ti.
Ni–Al Thermoelastic Cu, Co, Ag To increase transformation 100–600◦C

B2 ⇔ 3R (7R) (L1 o structure) temperatures
Fe, Co, Mn, B To improve ductility

Ni–Mn Thermoelastic (?) Al, Ti, Cu for Ni To decrease Ms and to improve 500–750◦C
B2 ⇔ θ (L1 o structure) shape-memory characteristics

Mg, Al, Si, Ti, V, Sn, To increase Ms and to improve
Cr, Co, Fe, Mo for Mn shape-memory characteristics

Zr-based B19′ monoclinic Ti, Ni To improve ductility 200–900◦C
intermetallics

Cu–Zr Nonthermoelastic
Zr2–Cu–Ni Nonthermoelastic
Zr2–Cu–Co Thermoelastic

aRef. 5.

known for his high allergic reaction, Ni-less shape mem-
ory alloys could be attractive. Such alloys might be de-
veloped based on the allotropic transformation in Ti, a
highly biocompatible material. Pure titanium shows an
allotropic transformation from β (bcc) to α (hexagonal)
phase at 1155 K. Transition elements (TM) stabilise the
β-phase. Thus the temperature of the (α + β)/β transi-
tion decreases with increasing concentration of the alloying
element.

β-phase Ti alloys can be martensitically transformed if
they are quenched from the stable β-phase. Two types of
martensite, respectively α′ and α′′ can be formed, depend-
ing on the composition and the solution treatment condi-
tions (53).

The α′-martensite is hexagonal, while α′′ has an or-
thorhombic structure (54). It is the α′′-martensite that
shows the shape memory effect. The shape memory effect
was first studied in detail by Baker in a Ti-35 wt% Nb
alloy (127). Since then several observations of SME
especially in Ti-Mo base alloys have been reported (57,58,
59,60,61). A systematic work on the influence of differ-
ent alloying elements on the shape memory effect can be
found in (62), a patent deposited J. Albrecht, T. Duerig and
D. Richter.

The authors come to the conclusion that α′′-martensite
can be obtained when the following condition is fulfilled:

−1100 ≤ ε
(
AiXi + BiX2

i

) ≤ −700

where Xi is the atomic percentage for each element, Ai and

Bi are constants given in the patent for each element (V, Al,
Fe, Ni, Co, Mn, Cr, Mo, Zr, Nb, Sn, Cu). Ta was not claimed
although it also offers its contribution to SME as described
in (61).

Generally, a shape recovery in the order of 3% can be
obtained based on strain-induced martensite and recovery
stresses up to 170 MPa have been reported (60). The dis-
advantage is that those alloys are very prone to stabilisa-
tion and decomposition due to the fact that the β-phase is
retained after quenching in its metastable state and com-
petes with ω-phase during quenching. Also spinodal de-
composition of α′′-martensite in Ti-Mo and Ti-Nb has been
observed (53). The sensitivity to decomposition at moder-
ate temperatures is less, if not, important at room tem-
perature. Therefor pseudoelastic β-Ti alloys could offer an
interesting alternative to Ni-Ti alloys for example for or-
thodontic wires. Such an alloy has recently been developed
by Lei et al. (63). Ti–11Mo–3Al–2V–4Nb was selected for
optimization. Good pseudoelasticity of the order of 3% was
obtained after cold working and heat treatment.

Magnetic-Field-Induced Martensitic Transformation

T. Kakeshita et al. (64) defined a magnetoelastic marten-
sitic transformation: when a magnetic field is applied
(above Af) to an alloy that exhibits a thermoelastic marten-
sitic transformation, martensite variants may be induced
while a magnetic field is applied and revert to the parent
phase when the magnetic field is removed. This has been
observed in Fe31.9–Ni9.8–Co4.1–Ti (at%) (64,65). Apart from
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Fe-based alloys, Ni–Mn–Ga near the Ni2MnGa compound,
which is a ferromagnetic Heusler ordered alloy, is one of
the candidates (66,67).

Besides their very interesting fundamental properties,
these alloys might act much faster than classic SMA-based
actuators that are thermally driven. The bandwidth of
the latter is limited to a few hertz (for very thin wires)
due to cooling restrictions. In magnetoelastic martensitic
transformations, bandwidths of some orders larger can be
obtained.

FUNCTIONAL PROPERTIES OF SHAPE-MEMORY ALLOYS

Shape-memory alloys have different shape-memory effects
and can be used in different ways. These effects and ways
of use are described in general terms here. As explained be-
fore, binary and ternary Ni–Ti alloys are probably used for
more than 90% of new SMA applications. Therefore, quan-
titative data refer to Ni–Ti alloys, unless otherwise stated.

One-Way Shape-Memory Effect

A shape memory element can be deformed in its marten-
sitic state to almost any “cold shape.” The basic restric-
tion is that the deformations may not exceed a certain
limit, typically 8%. These apparent plastic deformations
can be recovered completely during heating when the re-
verse transformation occurs and results in the original “hot
shape.” This strain and shape recovery during heating is
called the one-way shape-memory effect because only the
hot shape is memorized (Fig. 1).

The physical basis for this one-way effect is a re-
verse martensitic transformation from a preferentially ori-
ented martensitic phase and shape to the original high-
temperature phase and shape, as explained more in detail
earlier and in many review papers on shape-memory al-
loys. The preferential orientation of the martensitic vari-
ants originates from the application of stress either below
Mf that causes martensitic reorientation, or during the for-
ward transformation that causes preferentially oriented
formation of martensite. Thus, the apparent plastic strain
is caused by the preferential orientation of martensite.

(A) (C)

T<Mf T>Af

(B)

T<Mf T<Mf

(D)

F
T

Figure 1. The one-way memory effect. The sample is deformed
(A→B) and unloaded (B→C) at a temperature below Mf. The ap-
parent plastic deformation is restored during heating to a temper-
ature above Af (C→D). Length change, load, and temperature are
indicated, respectively, by L, F, and T [from (69)].

(A) (B) (C)

T>Af T>AfT<Mf

F
T

Figure 2. The two-way memory effect. A spontaneous shape
change occurs during cooling to a temperature below Mf (A→B).
This shape change is recovered during subsequent heating to a
temperature above Af (B→C) [from (69)].

Therefore, the reverse transformation to the parent phase
during heating is accompanied by a strain and shape re-
covery. The one-way shape-memory effect is thus a prop-
erty inherent in the reversible, thermoelastic martensitic
transformation.

Thermoelasticity was observed as early as 1938 by
Greninger and Mooradian (70). Since then, thermoelas-
ticity and the one-way memory effect have been found in
many different alloy systems (71). In 1962, the one-way
shape-memory effect was also found in Ni–Ti (72).

Two-Way Shape-Memory Effect and Training

The two-way memory effect involves memorization of two
shapes. Figure 2 shows that a cold shape is obtained spon-
taneously during cooling. Different from the one-way mem-
ory effect, no external forces are required to obtain the
“memorized” cold shape. During subsequent heating, the
original hot shape is restored. The maximum strains are
in general substantially smaller than those of the one-
way memory effect. A strain limit of about 2% has been
mentioned (73), although higher TWME strains have been
found in specific cases.

In 1972, Tas et al. proposed the term “two-way memory
effect” (abbreviated to TWME) to refer to this spontaneous,
reversible shape change between a “hot” shape linked to
the parent phase and an acquired “cold” shape linked to
the martensitic phase (74). This spontaneous shape change
was observed only after particular thermomechanical pro-
cedures. Since that time, many papers have been published
on the TWME, the thermomechanical procedures and the
mechanisms of the TWME, especially for Cu-based SMAs
(73,75–83). There have not been many systematic studies
of Ni–Ti shape-memory alloys, however, to investigate the
TWME and the effects of the thermomechanical procedures
(77,78).

The essential difference from the one-way effect is the
macro stress-free shape change during the forward trans-
formation or, in physical terms, the spontaneous formation
of preferentially oriented martensitic variants. Thus, the
TWME requires some sort of asymmetry in the microstruc-
ture of the parent phase, such as retained martensite or
dislocation structures (76,82). The microstructural asym-
metry and the resulting TWME are not inherent charac-
teristics of shape memory alloys, as is the one-way effect,
and can be induced only after particular thermomechani-
cal procedures. These thermomechanical procedures are in
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general based on the repetition of thermomechanical cycles
through the transformation region (73,76,79), that consists
of transformation cycles from the parent phase to prefer-
entially oriented martensite. The goal of these repetitive
procedures is to acquire the cold shape; therefore, these
procedures are referred to as “training.” Some examples
of such training procedures are temperature cycling at a
constant strain or at a constant stress and superelastic cy-
cling. It can be easily understood that many combinations
and variants of these procedures can also be applied. As a
result, new procedures have been regularly reported in the
literature. In most of these publications, the new aspects
of the procedures are emphasized, but almost no attention
is paid to the points of similarity to previously described
procedures (81).

It is important to note that the training results in con-
comitant effects, such as changes of the transformation
temperatures and heats and residual deformations of the
austenitic shape (75,76,81,84). In general, these charac-
teristics become insensitive to cycling as the number of
training cycles increases. So, the repetitive procedures to
induce the TWME can also be used merely to stabilize the
shape-memory behavior. The term training is also gener-
ally used to indicate such stabilization treatments, though
the TWME can be negligible and should in this case be con-
sidered a side effect of the stabilization treatment. It is gen-
erally agreed that cyclic training procedures generate some
kind of microstructural asymmetry in the parent phase, so
that preferential martensitic variants are formed in sub-
sequent thermal cycles, thus causing the TWME (76,82).
Basically, three mechanisms for the TWME have been pro-
posed in the literature. It has been observed that training
cycling results in generating complex dislocation arrays
(76,79,80). Based on this observation, the TWME has been
attributed to the residual stress fields of these dislocation
arrays (75,76). It was proposed that these residual stress
fields favor the nucleation and the beginning of the growth
of some preferentially oriented variants, and at the same
time, the residual stresses are relaxed by the accompany-
ing shape change. During further cooling, these preferen-
tial variants grow without any assistance and result in the
TWME.

A second proposed mechanism is based on local stabi-
lization of remnants of preferential martensitic variants
that are retained above the original Af temperature. Dur-
ing cooling, these small martensitic plates would grow
and influence the subsequent positioning of other vari-
ants, thus causing the TWME (76,79). However, specific
experimental observations obtained on Cu-based alloys in-
validate these two proposed TWME mechanisms (82). A
third mechanism became widely accepted in the past years.
Based on a thermodynamic analysis of specific experimen-
tal results, it was shown that the defect energy of the com-
plex dislocation arrays generated during training is min-
imal in the trained variants, that is, in the preferentially
oriented variants that have been repeatedly induced dur-
ing training cycling (82,85). From thermodynamic consid-
erations, it follows that the growth of these trained vari-
ants are also favored during subsequent thermal cycling,
which explains the TWME. This thermodynamic analy-
sis has also allowed us to explain many other phenomena

related to the TWME (83,86). Because the TWME is closely
related to the “trained” dislocation arrays, the TWME can
be removed by annealing at moderate temperatures (75).

Next to the cyclic training procedures, the following one-
time procedures to induce the TWME have been reported.
Remnants of preferentially oriented variants can be stabi-
lized by holding a constrained or stressed sample at tem-
peratures above the nominal Af for a sufficiently long time.
The TWME obtained by this procedure is attributed to the
growth of those remnants (76). Aging of a sample at suf-
ficiently high temperatures and stresses can also result
in a reversible shape effect (73,76,87,88). Precipitates are
formed during the aging. The observed reversible effect is
attributed to the residual stress field generated by these
precipitates and to the interaction between martensitic
formation and the preferentially oriented precipitates. A
TWME of small magnitude can also be obtained by a sin-
gle, sufficiently high plastic deformation of the martensitic
phase (73). However, the disadvantages of these one-time
procedures are numerous, including large deformations of
the hot shape; large shifts of the transformation tempera-
tures; and strong dependence on the stabilization or aging
temperatures, stresses, and times (76).

Superelasticity

The shape-memory effects described before require tem-
perature changes. In contrast, the superelastic effect, also
called the pseudoelastic effect, is isothermal (89,90). The
two-dimensional graph of Fig. 3 shows that a superelastic
specimen exhibits normal elastic behavior until a critical
stress is reached. Under further stressing, the specimen
elongates substantially, as if it were plastically deformed.
However when the stress is removed, the specimen con-
tracts to its original dimensions, and the apparent plastic
strain is recovered.

Superelasticity can be considered the mechanical ana-
log of the thermal shape-memory effect. Isothermal load-
ing at a temperature above Af results in a stress-induced
martensitic transformation that starts at a critical stress

7 86
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Figure 3. Superelastic behavior at constant temperature due to
stress-induced transformation and retransformation.
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σMs . Further straining occurs at a nearly constant stress
level until the transformation finishes at σMf . Thus, the
apparent plastic strain is caused by the shape strain that
accompanies the stress-induced formation of preferentially
oriented martensite. During subsequent unloading, the re-
verse transformation occurs at a lower stress level between
σAs and σAf , and the apparent plastic strains are recovered.
Large reversible deformations up to 10% can be obtained,
compared to 0.2–0.5% elastic strain in most other metallic
alloys. Further straining at stress levels above σMf results
in elastic straining of the stress-induced martensite, fol-
lowed at σy by plastic yielding of the martensite.

The stress-induced transformation exhibits stress hys-
teresis that is revealed by the different stress levels for
the forward and reverse transformations. This hysteresis
is typically 150–300 MPa in Ni–Ti and results in dissi-
pating of energy during superelastic cycling. The energy
dissipated per cycle is given by the area enclosed between
the upper and lower curves in Fig. 3. Superelasticity also
involves the storage of potential energy, given by the area
under the unloading curve in Fig. 3. The capacity of this
elastic energy storage can be as high as 10 J/g. All of
the previously mentioned superelastic characteristics are
strongly affected by processing and composition (91,92).

The critical transformation stresses (σMs , σMf , σAs , and
σAf ) increase, in a first approximation, linearly as tem-
perature changes starting from zero at the corresponding
transformation temperature, as described by the Clausius–
Clapeyron equation. It follows that at a temperature, de-
noted as Md, the stress for plastic yielding becomes equal to
the stress for martensitic formation. Thus, superelasticity
occurs only across a relatively narrow temperature window
between the temperatures Af and Md. This temperature
range of typically 50–100 K is too small for applications in
most industrial and consumer fields. The strong tempera-
ture dependence of mechanical behavior, described by the
Clausius–Clapeyron equation, is a further impediment to
the general use of superelasticity (93).

The temperature dependence and small temperature
range are no barrier to use in mammalian bodies, where
temperature is constant. Moreover, the superelastic effect

Figure 4. The generation of recovery stresses is shown in three two-dimensional figures:
(a) stress–strain, (b) strain–temperature, and (c) stress–temperature. A deformation is imposed
at a temperature Td in the martensitic state. Shape recovery is impeded at a contact strain ec. From
the corresponding contact temperature Tc, recovery stress σr are generated at a stress rate dσr/dT
[from (69,98)].

results in a unique combination of deduced properties. No
other material or technology can offer the combination
of high strength, high stiffness, high pliability, and high
kink resistance. Ni-Ti has excellent biocompatibility after
proper surface treatment. The concept of a metallic mate-
rial that has extreme elasticity and nearly constant stress
levels across a large strain area is something that can be
tackled move easily by designers than the concepts related
to temperature-activated shape-memory effects (94). Ac-
cordingly, the largest commercial successes of SMAs in re-
cent years are linked to using superelasticity in biomedical
applications (93–95). Other advantages related to super-
elasticity and relevant for medical applications have been
described in detail by Duerig et al. (93).

It must be mentioned also that Ni–Ti alloys in their
as-cold worked state can exhibit nearly linear elastic be-
havior across an extremely broad strain range. This linear
behavior that has a low elastic modulus of typically 30 GPa
is called linear superelasticity (96,97). Reversible defor-
mations as high as 4% can be induced that have a very
small hysteresis between the loading and unloading curve.
Clearly different from the superelastic effect described be-
fore, stress-induced martensitic transformation is not the
controlling mechanism of linear superelasticity. As a re-
sult, temperature and composition have only a minor effect
on this behavior.

Generation of Recovery Stresses

If an external constraint prevents an SMA element from
returning to its hot shape when heated, high recovery
stresses are gradually generated during heating, as illus-
trated in Fig. 4. Stresses upto 800 MPa can be obtained
(99).

Four parameters have to be introduced to describe this
shape-memory property (100): the contact strain ec, the
contact temperature Tc, the recovery stress σr, and the
stress rate dσr/dT. Similar to the one-way and two-way
memory effects, the generation of recovery stresses starts
from a macroscopic deformation in the martensitic state.
During subsequent heating, free recovery occurs until a
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temperature Tc at which an external mechanical obsta-
cle is contacted. The recovery of the remaining deforma-
tion, characterized by the contact strain ec, is impeded by
this obstacle. Therefore, from the temperature Tc, recov-
ery stresses are generated at a nearly constant stress rate
dσr/dT, often described by a Clausius–Clapeyron equation.
This shape-memory property is the basis of some very suc-
cessful shape-memory applications, especially in earlier
years (100,101). However, compared to the number of pa-
pers on superelasticity and the one- and two-way memory
effects, the number of publications on generating recov-
ery stresses is rather limited (99–114). Moreover, most of
these publications focus on engineering applications. Also
important to note is that these applications are based
mostly on the stresses generated during the first heating
after the initial predeformation. Therefore, cyclic gener-
ation of recovery stresses was not investigated in earlier
papers.

The recent substantial efforts in developing hybrid
composites that have embedded shape-memory elements
have resulted in an increasing interest in understanding
the generation of recovery stresses (99,113–115). In these
smart composites, thin SMA wires or other SMA elements
are embedded in advanced structural materials without
losing the structural integrity of the matrix material. Most
functional properties of such adaptive composites are di-
rectly related to the following mechanism on the level of
the SMA elements. During heating, prestrained marten-
sitic SMA elements operate against the elastic stiffness
of the host matrix, and bias the strain recovery and the
reverse transformation of the SMA elements. The result
is that recovery stresses are generated gradually by the
SMA elements in the composite during heating, and the
strain recovery and reverse transformation of the SMA
elements are delayed. After overcoming temperature hys-
teresis, the reverse process occurs during cooling. A crucial
difference from earlier applications that use the generation
of recovery stresses is that these hybrid composites are ac-
tivated repeatedly, that is, recovery stresses are generated
cyclically.

A remarkably common feature of several papers on re-
covery stress generation is that elementary principles of
thermoelastic martensitic transformation are frequently
violated. Although review publications can give the im-
pression that the generation of recovery stresses is well un-
derstood, careful analysis has shown that the scientific un-
derstanding of this property in many papers is still limited
(69,86). The limited understanding can be partly explained
by the lack of experimental results. In addition, the major-
ity of the published experimental results are questionable
because a hard tensile machine was used in most studies.
In that case, the thermal dilatations of the crosshead arms
can have such a dominating effect that the measured re-
sults are unreliable (81,100).

As a result of the lack of data, many papers refer to an
old NASA report, published in 1972, for quantitative data
on recovery stress generation (102). However, the data in
that report refer to the first heating after predeformation in
isostrain conditions. This would correspond to a biasing el-
ement that has no thermal dilatation and infinite rigidity.
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Figure 5. Recovery stress versus temperature for a constant pre-
strain of 2%. (b) Recovery stress versus temperature for a vari-
able prestrain. The prestrain e is a function of temperature, given
by e = 2% + αx (T − 55), where T is the temperature in ◦C. More
details can be found in (114).

Yet, in most practical cases, the conditions are quite dif-
ferent. Only recently, the first results for more complex
constraining conditions and for cyclic activation appeared
in the literature. An example evidencing some important
features is shown in Fig. 5.

The figure shows clearly that the stress–temperature
path during the first heating can be quite different from the
second heating path. Second and subsequent heating and
cooling paths coincide. This difference between the first
and second heating path can be caused by a difference in
hysteresis paths (99) or by one-time shifts of the reverse
transformation temperatures that result from the initial
predeformation (116).

It can be also seen that the temperature hysteresis
between the heating and cooling paths can be extremely
small in isostrain conditions (Fig. 5a) but can increase sig-
nificantly for nonisostrain conditions (Fig. 5b). This can
be simply explained. The fraction of martensite trans-
forming in the isostrain conditions of Fig. 5a is much
smaller than the transformed fraction in Fig. 5b. The
temperature hysteresis is, in a first approximation, pro-
portional to the transformed fraction, which explains di-
rectly the small temperature hysteresis in Fig. 5a (99). An
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important conclusion is that for most practical constrain-
ing conditions, only a small fraction of martensite is ac-
tually transforming during the constrained heating and
cooling. Therefore, the observed hysteresis is much smaller
than the overall hysteresis, typically below 10 K for Ni–Ti,
below 5K for Ni–Ti–Cu, and below 2K for the R-phase
transformation (99,114).

As stated before, it is often assumed that stress changes
linearly as temperature changes. Moreover, the stress rate
dσr/dT is often considered a material constant directly de-
rived from a Clausius–Clapeyron equation. Such descrip-
tions should be considered very elementary simplifications.
The results in Fig. 5 show clearly that the stress rate de-
creases during constrained heating. It has been also found
that the stress is affected by many other parameters, in-
cluding the thermomechanical history and the prestrain
(69,86).

Depending on the magnitude of the prestrain, either
a plastic upper limit or an elastic upper limit to σr ex-
ists. At lower prestrains, the stress increases during heat-
ing until the reverse transformation is completed. The
upper stress limit in this case is given by the strain di-
vided by Young’s modulus. When the prestrain is suffi-
ciently high, the stress increases during heating until plas-
tic yield occurs at a temperature Md. So, the upper stress
limit in this case is the plastic yield stress σy. Evidently, in
cyclic actuation, the maximum temperature should be kept
below Md.

In all cases discussed, a constraint prevents the SMA el-
ement from returning to the hot shape when heated. Thus,
a more specific name would be “hot shape” recovery stress.
It has been found in trained Cu-based SMA-elements that
stresses can also be generated when the TWME is im-
peded during cooling (69,83). Because the constraint in
this case prevents the sample from returning to the cold
shape when cooled, the generated stress was called “cold
shape” recovery stress to contrast with “hot shape” recov-
ery stress. Practical applications have not been reported so
far.

Quantitative comprehension of recovery stress genera-
tion presented in the literature is far below the comprehen-
sion of the other functional properties of shape-memory al-
loys. Therefore, recovery stress generation was discussed
a bit more extensively than other functional properties.
Considering the substantial research efforts in developing
hybrid composites that have embedded shape-memory ele-
ments, substantial progress in quantitatively understand-
ing recovery stress generation can be expected in the near
future.

Work Output

One- and two-way memory effects can be used for free re-
covery applications in which the single function of the SMA
element is to cause motions without any biasing stress.
Under constant strains, shape-memory elements can
generate substantial recovery stresses. Between these two
extremes of free recovery and completely constrained re-
covery, shape-memory components can yield a wide var-
iety of combinations of strains and stresses. As shown in

F
T

(A) (C)

T<Mf T<Mf

(B)

T<Mf T<Mf

(D)

T>Af

W

W

Figure 6. The work output. The sample is deformed at a tem-
perature at a below Mf (A→B), followed by unloading (B→C) and
loading again using a bias weight W (C→D). Shape recovery oc-
curs under an opposing force W during heating to a temperature
above Af (D→E). So work is done [from (69)].

Fig. 6, a shape-memory element can be deformed by low
force in the martensitic condition or during the forward
transformation and can exert a substantially higher force
as it reverts to the hot shape when heated. So, work up
to 5 J/g is done during heating. This concept can be used
in thermal actuators in which the SMA element is acti-
vated by an increase in the environmental temperature,
or in electrical actuators in which the SMA element is in
general activated by direct Joule heating. The work needed
to deform the SMA element is much lower than the work
that can be obtained during heating. This has been the ba-
sis of many prototypes of heat engines that convert heat
into useful work [see (117)].

SMA actuators offer distinct advantages compared
other types of actuators (118). The main advantage is that
by far SMA actuators offer the highest work and power-
to-weight ratios of all available actuating technologies at
low levels of weight (119). These high-work and high-power
densities enable a whole class of applications (e.g., in the
field of micro actuation) that are impossible to realize by
using other actuating technologies (120–123). SMA actua-
tors can be reduced mostly to a single SMA element without
auxiliary parts, resulting in simple compact and reliable
devices.

Several important drawbacks that limit the use of SMA
actuators to specific niches should also be considered. The
conversion of heat into mechanical energy via SMA actua-
tors was studied extensively 15 to 25 years ago. Simple
thermodynamic calculations showed that the maximum
theoretical efficiency of an SMA actuator is less than 10%
(124). In practice, the conversion of heat into mechanical
work is less efficient, and the result is that real efficiency is
even one order of magnitude smaller than the theoretical
value. Another drawback is that the SMA actuator has to
be heated and cooled. The low cooling rate, especially limits
the use of SMA actuators to relatively low-frequency ap-
plications. It was discussed before that stresses in trained
Cu-based SMA elements can also be generated when the
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TWME is impeded during cooling. Similarly, it has been
shown that these trained SMA elements can do a small
amount of work during cooling (82,83).

High Damping Capacity

SMA elements have high damping capacity in the
austenitic and martensitic conditions. Shape-memory al-
loys show strong amplitude-dependent internal friction in
the martensitic condition. For impact loads, the specific
damping capacity can be as high as 90%. Starting from
the austenitic condition, energy is dissipated during su-
perelastic cycling as a result of stress hysteresis between
superelastic loading and unloading, as explained before. A
detailed analysis can be found in (125,126).
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INTRODUCTION

An understanding of shape-memory behavior requires
knowledge of various physical processes that operate on
different length scales. The crystallographic shifts that
are responsible for shape-memory behavior take place in
unit cells of atomic dimension. Here, however, these mi-
croscopic length scales are not the focus, rather, this arti-
cle considers the macroscopic scale modeling that allows
for the engineering assessment of thermomechanical re-
sponse (stress–strain–temperature) and energy balances
(including damping) for devices such as connectors, actua-
tors, vibration absorbers, and biomedical stents. The macro
scale is useful for primary design evaluation such as pre-
dicting triggering forces and determining range of motion.
Since the shape-memory material is typically incorporated
into a larger engineered device or structure, there is also a
need for detailed computational simulation of the system
as a whole.

BASIC MATERIAL BEHAVIOR AND MODELING ISSUES

The term shape-memory material (SMM) is meant to en-
compass a wide class of metallic alloys with the common
feature that they exhibit, at the macroscopic scale, some
peculiar and useful functional properties such as pseu-
doelasticity and shape memory. Nickel-titanium (NiTi) is
perhaps the best known and most widely used such ma-
terial. SMM functional properties derive from transforma-
tions between two different solid phases: austenite (A) and
martensite (M). Aspects of the A ↔ M phase transforma-
tion are essential for model development and implemen-
tation. In addition, certain intermediate phases may also
occur, but these are neglected here because their effect on
the macroscopic response is small in comparison.

The A ↔ M transformation can be induced by a vari-
ety of energy inputs (mechanical, thermal, magnetic, ul-
trasonic, etc.), and it is influenced by grain boundaries,
dislocations, inclusions, and other material defects. This
article considers the standard thermomechanical setting,
namely the A ↔ M transformation that is induced by tem-
perature T and stress σ . In general, austenite is favored at
high temperatures and low stress, whereas martensite is
favored at low temperatures and high stress. We will use a
boldface σ (and ε) to denote a general stress and strain ten-
sors with components σi j (and εi j). Models involving only
a single stress component σ will be developed more than
those involving the tensor σ.

Austenite is of higher crystallographic symmetry and so
can transform into one or more martensite variants that
differ mainly by their orientation relation to the austenite



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-II January 23, 2002 21:38

SHAPE-MEMORY MATERIALS, MODELING 965

M−

M− M−

M−
M+

M+
M+

M+

A

A A

A

T

Af

Mf

As

Ms

σ
−σ−

f −σ−
s σ+

s σ+
f

Figure 1. A phase diagram defines the zones of the (σ, T )-plane
where the various phase transformations can occur. Each curve
represents the (σ, T )-points at which a transformation can either
be activated or else completed. Hence there are two curves (start
and finish) for each transformation. The figure shows a sketch of
a phase diagram that can arise when the SMM is modeled as a
mixture of austenite A and two martensite variants M+, M−. Such
a diagram can be viewed as an unfolding of a conventional phase
diagram triple point so as to include the effects of phase mixing
and transformational hysteresis.

parent. By contrast, all martensite variants tend to trans-
form into a single common austenite crystal structure.
The transformation from the A structure to that of a par-
ticular M variant is characterized by a crystallographic
transformation strain. Typically, an A material region
transforms into a martensitic microstructure with several
variants that combine in complicated twin arrangements
and plate morphologies. These microstructures provide a
local transformation strain γ∗. This in turn gives a macro-
scopic transformation strain ε∗ at the engineering scale.
This ε∗ gives a potentially large strain in stress-induced
A → M transformations. It is negligible in cooling-induced
A → M transformations because the resulting microstruc-
tures involve so-called self-accommodated martensite with
local strains γ∗ that cancel each other.

Since the phase transformations can be activated un-
der very different conditions to obtain different effects, to
have a picture of SMMs behavior, it is necessary to see
how stress and temperature differ with respect to A ↔ M
transformation. Figure 1 shows a stress and temperature
phase diagram of a single austenite phase A and two fam-
ilies of martensite variants M+ and M−. The curves in
this diagram show the relation between stress and tem-
perature levels at which various phase transformations
begin and end. This partitions the (σ, T )-plane into three
single phase regions, three double phase regions, and a
triple phase region.

Purely Thermal Transformation

In the absence of stress, austenite is stable at high tem-
peratures, and martensite is stable at low temperatures.
Stress-free cooling of austenite gives A → M conversion
beginning and concluding at temperatures Ms and Mf , re-
spectively (Mf < Ms). The resulting microstructure is an
unbiased martensite with a fine-scale arrangement of vari-
ant twins with opposing local transformation strains γ ∗.

This produces a negligible engineering scale transforma-
tion strain ε∗ = 0. Similarly, a temperature increase causes
M → A conversion, the start and finish temperatures
being As and Af , with Af > As. The transformation tem-
peratures Mf , Ms, As, and Af are the basic material param-
eters for purely thermal transformations. They are highly
sensitive to the alloy concentrations and to the granular
and defect structure as determined by heat treatment and
cold work. Once the material is ready for service, these
temperatures are easily determined by various means in-
cluding resistivity and calorimetry testing.

Low-Temperature Martensite Reorientation

Austenite is not present at temperatures below Mf .
Nonzero stress at these low temperatures causes certain
martensite variants to be relatively more favored. This
favoritism correlates with the value of the transforma-
tion work σ · γ∗ = σi jγ

∗
i j . In the important special case of

uniaxial tension/compression, the variants favored in ten-
sion are those for which γ ∗ projects onto the tensile axis as
a positive quantity. It is convenient to group all of the vari-
ants favored in tension into an M+ variant family, and all
variants favored in compression into an M− variant fam-
ily. Unbiassed martensite involves a mixture of both M+
and M−. Sufficiently high tensile loading at temperatures
below Mf causes movement of the internal boundaries
separating the martensite plates, which can be viewed
as a conversion from the M− family into the M+ family.
This M− → M+ transformation yields biased martensite,
namely ε∗ �= 0. Unloading does not cause the reverse trans-
formation (M + → M−) so long as the load does not be-
come compressive. Hence the transformation strain ε∗ is
like a conventional plastic strain upon unloading (Fig. 2).
The M− ↔ M+ transformation is referred to as reorien-
tation. As a result, a plasticlike reorientation plateau is
observed on the isothermal stress–strain curve, with the
tensile reorientation beginning and concluding at stresses
σ+

s and σ+
f (σ+

f > σ+
s > 0). These reorientation stresses are

relatively insensitive to temperature changes (there may
be a mild increase in σ+

s and σ+
f with a temperature
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Figure 2. Sketch of the macroscopic effects of the various phase
transformations in the stress–strain–temperature (σ -ε-T) space
(left). Effect of the loading rate on the pseudoelastic behavior:
faster loads give rise to greater hardening and temperature vari-
ations (right, where t denotes time).
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decrease). Similar reorientation processes occur in com-
pressive loading due to the M+ → M− transformation,
with the start and finish of the reorientation plateau de-
scribed by stresses −σ−

s and −σ−
f (−σ−

f < −σ−
s < 0).

Pseudoelasticity

Austenite can be present at temperatures above Mf . Such
austenite is converted to biased martensite upon applica-
tion of sufficiently high stress, either tensile (activating
A → M+) or compressive (activating A → M−).

Consider the tensile case. A stress increase gives the
A → M+ transformation, which again generates a plateau
on the stress–strain diagram. This is referred to as a pseu-
doelastic plateau so as to distinguish it from the reorien-
tation plateau observed at the lower temperatures. For
T > Af , the start and finish stresses for pseudoelasticity
are greater than the M− → M+ reorientation stresses
σ+

s and σ+
f . They are also highly temperature sensitive, in-

creasing with temperature at an approximately constant
rate. However, if the temperature is close to M f , then
little distinction can be made between pseudoelasticity and
reorientation because the loading plateau stresses match
the reorientation values σ+

s and σ+
f . Unloading activates

the M+ → A transformation if T > As, resulting in an un-
loading plateau below the A → M+ loading plateau. The
unloading plateau rejoins the loading curve if M+ → A
goes to completion (T > Af ), and so defines a hysteresis
loop (Fig. 2). At temperatures As < T < Af , the M+ → A
unloading conversion does not go to completion and the un-
loading plateau intersects the strain axis before reaching
the origin of the stress-strain diagram. If T < As, then the
M+ → A transformation is not even activated upon unload-
ing. Thus, in all cases where T < Af , there is some residual
strain due to the presence of M+ martensite when unload-
ing is complete.

Shape-Memory Effect

At all temperatures, where T < Af , after sufficiently high
load causing either A → M+ or M− → M+ transformation,
residual strain is present after unloading due to the pres-
ence of biased martensite. Unlike conventional plastic flow
in metals (generated by dislocations) the SMM plasticlike
residual strain is recovered by heating above Af , because
this converts martensite to austenite. Since this austen-
ite converts to unbiased martensite upon any later stress-
free cooling, the residual plastic strain does not return
(unless there is further loading/unloading). This heat-
ing/cooling elimination of an apparently “plastic” strain
due to previous loading/unloading is the shape-memory
effect.

While the preceding discussion has covered the basic
aspects of the material behavior that macroscopic models
should reproduce, SMM is often employed in situations in-
volving further effects that are important objectives for
useful modeling. The most important of these are briefly
described next.

Response to Complex Loading Paths

At constant temperature, loading reversals that interrupt
A → M and M → A before completion lead to internal

subloops within the major stress–strain hysteresis loop
associated with complete transformation. Load paths in-
volving simulataneous change in T and σ generally aug-
ment or diminish transformation that would occur under
either T or σ alone. This is critical for modeling the rate
effect that is described next.

Rate Dependency due to Transformational Heating

If mechanical loads producing phase transformation are
not applied in a quasi-static way, then temperature varia-
tion occurs in the sample and a rate-dependent response is
observed. This is due to the exothermic and endothermic
nature of the A → M and M → A transformations, re-
spectively. During A → M the material self-heats and the
temperature rise works against the transformation (con-
versely during M → A the sample self-cools). This might
involve a number of consequences: different onset stresses
for transformation plateaus, plateau steepening, and vari-
ation in the shape of internal loops (Fig. 2). The extent
of this effect is governed by the heat exchange with the
environment: high rates of loading can cause significant
departure from isothermal behavior. High rates of loading
can occur in both actuator and damping shape-memory de-
vices.

Tension/Compression Asymmetries

In uniaxial loading, significant differences in the stress–
strain behavior have been observed between tension and
compression. This is due to the different microstructures
that the formed. In particular, the behavior of the M+ vari-
ant family in tension is not the symmetric image of the
behavior of the M− variant family in compression. Such
a phenomenon is modeled by a phase diagram that is un-
symmetric with respects to σ .

Three-Dimensional States

In the three-dimensional case involving tensor σ rather
than scalar σ , the experimental behavior is less well un-
derstood, and complex multivariant structures are to be
expected in most cases. A key issue in three-dimensional
modeling is the proper constitutive description of an appro-
priate local transformation strain that transcends the lack
of information about the actual multivariant microstruc-
ture. In view of the correlation of variant favoritism with
the transformation work σ ·γ∗ = σi jγ

∗
i j , some sort of coax-

iality relations between stress and transformation strain
are conjectured at modeling scales appropriate to a multi-
variant microstructure. These difficulties are compounded
under nonproportional loading, since the transformation
strain then evolves as a consequence of both pseudoelastic
A ↔ M processes and M ↔ M reorientation of existing
variants.

STATE OF THE ART AND HISTORICAL DEVELOPMENTS

Modeling of the macroscopic behavior of SMM has been
the subject of much activity since the beginning of the
1980s, attracting the interest of engineers, applied mathe-
maticians, and materials scientists. This section surveys
the state of the art on the basis of the huge literature
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available on the subject. The survey is restricted to models
that directly relate to macroscopic modeling and does not
delve into the voluminous literature on metal physics and
purely microstructural development, even though much of
this literature provides enormous insight. While an effort
has been made to be rather comprehensive, the survey is
still far from complete. We have attempted to give care-
ful bibliographic references by selecting one representa-
tive paper for each approach. Each of these models then
typically gives rise to refinements, generalizations, verifi-
cation studies, and implementation strategies. For the sake
of conciseness, complete bibliographic references cannot be
given for all of these modeling extensions.

The discussion of the previous section makes clear that
the behavior of SMM observable at the macroscopic scale
is the effect of several complex microstructural pheno-
mena. This section is organized, as in the list below, with
respect to contributions that include an explicit model
for such microstructural phenomena and others that do
not. Although certain models that will be discussed can
be viewed as spanning more than one such approach, the
classification given below aids in organizing the numerous
modeling approaches that have been proposed.

Approaches modeling one or
more microstructural
phenomena

Lattice cell mechanics
Interface nucleation and

propagation
Micromechanics

Approaches modeling
directly the macroscopic
behavior

Models without internal
variables

Hysteresis models
Models with internal

variables

Approaches Modeling One or More
Microstructural Phenomena

Models included in this group are grounded in theories that
analyze the material at a scale in which the multiphase na-
ture of the material is rendered explicit and one or more
effects of phase transformations can be described by some
direct microstructural model. Macroscopic behavior is then
recovered by some kind of averaging procedure. In a con-
tinuum setting, this implies that each point belongs to one
phase and the first spatial derivatives of the displacement
and temperature fields can be discontinuous.

Lattice Cell Mechanics. In this approach, the macro-
scopic response of the material is determined by study-
ing the behavior of a collection of lattice cells that can
be in a particular phase or phase variant. In response to
loads and temperature changes at the system boundary,
cell transitions between different phases can take place.
Two approaches for the transition kinetics can be broadly
identified: statistical mechanics and strain energy minimi-
zation.

The statistical mechanics approach has roots in Muller
and Wilmanski (1) and has been further developed by
Achenbach (2). The cellular array is grouped as a stack of
layered aggregates of cells that can be found in one of the

φ φ−Pδ

δ− δ+

δ δ

M−

M−

M+
M+A

A
−Pδ

Figure 3. The three-well energy function of the Muller-
Achenbach model without (left) or with (right) mechanical load.
Each minimum corresponds to a phase with different structure
(austenite A and two martensite variants M+, M−). The differ-
ences among the ordinates of the various minima represent the en-
ergy barriers that cells have to overcome to undergo phase trans-
formations. The right graph shows the effect of a mechanical load
P that lowers the right minumum and causes the M+ phase to be
the energetical favorite.

three phases: austenite A and two martensite variants
M+, M−; each characterized by a different cell length. Cells
are in random thermal motion, and thermal fluctuations
permit them to transform from one phase to another. Such
transitions lead to variations in the stack composition
that are monitored by the phase fractions ξA, ξ+, and
ξ−. A three-well potential energy φ whose minima are
each associated with one phase is the basic constitu-
tive ingredient from which all material parameters are
derived by statistical arguments (Fig. 3). Macroscopic
strain and temperature are obtained respectively from
the normalized length of the whole layer aggregate and
from a measure of the thermal fluctuation. The phase
fraction evolution is governed by a system of ordinary
differential equations expressing the transition rate
balance between layers on the basis of the probability of
overcoming the energy barriers that separate the minima
of φ. This finally provides a complete model for uniaxial
stress pseudoelasticity and reorientation.

A second approach for the description of the transitions
between lattice cells is based on strain energy minimiza-
tion. A model developed by Morris and his collaborators
(3) involves a multidimensional lattice of cells with cor-
responding multidimensional transformation strains for
each cell. The total free energy is the sum of a temperature-
dependent chemical free energy and a strain-dependent
elastic strain energy. The strain energy contribution is
highly dependent on cell location and choice of transforma-
tion variant, due to the constraint of surrounding cells. The
computation is based on isotropic elasticity, and the under-
lying mathematical technique developed by Khachaturyan
requires equality of elastic constants in all phases. For a
given change in temperature, the overall transformation
process is simulated by a stepwise energy minimization.
At each step, the particular cell that transforms is selected
as the one that most lowers the energy, and such transfor-
mations continue so long as the overall energy is lowered.
Complex microstructures and internal stress states occur.
These complex states are the main focus of such modeling,
as opposed to providing a macroscopic model for overall
stress–strain–temperature behavior.
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Interface Nucleation and Propagation. Large deforma-
tion theories of continuum mechanics have also been used
to treat martensitic phase transformation. These treat-
ments stem from analysis by Ericksen of a uniaxial con-
tinuum with a nonconvex elastic strain energy density
(4). These energies give rise to nonmonotone stress–strain
curves. Fundamental thermodynamic arguments harking
back to Gibbs and Maxwell indicate that strains on the de-
scending branches of these stress–strain curves are unsta-
ble in that they cannot be part of a deformation field that
minimizes energy. Energy minimization naturally gives
rise to distinct material regions, each involving continu-
ous strain, that are separated from each other by inter-
faces across which the strain is discontinuous so as to
avoid unstable branches. The connection to stress-induced
phase transformation follows by placing the distinct stable
branches of the stress–strain curve into correspondence
with distinct material phases. Avoidance of the unstable
branches is then formally similar to spinodal decomposi-
tion. One outgrowth of this work has focused on putting the
crystallographic theory of martensite on a rigorous mathe-
matical foundation so as to predict microstructure without
invoking the approximations inherent in the linear theory
of elasticity (5–7).

The fundamental nature of much of the work cited im-
mediately above renders it outside the scope of this model-
ing survey. However, under suitable interpretation, certain
treatments of this type do provide a macroscopic model for
the thermomechanical behavior of shape-memory materi-
als. In particular, SMM uniaxial response follows from a
thermoelastic free-energy density with either two or three
minima that each define a distinct phase. Boundary value
problems give solutions in which the continuum is subdi-
vided via phase boundary interfaces into different phase
regions. Phase transformation proceeds from the nucle-
ation of new interfaces or from the propagation of the ex-
isting ones (8). The jump in the Gibbs free energy across
the interface follows from the Eshelby energy-momentum
tensor in the form of a generally nonzero driving traction.
Phase boundary movement gives either energy dissipation
or energy accumulation as determined by the direction of
interface motion. Standard boundary value problems do
not have a unique solution when phase boundaries are
present unless the constitutive theory is augmented with
both interface nucleation criteria and interface kinetic mo-
tion criteria. These typically depend on the driving trac-
tion, and they can be formulated so that the overall load–
displacement–temperature relation reproduces pseudoe-
lastic and reorientation behavior. Kinetic criteria can be
derived, for example, similarly to that of Achenbach and
Muller, so as to involve a probability of overcoming the en-
ergy barriers between phases on the basis of thermal fluc-
tuation. Quasi-static and fully dynamic treatments follow
for isothermal, adiabatic, and heat conducting cases. The
kinetic motion criteria can be extracted from more refined
theories in which the phase boundaries are regarded as
transition zones exhibiting additional physical effects (9).

Micromechanics. In the models of this group each mac-
roscopic point is put in correspondence with a represen-
tative volume element (RVE) of a multiphase material in

P

RVE ΩMacroscopic scale

Microscopic scale

A

M

Figure 4. Macroscopic versus microscopic scale modeling. Each
macroscopic point P corresponds to a microscopic region 
 where
the multiphase nature of the alloy (A, M) can be appreciated ex-
plicitly. At the macroscopic scale the features of 
 are synthetically
described by the internal variables α.

which some regions are subjected to local transformation
strains due to the different crystal structure of the phases
(Fig. 4).

Under proper boundary conditions, a boundary value
problem on the RVE that models the effects of the phase
transformations is obtained. Local quantities are volume
averaged over the RVE, giving macroscopic quantities that
generally retain a dependence on the microstructural fea-
tures through some overall descriptor α (usually the phase
fractions ξ ). The resulting equations for the macroscopic
behavior fit into the framework of internal variable mod-
els, as described later in this section. Constitutive ingre-
dients are a macroscopic free-energy function � and a set
of kinetic rate equations for the microstructural descrip-
tors α. The free energy provides, via partial differentia-
tion with respect to stress (or strain), equations for strain
(or stress) while derivatives with respect to α give gen-
eralized forces that drive the phase transformations. The
free-energy functions are structured as the sum of an elas-
tic strain energy and a chemical a free energy. While the
chemical contribution is specified mainly by standard ther-
modynamic expressions, the elastic term varies consider-
ably among such models as it follows from different mi-
cromechanic assumptions on the accommodation process
due to phase interaction (10). Kinetic equations are de-
rived from phase transformation criteria stating that the
transformations occur when the generalized driving forces
meet experimentally determined threshold values.

Patoor, Eberhardt, and Berveiller initiated such an
approach in 1987 by combining ideas from transforma-
tion plasticity, continuum micromechanics, and crystallo-
graphic theories of martensitic transformation (11). In its
recent formulation, their model considers, at the single-
crystal level, a linear elastic RVE consisting of an austen-
ite matrix with inclusions of 24 martensite variants, each
exhibiting a local transformation strain computable from
the lattice parameters. Each variant is assumed to grow,
mixed with austenite, in a well-defined cluster. The inter-
action energy describing the accommodation between pairs
of variants is then computed using the interfacial opera-
tor method of Hill. The minimization of this interaction
energy determines the cluster orientation and the over-
all free energy finally depends only on the variant frac-
tions. At the polycrystalline level, a second RVE consisting
of nontextured assemblies of spherical grains is consid-
ered and a self-consistent approach is used to derive the
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final macroscopic constitutive equations. Large numerical
simulations involving the representation of each grain are
required. Comparisons with experimental data are given,
mainly for uniaxial stress, and show good agreement even
in the prediction of tension–compression asymmetry. Re-
cent developments also include the consideration of non-
isothermal behavior. Promising applications of this model
have been proposed by Gall and Sehitoglu (1999) who used
experimentally determined grain orientation distribution
functions to simulate the effect of texture.

In 1993, Sun and Hwang proposed to treat the prob-
lem focusing directly on the polycrystals with an RVE con-
sisting of grains that are each wholly in the austenite or
martensite phase. The phase interaction energy is com-
puted using Mori-Tanaka theory by considering martensite
grains as randomly dispersed spherical inclusions within
the matrix of austenite grains. While martensite is con-
sidered as a single phase without explicitly accounting
for the different variant orientations, neglect of the mul-
tivariant structure is overcome by proposing a direct re-
lation between the local transformation strain and the
average stress in the matrix so as to simulate the bias-
ing effect of stress in the variant selection process. The
local transformation strain is therefore not strictly crys-
tallographic, and the resulting description is in terms of
an equivalent transformation strain. Reorientation effects
are taken into account by introducing a second martensite
fraction. Issues related to nonproportional loading are also
discussed (12).

Starting in the early 1990s, Levitas developed mod-
els from a somewhat different viewpoint (13). The SMM
is modeled as a dissipative material already at the mi-
croscale where, due to the phase transformations, relevant
field quantities vary between two values reflecting an un-
derlying two-phase model for the microstructure. A first-
averaging procedure is performed over an internal time
scale representative of the transformation duration in or-
der to obtain an average dissipation rate and driving force.
Different energetic transformation criteria are given: an
overall nucleation criterion results after integration over
the RVE while a criterion for interface propagation is given
after integration over the propagating interface. An ex-
tremum principle with respect to the variation of the RVE
boundary conditions is invoked to determine the evolution
of the microstructural parameters.

Goo and Lexcellent (14) proposed a model for single
crystals based on a free-energy function and a dissipa-
tion rate function. The free-energy function is derived by
a self-consistent evaluation of internal stresses among the
phases. The model allows for nonisothermal behavior, re-
orientation, and two-way shape-memory effect. The influ-
ence of the interaction energy on the macroscopic modeling
is examined, and the comparisons with experimental data
under uniaxial stress show good agreement with the mod-
eling prediction.

The analysis of Lu and Weng (15) treats each grain as
a mixture of austenite and a single martensite variant
whose local transformation strain is computed from lattice
parameters. The particular variant is selected in analogy
with the Patel-Cohen criterion on maximum transforma-
tion work. Polycrystals are then modeled by an assembly of

nontextured spherical grains, and a self-consistent method
is used to compute the macroscopic response. As with the
Patoor-Eberhardt-Berveiller model, this requires large nu-
merical simulations involving the representation of each
grain.

Huang and Brinson (16) propose a different microstruc-
tural model at the single-crystal level. An austenite
matrix with martensite inclusions made of groups of self-
accomodating variants, each exhibiting the local crystal-
lographic transformation strain, is arranged in a way
reminiscent of the experimentally observed wedgelike mi-
crostructure. Free energy is then computed by assuming
a random distribution of such inclusions that are taken to
be of spherical shape. This idealization is shown to be use-
ful in modeling thermally activated transformations and
low-temperature reorientation. The model captures also
the tension/compression asymmetry and the different re-
sponse observed experimentally when the loading direc-
tion varies with respect to crystal axes. The model has
been extended to cover penny-shaped inclusions and poly-
crystalline behavior by studying an assembly of nontex-
tured spherical grains homogenized by a self-consistent
method.

Summarizing, micromechanic approaches incorporate
several features into the modeling, including the effect
of a multiple-variant microstructure and the effect of its
polycrystalline texture. This permits explanations for most
macroscopically observed behaviors, though certain de-
tailed issues remain under discussion. Such issues include
the determination of the number of variants and the mod-
eling of their arrangement (17), as well as the modeling of
nonproportional multi-axial loading; for recent experimen-
tal studies, see (18,19).

Approaches Modeling Directly the Macroscopic Behavior

Direct modeling will be understood as including theories
where each point of the material, instead of being in an
identifiably distinct phase, is representative of a phase
mixture whose microstructural features are described by
one or more descriptive variables. In a continuum setting,
the associated strain and temperature gradient fields are
continuous.

Models without Internal Variables. In such models the
material behavior is described by strain, stress, temper-
ature, and entropy without the introduction of quantities
representing the phase mixture. Constitutive information
is provided by a free-energy function whose partial deriva-
tives provide constitutive equations for strain (or stress)
and entropy.

In 1980, Falk proposed a Landau-Devonshire type
of free-energy function based on the analogy between
SMM uniaxial stress–strain curves and the electric field–
magnetization curves of ferromagnetic materials (20).
Nonmonotone stress–strain curves are obtained, and the
unstable negative slope part is interpreted as the occur-
rence of the phase transition. The actual pattern followed
during transformation is assumed to proceed at constant
stress. The particular form of the Landau-Devonshire free-
energy accounts for the temperature dependence of the
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σ

ε

Figure 5. Nonmonotone stress–strain curves. The negative slope
part is unstable and the dashed lines represent an assumed trans-
formation path.

isothermal stress–strain behavior. Hysteresis arises as
consequence of the different stress levels of the extremal
points of the unstable region, as indicated in Fig. 5.

Under suitable interpretation, many aspects of this
model correspond to aspects of Ericksen’s treatment and
its subsequent extensions. In particular, although the time
evolution of a phase transformation is not treated directly,
such information can be inferred by associating the extent
of the transformation with the strain distance on the con-
stant stress transitions.

Hysteresis Models. Hysteresis models seek to reproduce
experimentally observed curves that involve high nonlin-
earity and complex looping. They have been widely used in
several fields, with that of magnetic materials being most
developed. In this approach, constitutive equations are pro-
posed directly on the basis of their mathematical proper-
ties, often without explicit focus on their link with the phys-
ical phenomena of interest. Reliability and the robustness
of the model are favorably matched to experiments, and the
resulting algorithm allows for the treatment of arbitrarily
complex driving input.

Two main algorithm classes have received special atten-
tion in the context of SMM phase transformation. The first
one is based on tracking subdomain conversion/reversion
and lead to integral based algorithms. The most common of
these is known as the Preisach algorithm and it has been
used to describe uniaxial isothermal pseudoelastic stress–
strain SMM response (21,22).

The second algorithm class involves differential equa-
tions with separate forms for driving input increase and
driving input decrease. Differential equations of Duhem-
Madelung form have been used to model SMM phase frac-
tion evolution during thermally induced transformation
(23,24). This gives phase fraction subloops for temperature
histories obeying Mf < T (t) < Af . Under sustained ther-
mal cycling, these subloops collapse onto a final limiting
subloop, with the resulting shakedown behavior register-
ing the fading influence of the initial phase-fraction state.
By being formulated so as to link the internal variable of
phase fraction to the driving force variable of temperature,
such algorithms lend themselves to a wider internal vari-
able framework as is described next.

Models with Internal Variables. The key feature of this
approach is to introduce one or more internal variables

(order parameters) α describing the internal structure of
the material (see again Fig. 4). A general thermodynamical
treatment then proceeds by providing equations for the
evolution of these internal variables (23,26). The first ap-
plication of such an approach to SMM seems to be due
to Tanaka and Nagaki (27) where internal variables are
employed to describe the development of the underlying
phase mixture. The internal variables α, along with a
set of mechanical and thermal control variables, then de-
fine a collection of state variables s. Typical mechanical
control variables are either strain ε or stress σ. Typical
thermal control variables are either temperature T or en-
tropy η. The internal variables α typically include one or
more phase fractions ξ and/or macroscopic transformation
strains. For example,

s = {σ, T,α}. (1)

The temperature gradient ∇T must also be incorporated
into s if heat conduction is considered. The theory is com-
posed of the physical laws, the constitutive equations that
characterize the features typical of each material, and ma-
terial behavior requirements that ensure thermodynamical
process restrictions.

Constitutive information is specified by two kinds of re-
lations:

1. State equations for the entities that are conjugate
to the control variables. These can be formulated
directly or else obtained as partial derivatives of
a suitable free energy function after enforcing the
Clausius-Duhem inequality for every process. The
Gibbs free-energy G is appropriate for Eq. (1) and
gives

{
ε = �ε (s)
η = �η (s) with




ε = −∂G(s)
∂σ

,

η = −∂G(s)
∂T

.

(2)

If heat conduction is to be included, then a constitu-
tive equation relating temperature gradient ∇T and
heat flux q (usually the Fourier equation) is also re-
quired. The relation between microscale phenomena
and the structure of the macroscale free-energy func-
tions is discussed in (10).

2. A set of kinetic equations for the internal variables
α. In view of phase transformation hysteresis, these
equations generally depend on the past history of the
material. Standard practice in most internal variable
models is to specify this dependence through equa-
tions relating the rates of the internal variables to the
state and its time derivatives. The internal state then
follows from the solution of differential equations in
time:

�
F (s, ṡ) = 0 typically givingα̇ = �f (s, σ̇, Ṫ ),

(3)

and often linear in σ̇ and Ṫ as well. The superposed
dot in Eq. (3) denotes time differentiation.
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The full thermomechanical behavior of a system involv-
ing SMM is then described by a complete “initial value
problem”: given an initial state, an initial time, and an
arbitrary loading history, predict the state reached by the
system at subsequent times. This initial value problem is
governed by the preceding constitutive equations together
with appropriate initial and boundary conditions and with
the physical laws of:

Energy conservation (first law of thermodynamics)

ė = σ · ε̇ + Q̇, (4)

Conservation of linear momentum (equation of motion)

div σ = ρü − b, (5)

Entropy balance and Clausius-Duhem inequality (sec-
ond law of thermodynamics)

� = η̇ − Q̇
T

and � ≥ 0, (6)

where e is the internal energy, ρ the mass density, Q̇ the
rate of heat exchange with the environment (positive if ab-
sorbed by the SMM), u the displacement, b the body force
density, and � the internal entropy density production rate.
The Gibbs free energy is G = e − Tη − σ · ε.

Although sometimes employing formalisms that are
quite different, several models fitting into this basic frame-
work have been proposed to describe SMM behavior.
Irrespective of their derivation, they involve a constitu-
tive description prescribed via state equations and kinetic
equations. Differences involve the choice and interpreta-
tion of the internal variables α and the form of the kinetic
equations. The following survey proceeds in chronological
order, using a common notation that may depart from that
of the original work.

One of the first explicit macroscopic models for SMM
has been given by Tanaka and his coworkers for uniax-
ial isothermal pseudoelasticity (28). This model for A ↔ M
transformation employs one scalar internal variable, the
martensite fraction ξM, together with strain and temper-
ature as control variables so that α = {ξM} and s =
{ε, T, ξM}. The constitutive equation for stress is given
as σ = L(ε − ε∗), where the overall transformation strain
is ε∗ = γ ∗ξM. Here L is the elastic modulus and γ ∗ the
local transformation strain, both of which are regarded
as material parameters. The kinetic equation for the
martensite fraction ξM is derived from a dissipation po-
tential resulting in a form analogous to the exponential
Koistinen-Marburger relation used in metallurgy. The ki-
netic equation is especially simple and so enables closed
form integration to give

ξM =
{

1 − eβF

eβR

(A → M)
(M → A)

with
βF = aM(Ms − T) + bMσ,

βR = aA(As − T) + bAσ,

where aM, bM, aA and bA are material constants.

In 1987 Frémond proposed a three-dimensional model
based on the following state description:

s = {ε, T, ξA, ξ+, ξ−, ∇ξA, ∇ξ+, ∇ξ−},

where ξA, ξ+, ξ− are the fractions of austenite and two
martensite variants and ∇ denotes gradient (29). The free
energy is the sum of the pure phase energies weighted by
the respective fractions plus a term aimed to enforce the
constraint ξA + ξ+ + ξ. = 1. The evolution equations are
derived from a dissipation potential. The balance equa-
tions governing the model are derived on the basis of the
principle of virtual power taking into account explicitly
the contribution of the internal variables. The model per-
formances are discussed within simplified constitutive as-
sumptions, and show the ability of the model to capture the
main qualitative features of pseudoelasticy and low tem-
perature reorientation.

In 1988 Bondaryev and Wayman developed a multi-
surface plasticity theory for SMM to account for three-
dimensional isothermal pseudoelasticity and reorienta-
tion (30). This yields a three-dimensional framework that
would allow for the generalization of many of the uniaxial
stress models that are the major focus of this article. The
macroscopic transformation strain tensor ε∗ is treated as
an internal variable on its own so that s = {σ, T, ε∗}. Free
energies are given for the austenite phase and for a gen-
eral martensite phase in which the transformation strain is
of arbitrary orientation. The free-energy difference among
the phases initiates the transformation activity when re-
sistive the thresholds are met. This defines temperature-
dependent threshold surfaces in stress space, which are
analogous to traditional yield surfaces. These surfaces,
govern transformation strain accumulation (A → M), re-
duction (M → A), and reorientation (M → M). The change
in transformation strain proceeds according to a normal-
ity condition with respect to these threshold surfaces and
so determines the orientation of a transformation strain
increment. This gives:

A → M: Transformation strain increment dε∗ coaxial
with the stress deviator

M → A: Transformation strain annihilated without
regard to stress orientation

M → M: dε∗ oriented according to the difference be-
tween the current stress deviator orientation and the
current ε∗ orientation

The magnitude of the transformation strain increment
follows by analogy to traditional yield surface plasticity.
Under hardening, continued plastic straining requires a
sustained increase in stress. A consistency condition for re-
maining on the evolving yield surface then determines the
magnitude of the plastic strain increment. In the absence
of hardening, the yield surface is fixed so that continued
plastic straining can be sustained under constant stress.
The magnitude of the plastic strain increment is then de-
termined from boundary conditions. Bondaryev-Wayman
initially present A → M and M → A thresholds that do not
harden (corresponding to Ms = Mf for A → M and As = Af
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for M → A). In contrast, the M → M reorientation thresh-
old is naturally dependent on the current ε∗ and so exhibits
a changing form analogous to hardening. At any instant
of time there may be (1) no transformation, (2) a single
transformation from among A → M, M → A, M → M, or
(3) a multiple transformation consisting of M → M in con-
cert with one of M → A, A → M. Case 3 requires the de-
termination of a transformation strain incremental mul-
tiplier for each simultaneous process. Modifications are
then presented for A → M and M → A threshold harden-
ing (Ms > Mf and As < Af ). The few model predictions that
are presented confirm the correct qualitative features of
this approach, but a detailed discussion of the full range of
model predictions is not given.

Muller and his coworkers (31) proposed one of the first
models for stress–strain curve sublooping when phase
transformations do not go to completion. The main con-
stitutive ingredient of the theory is an overall Helmholtz
free energy of the form

�(εA, εM, T, ξM) = (1 − ξM) φA(εA, T ) + ξMφM(εM, T )

+ 
ξM(1 − ξM),

where φA, φM, εA, εM are the free energies and strains of
the pure phases and ξM is the martensite fraction inter-
nal variable. The last term is a phase interaction energy,
with 
 being a material parameter. The overall strain is
ε = (1 − ξM)εA + ξMεM. Values of ξM, εA, and εM are deter-
mined by minimizing � under strain constraint. As in the
models of Ericksen (4) and Falk (20), the resulting uniaxial
stress–strain response is nonmonotone with the negative
slope part being unstable. Constant stress lines from the
maxima and minima define a stress–strain outer envelope
loop associated with complete transformations. The unsta-
ble negative slope portion of the stress–strain response
then provides a triggering threshold for phase transfor-
mations within the interior of the stress-strain envelope
(Fig. 6). The associated model for internal sublooping deter-
mines the evolution of ξM and so, roughly speaking, plays
a similar role to the kinetic evolution equations in other
internal variable models.

Ortin and planes have developed a detailed thermody-
namic framework for SMM materials (32) that provides a
basis for thermomechanical modeling and the experimen-
tal determination of material characterization parameters.
They develop a model uniaxial stress, describing the state
as s = {σ, T, ξM}. Energy balance during phase transforma-
tion generates a transformation kinetic in which the free-
energy differential during transformation is balanced by
the sum of an elastic energy storage rate differential and an
energy dissipation rate differential. The evolution of σ and
T then determines the evolution of ξM once the dissipation
rate is given a constitutive prescription. Dissipation func-
tions can be constructed so as to ensure known qualitative
aspects of phase transformation hysteresis, including fine
sublooping features. Experimental data fitting with refer-
ence to purely thermal transformation allows for explicit
functional forms. Full stress–strain–temperature depen-
dence for uniaxial A ↔ M transformation then follows.

In 1990, Liang and Rogers proposed a modification of
the Tanaka A ↔ M transformation model so as to account

for the effect of phase fraction values at the beginning of
the transformation in the event of an initial phase mixture
(33). This allows for the treatment of internal subloops.
They also replaced the exponential Koistinen-Marburger
kinetic equation with a trigonometric expression, giving

ξM =




1 − ξ0

2
cos βF + 1 + ξ0

2
, (A → M ),

ξ0

2
cos βR + 1, (M → A ),

where ξ0 is the value of ξM when the transformation process
is first activated and βF, βR are as given previously.

In 1992, Raniecki, Tanaka, and Lexcellent proposed
a model for three-dimensional pseudoelasticity based on
the martensite fraction as internal variable so that s =
{ε, T, ξM} (34). They proposed a Helmholtz free-energy
function in the form

�(s) = 1
2

(ε − ε∗) · L (ε − ε∗) − (T − T0) m · L(ε − ε∗)

+ Ech(T) + 
(T)ξM (1 − ξM),

where m provides thermal expansion coefficients, Ech is the
chemical free energy and the last term is the phase inter-
action energy. The overall transformation strain tensor is
given as ε∗ = γ∗ξM. The local transformation strain tensor
γ∗ is assumed to be traceless and coaxial with the strain
deviator. In this context the phase equilibrium corresponds
to the vanishing of the quantity � = ∂�/∂ξM, which is iden-
tified as the driving force for A ↔ M phase transformation.
The condition � = 0 gives rise to a stress–strain curve with
a descending branch which, as in Muller’s model, triggers
the activation of certain transformations (Fig. 6). Here,
however, the transformation evolution is described by a
kinetic equation for ξM. A generalized expression for such
a kinetic equation is proposed and includes the exponential
form of Tanaka as a special case. Subsequent development
of the model includes the incorporation of micromechanical
considerations into the derivation of the free energy and
the proposal of a modified relation between γ∗ and the state

σ

ε

Figure 6. Modeling of subloops in a model of Muller (31). The up-
per and lower constant stress lines arise as in Fig. 5 and bound an
internal region in stress–strain space where subloops can occur.
If a transformation associated with these bounding lines is in-
terrupted before completion due to load reversal, then the stress–
strain path enters the internal region. The reverse transformation
is only activated if the internal path encounters the negatively
sloped line associated with unstable stress–strain response.
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variables so as to capture an optimal variant arrangement
on the assumption that the actual value of γ∗ minimizes
the free energy.

In 1993, Brinson proposed a further extension of the
Tanaka-Liang-Rogers model in order to distinguish be-
tween stress-induced (oriented) martensite and thermally
induced (unbiased) martensite (35). Accordingly, ξM =
ξs + ξT where ξs is the fraction of stress-induced martensite
resulting in a local transformation strain γ ∗ and ξT is the
fraction of thermally induced self-accommodated marten-
site resulting in a zero transformation strain. Hence α =
{ξs, ξT}, and the resulting model gives a true shape-memory
capability, formally absent in the earlier Tanaka-Liang-
Rogers model, in that transformation strain at zero stress
is annihilated on heating without reappearing on cooling.
Kinetic equations for ξs and ξT then model both A ↔ M
pseudoelasticity and low-temperature conversion of ther-
mally induced martensite to oriented martensite under
isothermal uniaxial stress. Subsequent development ex-
plicitly correlates the kinetic equations to the (σ, T )-phase
diagram, with the resulting model permiting both analyt-
ical and numerical treatment of initial value problems for
uniaxial response (36).

In 1994, Ivshin and Pence proposed a model for uniaxial
pseudoelasticity based on s = {σ, T, ξA}, where ξA = 1 − ξM

is the austenite phase fraction (24,37). State equations are
given for strain and entropy by assuming that the pure
phases are subject to a common overall stress. Kinetic
equations are given in terms of the Duhem-Madelung hys-
teresis algorithm. Both stress and temperature-induced
A ↔ M transformation are treated in a unifying thermody-
namic framework by the identification of the proper driving
input via the Clausius-Clapeyron equation. This allows
for a straightforward treatment of arbitrary thermomecha-
nical loading paths in (σ T )-space under uniaxial tension.
Load-cycling behavior and the resulting shakedown re-
sponse are then easily determined. Unlike earlier treat-
ments, rate effects due to heating and cooling intrinsic
in the A ↔ M transformation are systematically investi-
gated. To treat uniaxial compression in the same frame-
work, Wu and Pence (38) decompose the martensite phase
into two martensite variant families M+ and M− each
characterized by its own transformation strain and, respec-
tively, favored under tension (M+) or compression (M−).
Accordingly, ξM = ξ+ + ξ−, leading to s = {σ, T, ξ+, ξ−}. In
this setting, unbiased (thermally induced) martensite is
the specific mixture of the two variant families giving zero
overall transformation strain. While maintaining all of the
features of the Ivshin-Pence formulation, the Wu-Pence
model provides a complete uniaxial description for SMM
not only at temperatures near Af but also at temperatures
well below Mf where reorientation applies.

In Lubliner and Auricchio (39), a three-dimensional
model for isothermal pseudoelasticity is proposed on the
basis of s = {σ, T, ξM, v}, where v defines the orienta-
tion of ε∗ via ε∗ = γ ∗v and γ ∗ is a material parameter.
Kinetic equations for v and ξM are given by normality con-
ditions to proper loading functions specified for each type
of transformation. A Drucker-Prager form is taken for v
so as to treat the dependence of phase transformation on
hydrostatic stress. Pseudoelasticity and high-temperature

reorientation as induced by nonproportional loads are con-
sidered. In the uniaxial setting, the Brinson decomposition
ξM = ξs + ξT is introduced to account for low-temperature
reorientation. The extension to finite kinematics is develo-
ped. Numerical implementation is given in the context of
finite elements.

Boyd and Lagoudas (40) present a three-dimensional
model for SMM behavior based on s = {σ, T, ξM, ε∗}. A
free energy with a structure similar to that of Muller is
generalized so that the phase interaction term is speci-
fied by a series expansion whose coefficients are left to ex-
perimental identification. The macroscopic transformation
strain rate is decomposed into the sum of a pseudoelastic
and a reorientation contribution, ε̇∗ = ε̇pe + ε̇re. Similar to
Tanaka et al. (28), dissipation potentials are used to de-
rive kinetic equations for ξ̇M, ε̇re, while ε̇pe is related to
the martensite fraction rate via ε̇pe = Λξ̇M. The orienta-
tion tensor Λ is assumed as coaxial with a modified stress
deviator for A → M transformation, whereas it is aligned
with the ε∗ deviator for M → A transformation. Various
aspects of the model, such as sublooping, connection with
micromechanics, and numeral implementation, have been
developed in subsequent papers.

Rajagopal and Srinivasa (41) apply the concept of mate-
rials with multiple natural configurations to uniaxial pseu-
doelasticity with the martensite fraction ξM acting as an
internal variable. The Green-Naghdi approach to balance
and constitutive equations is used together with a principle
of maximum dissipation. This elegant treatment accounts
for nonisothermal behavior and finite deformations within
a rigorous and innovative framework of continuum ther-
momechanics.

Sittner, Stalmans, and Tokuda (18) have developed
a hysteretic model for uniaxial pseudoelasticity based
on a martensite fraction that is governed by an evolu-
tion equation with a driving force that involves the con-
cept of an effective equilibrium temperature. This effec-
tive equilibrium temperature, which generally differs from
the actual material temperature, is formally dependent
on the martensite volume fraction. Unlike other models,
the macroscopic transformation strain is assumed in the
from ε∗ = χγ ∗ξM, where χ = χ (σ ) is a nonlinear stress-
dependent function. The model is able to capture a wide
variety of sublooping behavior including a notion of return
point memory.

Within the setting of finite kinematics Govindjee and
Hall (42) present a model based on two martensite vari-
ants M+ and M−. A phase diagram approach is used,
and the transformation kinetics are derived by arguments
reminiscent to those of Muller-Achenbach and Abeyaratne-
Knowles. The resulting model allows for both pseudoelas-
ticity and reorientation. Algorithmic issues specific to finite
element implementation are carefully considered, and civil
engineering scale applications are presented.

A COMPREHENSIVE MODEL FOR UNIAXIAL STRESS

As seen from the previous section, SMM uniaxial behavior
is well understood. This covers a wide range of applications
including several kinds of actuators, vibration absorbers,
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and applications exploiting the material in the form of
wires. Models available for this setting treat reorienta-
tion, shape memory, and pseudoelasticity under arbitrary
temperature-stress paths so as to reproduce nonisother-
mal behavior, transformational heating/cooling, and inter-
nal subloops. Accordingly, this section summarizes a prac-
tical and complete one stress-component material model.
It synthesizes aspects of the previous section’s discussion
with a focus on the complementary roles of state equations
and kinetic equations in generating a well-posed and com-
plete model. The development is framed in the context of
tensile and compressive loading, although it also applies
to other choices of stress component, such as a particu-
lar shear stress component. The equations that are pre-
sented in the final implementation follow those of Ivshin
and Pence (24,37) and Wu and Pence (38), although the
discussion is framed so as to permit alternative implemen-
tations.

The SMM is treated as subject to mechanical loads
specified by histories of prescribed stress σ (t) or strain ε(t)
or a combination of both (e.g., representing bias springs in
actuators among elastic restraints) and thermal loads spec-
ified by histories of prescribed temperature or heat rate. Al-
ternatively, under mechanical loads, the temperature can
be determined as a consequence of the heat exchange with
a known environmental temperature TE.

The state in Eq. (1) is given by s = {σ, T, α} with α =
{ξA, ξ+, ξ−} subject to

ξA + ξ+ + ξ− = 1, 0 ≤ ξA ≤ 1, 0 ≤ ξ+ ≤ 1, 0 ≤ ξ− ≤ 1.

(7)
The M+ family has an associated scalar transformation
strain γ ∗

+ > 0, representing the maximum positive macro-
scopic transformation strain when an M+ microstructure
is maximally oriented with the tensile stress. Similarly, the
M− family has an associated scalar transformation strain
−γ ∗

− < 0. The positive constants γ ∗
+, γ ∗

− are basic material
parameters.

State Equations for Strain and Entropy

The first group of constitutive equations are obtained from
a Gibbs free energy that is taken as

G(s) = ξA gA (σA, T) + ξ+ g+ (σ+, T) + ξ− g− (σ−, T), (8)

where gA, g+, g− and σA, σ+, σ− are the free energies and
the stresses relative to the pure phase. The phase stresses
depend on the microstructural phase arrangement. This
arrangement is henceforth regarded as giving

σA = σ+ = σ− = σ. (9)

In conditions different from Eq. (9), an additional term ex-
pressing the interaction energy between the phases would
otherwise arise (10). In the present model, hysteresis prop-
erties that would be influenced by such an interaction en-
ergy are instead modeled with the aid of envelope functions
introduced below. This permits easy specification of desired
thermal hysteresis properties.

Standard forms for the pure phase free energies are

gA = −1
2

σ 2

EA
− mAσ (T − T∗) + CA

(
T − T∗ + T ln

T
T∗

)
−ηA0 (T − T∗) + gA0 ,

g+ = −1
2

σ 2

E+
− γ ∗

+σ − m+σ (T − T∗) + C+

(
T−T∗+T ln

T
T∗

)
−η+0 (T − T∗) + g+0 ,

g− = −1
2

σ 2

E−
+ γ ∗

−σ−m−σ (T − T∗) + C−

(
T−T∗+T ln

T
T∗

)
−η−0 (T − T∗) + g−0 . (10)

Here EA, E+, E− are the elastic moduli; mA, m+, m− are
the coefficients of thermal expansion, and CA, C+, C−
are the specific heats at constant stress of the vari-
ous phases. The expressions (10) make use of a stress-
temperature reference state (σ, T) = (O, T∗), which is re-
garded as at the center of the multiphase region of Fig. 1
by taking T∗ as the average of the four transformation tem-
peratures. The constants ηA0 , η+0, η−0 and gA0, g+0, g−0 are
the single-phase entropies and single-phase free energies
at this reference state. Additional simplification follows by
assuming the following:

� A common specific heat C in martensite and austenite.
� A common reference state entropy ηMo in all marten-

site variants.
� Negligible thermal expansion.
� Negligible slip plasticity.

None of these simplifications is essential, and the asso-
ciated generalizations are easily made. According to the
general formulation, the macroscopic strain and entropy
follow from Eq. (2) as

ε = −∂G
∂σ

= Dσ + ε∗, η = −∂G
∂T

= CIn
T
T∗ + η0, (11)

where

D(ξ ) = ξ−
E−

+ ξA

EA
+ ξ+

E+
, ε∗(ξ ) = ξ+γ ∗

+ − ξ−γ ∗
−

η̄0(ξ ) = (ξ+ + ξ−)ηM0 + ξAηA0 . (12)

Here ε∗(ξ ) is again the transformation strain, and D(ξ ) is
the Reuss estimate of the effective compliance. Introduce
�η0 = ηA0 − ηM0 , whereupon η0 (ξ ) = ηM0 + ξA�η0 . Other
than the baseline value of η in Eq. (11), the model depen-
dence on ηM0 and ηA0 is only via the basic material param-
eter �η0 > 0. It is given by �η0 = �H/T∗ where �H is the
latent heat of the M → A transformation as measured from
calorimetry.
These considerations account for the following essen-
tial material parameters: M f , Ms, As, A f , �ηo (or �H),
EA, E+, E−, γ ∗

+, γ ∗
−, C. These eleven parameters are suffi-

cient for modeling the basic SMM behavior with the ex-
ception of M− ↔ M+ reorientation. As will be explained in
what follows, reorientation is modeled by including four
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additional material parameters σ+
s , σ+

f , σ
−
s , σ−

f . All 15 ma-
terial parameters are taken to be positive by definition.

Phase Transformation Kinetics

The second group of constitutive equations give the phase
transformation kinetics. The model derives such equations
from two constitutive ingredients that are, in principle,
both experimentally measurable:

� The phase diagram that defines the loci of the points
in the stress-temperature plane in which the various
phase transformations can be activated (an example
of which is reported in Fig. 1).

� The envelope functions ζM→A(T) and ζA→M(T) that, as
explained below, determine the equations for the in-
ternal variables thus describing how the phase trans-
formations evolve once activated.

Here, ζA→M(T) is the value of ξA associated with σ = 0
and T decreasing from above Af to below Mf . Similarly,
ζM→A(T ) is the value of ξA associated with σ = 0 and T in-
creasing from below Mf to above Af . Each function has
a graph that monotonically increases from zero to one
as T increases over an appropriate interval: Mf < T < Ms

for ζA→M(T ); As < T < Af for ζM→A(T ). In the absence of
detailed experimental data, these functions can be ap-
proximated on their transition interval. The simplest ap-
proximation is a linear function of T, but this gives a
slope change at the associated start and finish tempera-
tures. Such slope changes give rise to sharp corners on the
model stress-strain curves at the beginning and end of the
transformation plateaus. Smoother forms, which eliminate
such corners, involve hyperbolic or trigonometric functions.
A simple and useful representation is the Liang-Rogers
trigonometric form:

ζM→A(T) = 1
2

{
1 − cos

((
T − As

Af − As

)
π

)}
,

ζA→M(T) = 1
2

{
1 − cos

((
T − Mf

Ms − Mf

)
π

)} (13)

on the transition intervals with

ζM→A =
{

0 if T ≤ AS,

1 if T ≥ Af ,
ζA→M =

{
0 if T ≤ Mf ,

1 if T ≥ Ms.

For the sake of clarity of exposition, it is useful to discuss
the features of the phase transformation kinetics with ref-
erence first to purely thermal transformation and then to
combined stress and thermally induced transformation.

Purely Thermal Transformation. In this case the driving
input is the temperature history T(t). Times t of temper-
ature reversal are switching instants. The martensite is
then unbiased in that it involves M+ and M− in the ratio
γ ∗

− to γ ∗
+ so as to give ε∗ = 0. Thus ξ+ = λ+ξM and ξ− = λ−ξM,

where the constants λ+ and λ− are given by

λ+ = γ∗
−

γ∗+ + γ∗−
, λ− = γ∗

+
γ∗+ + γ∗−

, (14)

and ξM = ξ+ + ξ− = 1 − ξA is the overall martensite frac-
tion. The transformation kinetic reduces to the determina-
tion of ξA as T changes. The graph of ξA versus T will gener-
ally involve complicated sublooping if there are numerous
switching instants obeying Mf < T < Af that prevent the
M → A and A → M transformations from going to comple-
tion. However, no matter how complicated, this graph will
be contained between the two envelope functions so that
ζM→A(T ) ≤ ξA ≤ ζA→M (T ).

The phase transformation kinetic is now proposed by
means of a Duhem-Madelung (D-M) differential equation
of the form:

ξ̇M = HA→M(ξA, T )Ṫ if Ṫ ≤ 0 (A → M),

ξ̇M = HM→A(ξM, T )Ṫ if Ṫ ≥ 0 (M → A).
(15)

These equations, in conjunction with the conservation con-
dition ξA + ξM = 1 , determines ξA, ξM from the prevail-
ing conditions at the last switching instant. Each D-M
equation in (15) can be given a time independent form,
such as dξM/dT = HA→M (ξA, T ) for A → M. The center-
pieces of Eq. (15) are the governing functions HM→A and
HA→M, which must be formulated so that the phase fraction
obeys the envelope containment condition ζM→A (T ) ≤ ξA ≤
ζA→M (T ). Envelope coincidence must occur for transforma-
tions that begin from a pure M or a pure A state so long
as temperature reversal is avoided. The following general
form for the governing functions ensures these properties:

HA→M(ξA, T ) = −
(

ξA

ζA→M(T )

)n dζA→M(T )
dT

,

HM→A(ξM, T ) = −
(

ξM

1 − ζM→A(T )

)n dζM→A(T )
dT

,

(16)

where n > 0 is a constant. Larger values of n give flat-
ter internal subloops. The choice n = 1 gives a standard
D-M model for shape-memory materials (24). Experimen-
tal magnetic susceptibility measurements (43) indicate
that enhanced experimental correlation is obtained for n
near n = 3 . Further refinements and modifications can be
invoked, and certain sublooping situations that are diffi-
cult to describe with a D-M equation have been noted (44).
Some examples of (T, ξA)-trajectories within the bounding
envelope functions are shown in Fig. 7.

The purely thermal process involves simultaneous
A → M+ and A → M− transformation for temperature de-
crease, and simultaneous M+ → A and M− → A transfor-
mation for temperature increase, always with ξ+ = λ+ξM

and ξ− = λ−ξM. It follows that ξM can be eliminated from
Eq. (15) by rewriting them as

ξ̇+ = λ+ HA→M(ξA, T)Ṫ if Ṫ ≤ 0 (A → M+),

ξ̇+ = λ+ HM→A

(
ξ+
λ+

, T
)

Ṫ if Ṫ ≥ 0 (M+ → A),
(17)

and

ξ̇− = λ− HA→M(ξA, T)Ṫ if Ṫ ≤ 0 (A → M−),

ξ̇− = λ− HM→A

(
ξ−
λ−

, T
)

Ṫ if Ṫ ≥ 0 (M− → A).
(18)
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Figure 7. Magnetic susceptibility versus T under purely ther-
mal loading for a NiTi thin film as determined by measurement
(above). Magnetic susceptibility correlates directly with austenite
phase fraction. Both the outer hysteresis loops for cooling (upper
envelope) and heating (lower envelope) are shown. The internal
curves leave the upper envelope if T is increased before A → M
transformation is complete. This behavior is modeled (below) on
the basis of Eq. (15), with a hyperbolic tangent envelope form and
HM→A governing function with n = 3.

These equations, in conjunction with Eq. (7), determine
the evolution of the phase fraction variables ξA, ξ+, ξ− for
purely thermal transformation. Although unwieldy com-
pared to Eq. (15), the alternative formulations (17) and
(18) recast the phase transformation kinetic in terms of
the internal variables α = {ξA, ξ+, ξ−}.

Pseudoelasticity. While temperature is the driving input
in the purely thermal case, under simultaneous change in
temperature and stress, the functions

�+A(σ, T) := ∂G
∂ξ+

− ∂G
∂ξA

= −γ ∗
+σ + �η0(T − T ∗)

−1
2

(
1

E+
− 1

EA

)
σ 2,

�−+(σ, T) := ∂G
∂ξ−

− ∂G
∂ξ+

= (γ ∗
+ + γ ∗

−)σ − 1
2

(
1

E−
− 1

E+

)
σ 2,

�−A(σ, T) := ∂G
∂ξ−

− ∂G
∂ξA

= γ ∗
−σ + �ηo(T − T ∗)

−1
2

(
1

E−
− 1

EA

)
σ 2, (19)

are the more generalized driving forces for the respec-
tive transformations M+ ↔ A, M− ↔ M+, and M− ↔ A.
Changes in (σ, T) that cause �+A, �−+, and �−A to increase
favor M+ → A, M− → M+, and M− → A, respectively.

Conversely, the decrease favors transformation in the
opposite direction. The associated transformation is acti-
vated only if the current value of (σ, T) is also within the
corresponding transformation zone of the (σ, T)-phase dia-
gram (e.g., see Fig. 1).

The M− ↔ M+ transformation zone does not extend into
T ≥ Af , in which case only transformations M+ ↔ A and
M− ↔ A can occur. Accordingly, for T ≥ Af attention is fo-
cused on �+A and �−A which are renormalized as follows:

β+(σ, T) := �+A(σ, T)
�ηo

+ T ∗ = T − k+
1 σ − k+

2 σ 2,

β−(σ, T) := �−A(σ, T)
�ηo

+ T ∗ = T + k−
1 σ − k−

2 σ 2,

(20)

where k+
1 = γ ∗

+/�ηo > 0, k−
1 = γ ∗

−/�ηo > 0, k+
2 = (EA − E+)/

(2EAE+�ηo) ≥ 0, and k−
2 = (EA − E−)/(2EAE−�ηo) ≥ 0. The

inequalities follow from �ηo > 0, γ ∗
+ > 0, γ ∗

− > 0, EA ≥ E+,
and EA ≥ E−. Under this renormalization β+(0, T) = T. For
σ �= 0, the function β+(σ, T) behaves like a “stress-adjusted
temperature” that governs the M+ ↔ A transformation
for general changes in (σ, T). The function β−(σ, T)
plays a corresponding role with respect to M− ↔ A
transformation.

Extending the purely thermal algorithm with driving
input T(t) to the case where the driving input is given by
σ (t) in conjunction with T(t) ≥ Af amounts to replacing
T(t) in Eq. (17) with β+(σ (t), T(t)) and to replacing T(t) in
Eq. (18) with β−(σ (t), T(t)). This gives

ξ̇+ = λ+ HA→M(ξA, β+(σ, T))β̇+ if β̇+ ≤ 0,

ξ̇+ = λ+ HM→A

(
ξ+
λ+

, β+(σ, T)
)

β̇+ if β̇+ ≥ 0,
(21)

and

ξ̇− = λ− HA→M
(
ξA, β−(σ, T)

)
β̇− if β̇− ≤ 0,

ξ̇− = λ− HM→A

(
ξ−
λ−

, β−(σ, T)
)

β̇− if β̇− ≥ 0.
(22)

The switching instants are now times when either β̇+ or
β̇− changes sign. Note, for example, that

β̇+ = ∂β+

∂σ
σ̇ + ∂β+

∂T
Ṫ = (−k+

1 − 2k+
2 σ

)
σ̇ + Ṫ.

Kinetic Eqs. (21), (22), with the balance condition Eq. (7),
determine the evolution of the phase fraction vari-
ables ξA, ξ+, ξ−. According to the structure assumed for
HA→M, HM→A and ζA→M, ζM→A, it follows that the A → M+
and M+ → A transformations are activated and completed
for those values of (σ, T) such that β+ = Ms, β

+ = Mf , β
+ =

As, β
+ = Af , respectively. Along with Eq. (20), they define

the boundaries of the relevant zones of the (σ, T) phase
diagram. A similar remark applies to the transforma-
tions A → M− and M− → A vis-à-vis the function β−(σ, T).
The strain and entropy follow from Eqs. (11) and (12).
The resulting model for T ≥ Af faithfully predicts general
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tension/compression asymmetry, pseudoelastic transfor-
mation, and pseudoelastic sublooping.

Low-Temperature Reorientation. If the temperature is
below Af , then two additional phenomena have to be taken
into account: The M− ↔ M+ reorientation transformation
and the possibility of multiple transformations. An exam-
ple of the latter is provided in the purely thermal case
when A ↔ M− and A ↔ M+ take place simultaneously. The
model can be extended to cover such situations provided a
phase diagram is available that describes the activation
and the completion of all possible transformations. Equa-
tions (21), (22) can then model the additional transforma-
tion possibilities provided that the functions β+(σ, T) and
β−(σ, T) are modified from the specification (20) so as to ac-
count for the change in zonal geometry of the (σ, T )-phase
diagram when T < Af . A modification that accomplishes
this purpose and so establishes such a phase diagram is
given by

β+(σ, T) = T − k+
1 σ − k+

2 σ2 if σ ≥ 0,

β+(σ, T) = (Af − As)T − (Af k+
s − Ask+

f )σ

Af − As − (k+
s − k+

f )σ
if both σ ≤ 0

and T ≥ Mf − k−
1 σ + k−

2 σ 2,

β+(σ, T) = (Af − As)(Mf − k−
1 σ + k−

2 σ 2) − (Af k+
s − Ask+

f )σ

Af − As − (k+
s − k+

f )σ

if both σ ≤ 0 and T ≤ Mf − k−
1 σ + k−

2 σ 2, (23)

and

β−(σ, T) = T + k−
1 σ − k−

2 σ 2 if σ ≤ 0,

β−(σ, T) = (Af − As)T + (Af k−
s − Ask−

f )σ

Af − As + (k−
s − k−

f )σ
if both σ ≥ 0

and T ≥ Mf + k+
1 σ + k+

2 σ 2,

β−(σ, T) = (Af − As)(Mf + k+
1 σ + k+

2 σ 2) + (Af k−
s − Ask−

f )σ

Af − As + (k−
s − k−

f )σ

if both σ ≥ 0 and T ≤ Mf + k+
1 σ + k+

2 σ 2. (24)

Again k+
1 , k+

2 , k−
1 , k−

2 are defined after Eq. (20). The new con-
stants: k+

s , k+
f , k−

s , k−
f are

k+
s = As − Mf − k−

1 σ−
s − k−

2 (σ−
s )2

σ−
s

,

k+
f = Af − Mf − k−

1 σ−
f − k−

2 (σ−
f )2

σ−
f

,

k−
s = As − Mf − k+

1 σ+
s − k+

2 (σ+
s )2

σ+
s

,

k−
f = Af − Mf − k+

1 σ+
f − k+

2 (σ+
f )2

σ+
f

.

(25)

Contours of constant β+ and constant β− give continu-
ous curves on the phase diagram, although each such curve
will have up to two sharp corners by virtue of the abrupt

formula changes in Eqs. (23) and (24). Smooth contours
more resembling those in Fig. 1 can be obtained by a more
complicated redefinition of β+, β−.

Note that the phase diagram of Fig. 1 is defined by six
continuous curves. The present treatment provides simi-
lar such curves. The four curves that continue into T < Mf

as approximately constant stress curves parallel to the
T-axis are defined by β+ = As, β

+ = Af , β
− = As, and β− =

Af . The zone As < β+ < Af bounded by two of these curves,
β+ = As and β+ = Af , is associated with transformations
that deplete M+. This depletion gives M+ → A for σ > 0.
For σ < 0, this depletion gives M+ → M− reorientation
provided that T is sufficiently low. The low-temperature
threshold for such pure reorientation is given by T =
Mf − k−

1 σ + k−
2 σ 2 as specified in Eq. (23). In particular, this

M+ → M− reorientation is activated in compression, be-
ginning at σ = −σ−

s and finishing at σ = −σ−
f . The por-

tion of the zone As < β+ < Af that is near the central re-
gion of the phase diagram is characterized by σ < 0 and
T > Mf − k−

1 σ + k−
2 σ 2. Here M+ transforms into a mixture

of A and M−. Similar comments hold with respect to the
zone As < β− < Af provided that the roles of M+ and M−
are interchanged. Note that neither zone is specifically as-
sociated with depletion of A. The zone of A depletion is
bounded by the remaining two curves on the phase dia-
gram. These two curves pass through T = Ms and T = Mf

on the T-axis and are given by β+ = Ms and β+ = Mf on
σ > 0 and by β− = Ms and β− = Mf on σ < 0. The auste-
nite depletion is via A → M+ if σ is sufficiently tensile, and
is via A → M− if σ is sufficiently compressive. For σ near
zero, the depletion of A is into a mixture of M+ and M−, as
in the case of thermally induced martensite.

In summary, Eqs. (7), (21), and (22) with (23) and (24)
now describe general A ↔ M+, A ↔ M−, M− ↔ M+ trans-
formation throughout the full extent of the (σ, T )-phase di-
agram. A more detailed discussion is given in Wu and Pence
(38) for the special case of symmetric tension/compression
behavior. Equations (23), (24) also give the proper ten-
sion/compression asymmetry if any of the equalities γ ∗

+ =
γ ∗

−, σ+
s = σ−

s , σ+
f = σ−

f , or E+ = E− do not hold. As dis-
cussed above, this model gives multiple concurrent trans-
formations in the core region of the phase diagram.
Low-temperature reorientation involves passing through
an unexpressed unstable austenite intermediary (45). Al-
gorithm (15) is recovered under purely thermal trans-
formation. At temperatures T < Af , isothermal tension
followed by compression generates open stress–strain
curves that are sometimes referred to as ferroelastic
response.

Operative Equations for Various Driving Conditions

The set of equations required for the actual computation
of SMM response are summarized in the following. This
set may be different depending on the conditions in which
the material is used and the way that the loading input
specified.

If T and σ in the material are prescribed, then the de-
termination of ξA, ξ+, ξ− proceeds directly on the basis of
Eqs. (7), (21), and (22). In this case the strain ε as provided
by Eq. (11) decouples from the kinetics.
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If T in the material is prescribed, but σ in the mate-
rial is not, then the first of Eqs. (11) must be solved in
conjunction with Eqs. (7), (21), (22). This includes cases
where ε is prescribed (various hard constraint situations)
or when σ is related to ε by external constraint (e.g., a bias
spring).

If T in the material is not prescribed directly, then the
complete thermomechanical behavior requires considera-
tion of the material thermal balance and heat exchange
with the environment. The heating rate Q̇ can be written

Q̇ = Q̇rev + Q̇irrev (26)

where, in view of Eq. (6), the reversible contribution is

Q̇rev = Tη̇. (27)

The irreversible contribution Q̇irrev = −T � includes dissi-
pative effects that are intrinsic with the phase transfor-
mation, and by Eqs. (2), (4), (8), (26), and (27), it can be
expressed as

Q̇irrev = ∂G
∂ξA

ξ̇A + ∂G
∂ξ+

ξ̇+ + ∂G
∂ξ−

ξ̇−. (28)

According to Ortin and Planes (46), Q̇irrev can be neglected
in a first approximation. More generally,

CṪ + T�η0ξ̇ A +
(

∂G
∂ξA

ξ̇A + ∂G
∂ξ+

ξ̇+ + ∂G
∂ξ−

ξ̇−

)
= Q̇. (29)

Here Q̇ provides the heat exchange with the environment
and requires additional description to this effect. Impor-
tant situations in which T is not prescribed include adia-
batic conditions and conditions of convective heat transfer
to an ambient temperature TE. The adiabatic case is Q̇ = 0,
and involves no heat exchange with the environment. It is
an appropriate model under sustained and rapid mechani-
cal loading. The case of convective heat transfer may often
be described by

Q̇ = κ(TE − T), (30)

where κ > 0 is a known parameter. Here κ → 0 gives the
adiabatic limit, while κ → ∞ enforces T(t) = TE(t). If T is
in fact prescribed, then Eqs. (29) and (30) determine ei-
ther the heat exchange Q̇ or the fluid/atmospheric media
temperature TE that is necessary to sustain the prescrip-
tion. Table 1 summarizes the equations one uses for the
determination of ξA, ξ+, ξ−.

Table 1. Modeling Equation Summary

Prescribed Quantities Equations

Stress σ Temperature T (7), (21), (22)
Strain ε Temperature T (7), (11)1, (21), (22)
Stress σ Heat rate Q̇ (7), (21), (22), (29)
Strain ε Heat rate Q̇ (7), (11)1, (21), (22), (29)
Stress σ Media temperature TE (7), (21), (22), (29), (30)
Strain ε Media temperature TE (7), (11)1, (21), (22), (29), (30)

Table 2. Representative Values for Material Constants

Mf [K] Ms [K] As [K] Af [K] σs [Mpa] σ f [Mpa]
235 260 295 310 120 210

γ ∗ �H [J/m3] EA [Mpa] EM [Mpa] C [J/(m3 K)]
0.06 115∗106 40∗103 25∗103 5∗106

Discussion

Some features of the model can be shown explicitly by
the presentation of a few representative numerical sim-
ulations and experimental validations for a NiTi alloy. The
results are given in this section with reference to gov-
erning functions (16), with n = 1 and tension/compression
symmetry, which implies that γ ∗

+ = γ ∗
− = γ ∗, σ+

s = σ−
s = σs,

σ+
f = σ−

f = σ f , and E+ = E− = EM. Under these circum-
stances, typical values of the full set of material parameters
needed by the model are given in Table 2.

Subloops. The subloop model provides internal stress–
strain subloops within the fuller stress–strain curve that
is associated with complete transformation. Repeated cy-
cling between either fixed stresses or fixed strains causes
the subloops to converge onto a final limiting response. This
allows for the prediction of shakedown behavior associated
with either repeated stress cycling or repeated strain cy-
cling (Fig. 8).

Pseudoelasticity and Reorientation. For T > Af , com-
bined tension/compression loading gives transforma-
tion behavior that alternates: A → M+ → A → M− → A →
M+→ · · · . As the temperature is lowered, the model gives
isothermal stress–strain behavior with plateau stresses
that decrease with temperature in the correct way. Once
the temperature is lowered below Af , the isothermal
stress–strain behavior under tension/compression begins
to involve A ↔ M transformation in conjunction with di-
rect M− ↔ M+ reorientation. The model Eqs. (7), (21), (22)
track this multiple transformation activity. The model also
retrieves pure M− ↔ M+ reorientation with temperature-
independent plateau stresses when T < Mf For T <

Af , isothermal tension/compression loading excursions
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Figure 8. Stress cycling between 150 MPa and 400 MPa is mod-
eled at T = 315 K > Af using the trigonometric envelope functions
(13) and D-M governing functions (16) with n = 1. Each new loop
is richer in M+ and leaner in A than the previous loop. After about
five transient loops, the response has converged to a repeating loop
that stabilizes the cycling between A and M+.
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Figure 9. Stress cycling between −150 MPa and 150 MPa is mod-
eled at T = 235 K > Mf using the same envelope and govern-
ing functions as in Fig. 8. Here σ+

s = −σ−
s = 120 MPa and σ+

f =
−σ−

f = 210 MPa. Since 120 < 150 < 210 MPa, the cycling gener-
ates a sequence of transformations: M−→M+→M−→M+→ . . . ,
all of which are incomplete. The convergent stable loop is symmet-
ric, because the particular material parameter choice represents
a tension/compression symmetric material.

generate open stress–strain curves (ferroelasticity). As is
the case for high-temperature behavior, loop convergence
takes place under repeated cycling. The convergence is im-
mediate after the first cycle if the stress or strain magni-
tude is sufficient to complete all of the transformations.
If, however, the cycling magnitudes do not cause complete
transformation, then the curves again shake down to their
limiting response (Fig. 9).

Nonisothermal Pseudoelasticity. Rate dependency fol-
lows from this model under the common condition of con-
vective heat transfer as described by Eqs. (29), (30). For
fixed κ, faster loading gives less phase transformation
because convection inefficiency gives heat retention that
works against the A ↔ M transformation. The adiabatic
limit is approached under very rapid loading. The opposite
limit of isothermal transformation occurs under very slow
loading. Figure 10 shows the connection among isother-
mal, convective, and adiabatic loading as predicted by this
modeling.

Experimental Validation. As an example of validation of
the model, we report a comparison of the model predic-
tions with experimental data. Figure 11 shows the results
of mechanical loading tests with temperature measure-
ments performed on 1 mm near equiatomic commercial
grade NiTi wires (47) and the corresponding prediction of
the model after straightforward material parameter iden-
tification. The comparison gives excellent agreement in
predicting sublooping behavior and temperature change
under the combined conditions of cyclic loading, transfor-
mational heating/cooling, and convective heat transfer.

Further features of the model that also follow but are
not obvious from the previous figures include temperature-
dependent stress–strain curves due to the change in pseu-
doelastic yield stress with temperature, stress–free strain
upon unloading due to the presence of stress-induced
martensite, and the shape-memory effect.
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Figure 10. Three stress–strain simulations beginning at T =
323 K > Af (above). This simulation uses a hyperbolic tangent
envelope function and slightly changed material parameters sug-
gestive of a different NiTi material microstructure (e.g., Af =
315 K, EM = 20000 MPa). The extended stress–strain curve is the
isothermal response. The curve on the far left is the adiabatic res-
ponse, and the middle curve models heat transfer to TE = 323 K
over 20 s loading and unloading intervals. Nonisothermal loading
gives heating since A → M+ is exothermic. Nonisothermal unload-
ing gives cooling since M+→A is endothermic. Under adiabatic
conditions, the cooling returns the material temperature back to
T = 323 K at the conclusion of unloading. Under convective con-
ditions, there is temperature undershoot on unloading (below) be-
cause of net heat transfer to the generally cooler ambient.

SUMMARY AND CONCLUSIONS

The thermomechanical stress–strain–temperature behav-
ior of SMM can be modeled so as to predict shape memory,
pseudoelasticity, and martensite reorientation. In order to
achieve broad engineering utility, it is also necessary to
predict sublooping, shakedown, and nonisothermal behav-
ior. Current models can reliably capture these effects under
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Figure 11. Comparison of this modeling (red) to measured res-
ponse (black) in a NiTi wire at a loading rate for which convection
is important.
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simple states of stress such as uniaxial tension or simple
shear. These settings cover a rather wide range of appli-
cations such as actuators, vibrations absorbers and other
devices. Models for multi-axial loads are not yet as thoro-
ughly validated with experiment, especially with regard
to reorientation under nonproportional loading. As was
indicated by the literature surveyed above, these models
differ principally in how refined a description of the mi-
crostructure is implicit in their framework. Some models
explicitly treat interactions between microstructural enti-
ties, whereas others treat the effect of microstructural evo-
lution in a thermodynamic framework with consolidated
internal variables.

A brief description of a generally useful internal vari-
able model for uniaxial stress and a variety of heating ef-
fects was also presented. The internal variables describe
the microstructure in terms of local phase fractions for
austenite A and two variants of martensite M+ and M−
with transformation strains of opposite orientation. The
internal variables evolve with temperature and stress ac-
cording to kinetic equations (7), (21), (22). Strain and en-
tropy follow from Eqs. (11) in a way that is consistent with
their status as thermodynamic conjugates to stress and
temperature. Equations (29), (30) treat the effect of trans-
formational heating/cooling and heat transfer, which nat-
urally provides a rate effect to the stress–strain behavior.
The examples presented here have not addressed the effect
of inhomogeneous deformation or nonuniform temperature
within the SMM material. These issues can be treated for
this and similar models with appropriate field equations,
such as Eqs. (4) to (6), and Fourier’s law. This approach in
turn allows for computational simulation of SMM compo-
nents within larger systems.
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INTRODUCTION

Although ships have been sailing for hundreds of years,
the field of ship health monitoring is relatively near. Two
main forces have spurred the rise in the popularity and
importance of ship health monitoring systems. First, re-
duced budgets and reduced manpower have resulted in
smaller crew sizes and less routine maintenance. This re-
duced maintenance has brought into question the health
of many ships, their components, and the ability to detect
a problem quickly. Clearly, a failure aboard any vessel will
bring a loss of revenue and productivity, if not worse. The
second driver behind the growth of ship health monitor-
ing systems is the decrease in the expense of computers
and sensors coupled with an increase in their capabilities
and the associated data processing algorithms. Until re-
cently, an automated health monitoring system was either
impossible to achieve or prohibitively expensive to install
and maintain. Today, ship health monitoring systems are
becoming increasingly more common as their capabilities
are further demonstrated and understood by the maritime
community. Nevertheless, many issues remain to be settled
as technology improves, resulting in continuously expand-
ing requrements.

OVERVIEW OF SHIP HEALTH MONITORING

Modern ships, both commercial and military, are extremely
complicated machines, so that the aspects of the ship to
which a ship health monitoring system can be applied
are numerous. To date, efforts have focused primarily on
the global hull response and diagnostic monitoring of the
propulsion system. Although these two applications have
the greatest potential for financial and safety improve-
ments, other areas, such as local hull stresses and cargo
tanks, can benefit from monitoring (1). In military appli-
cations, many specialized monitoring applications can be
envisioned, such as weapon systems or ordinance monitor-
ing and battle damage estimates (2).

Potential Benefits

Ship health monitoring systems can be employed for many
reasons. In almost all cases (except research vessels), the
primary reason is to reduce the overall cost of ship op-
erations. In isolated cases, other reasons have dictated
the use and development of monitoring systems. Another
readily apparent benefit of an installed system is failure
prevention. Although this is rarely the primary factor for
ship monitoring, the safety benefit gained from avoiding a
catastrophic failure is a strong motivator for using a sys-
tem. Finally, because of the advanced technology and re-
cent emergence of ship health monitoring systems, many

systems have been installed for research. The research has
focused on the capabilities, benefits, and logistics of long-
term ship health monitoring system use.

Financial. Ultimately, for the field of ship health mon-
itoring to be viable, installed systems must decrease the
overall costs of operating a ship and/or provide a substan-
tial performance benefit. In both cases, a financial impetus
will exist for installating and using a ship monitoring sys-
tem. In general, cost savings will come from three sources:
a reduction in maintenance labor-hours, reduced equip-
ment costs, and increased readiness and uptime. Unfortu-
nately, of these three, only the cost savings from the reduc-
tion in maintenance labor-hours can be easily calculated.
If a ship health monitoring system is operating properly,
many equipment failures are likely to be detected earlier
before they become disastrous. Early detection will in turn
help prevent one failure from affecting other components
and lower the costs to fix a failure, resulting in a reduction
in equipment costs that is hard to quantify. Furthermore,
unscheduled maintenance will be reduced, resulting in an
increase in ship availability. The increased availability will
then create higher revenues for the entire system.

Safety. An additional benefit of ship health monitoring is
the inherent safety provided by such a system. If the physi-
cal health of critical areas is constantly monitored, catas-
trophic failures are less likely to occur. Most critical regions
of the ship can be monitored for stress overloads. Should
a stress overload occur, the monitoring system quickly in-
forms the bridge and provides pertinent information to the
crew to lessen the amount of damage caused by the over-
load. If a failure has occurred, this information will also
be passed to the bridge. In this case, although the system
was unable to prevent a major failure, it will give the crew
additional time and information to deal with the problem.
For military vessels, the safety of the crew can be protected
by the provision of real-time, accurate battle damage esti-
mates. Again, this information will allow for a rapid dam-
age assessment that could easily save lives onboard a crip-
pled vessel.

Potential Dangers to Ships

Ocean and seagoing ships are subject to many poten-
tial hazards. The following sections describe some of the
operational hazards in detail. In general, these hazards are
caused by wind and waves, ice, and material (cargo) han-
dling/storage. In addition to the hazards faced by commer-
cial vessels, military vessels face the obvious threats from
enemy actions. However, this section discusses only haz-
ards that are encountered during typical ship operations.

Wind and Waves. Waves, both large and small, are
an ever-present hazard to shipping. Waves stress a ship
through several different phenomena that are adapted
from (3) and described here.

Quasi-Static Hull Girder Stress (Global Stress). Hull
girder shears and moments are caused by the cyclic buoy-
ancy of a wave that is superimposed on the ship’s geometry
in a quasi-static balance with the ship accelerations. The
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moment values depend more on the projected wave length
superimposed on the hull (wave length/cosine of the head-
ing angle) than on the encounter frequency. However, the
pitch and heave resonance (a function of the encounter fre-
quency versus the motion natural frequency) can increase
the hull girder moments.

Hull Girder Whipping (Global Stress). When a structure
is impacted, much of the impact energy is absorbed by the
structure as vibrational energy. This vibration generally
forms as motion of the structure at its first natural fre-
quency. When a ship is impacted, such as during a slam,
the ship hull vibrates in its fundamental bending modes
(vertical and lateral). This is termed hull girder whipping.
Slams can occur on the bottom and on the flare of the ship’s
bow. Bottom slams occur when the forefoot of the ship is
lifted clear of the sea by severe ship and wave motions
during rough seas. A slam occurs as the ship reenters the
sea and the bow impacts the water. Flare slamming may
occur as the result of relative motion between the vessel
and the sea, even without bow emergence, but can also
occur when there is little motion between the vessel and
the sea, if the wave is steep enough. Bottom slams tend to
have shorter lengths and higher loading frequencies than
flare slams. The dominant slam type depends on the ship
type. High-speed containerships that have finer forward
lines and a flaring bow experience greater stresses from
a flare slam, but the opposite is true for full-form tankers
that have little flare. Measurements on an aircraft carrier
have shown that the whipping moments are of the same
magnitude as the quasi-static moments during flare slam
(1). Although the whipping vibrations and energy dissipa-
tion mechanisms are not well understood for large complex
vessels, they are generally less severe in flexible (i.e., high
L/D ratio) ships (4). The whipping moment components are
usually small compared to the quasi-static moment, but the
whipping moments occur at higher frequencies. Recent in-
vestigations suggest that whipping may increase fatigue
damage by 20% to 30% (5).

Springing (Global Stress). When a ship impacts waves
at a frequency that is at or close to the primary hull res-
onant frequency (the two-noded, vertical bending mode),
springing may occur. Springing is steady-state resonance
of the ship at its natural frequency. Although this is also a
low-frequency event, springing frequencies are of an order
of magnitude higher than quasi-static hull girder stresses.
The resulting moment, especially when superimposed on
the quasi-static stresses, may be significant in long-term
fatigue damage. Ships can experience springing in small
and moderate seas, as long as the encounter frequency ap-
proaches the ship’s natural frequency.

Wave Refraction (Local Stress). Hull girder stresses are
generally caused by larger waves of the order of the ship’s
length. But the lower stresses created by smaller waves
impacting on the sides of the ship can cause localized long-
term fatigue damage and may lead to cracks and crack
propagation. This effect is intensified by wave reflection in
beam seas. Localized fatigue cracking has been a problem
on some Trans Alaska Pipeline System (TAPS) trade
tankers where the local waves generally strike the star-
board side during the southern voyages and the port side
on the northerly routes.

Slamming (Local Stress). The damage from forefoot
slamming has been mentioned previously as a cause of
whipping. In addition, the locally high stresses can cause
damage to the bow structure. Bottom slamming in ships
often results in dishing of the bottom shell plate, and flare
slamming results in dishing of the side shell and possibly
the loss of the flare strake.

Ice. In addition to the stresses caused by sea loading,
ice represents a significant danger to shipping. The danger
from ice comes primarily from localized impact loading on
the hull. However, global stresses can also become a factor
due to hull girder whipping.

Ice Transit (Local Stress). Because ship speed, heading,
and ice conditions can vary greatly, local ice loads on the
ship’s structure are complex. The danger from ice depends
more on local stresses than on the global hull forces. Ship-
board measurements have shown that typical hull girder
stresses induced by ice transit are less than those induced
by open-water waves (3). The pressures and forces en-
countered during ship–ice impacts are random and follow
log-normal type probability distributions (6). Ice loads are
nonuniform, and high loads are applied to small areas of
the hull (e.g., 0.5 m2). In addition, these loads occur at many
locations along the hull, predominately on the bow. The in-
stantaneous area of the hull that is most highly loaded de-
pends on the type of operation (ramming, turning, etc.) and
the geometry and strength of the hull structure. Ice loads
are more difficult to measure than slamming loads because
of their high frequencies and random distributions. Stud-
ies indicate that strain rates for ice loading in the local
structure are similar to those for the global response and
that neither of these is significantly different from those
experienced from sea loading (3).

Hull Girder Whipping (Global Stress). Hull girder whip-
ping caused by slamming is described in the previous
section. Because whipping is the vibration of the ship’s
primary bending modes due to impulsive loading, ice ram-
ming can also induce hull girder whipping. This effect is
usually felt during initial ice impact and less during steady
ice transit.

Cargo. As for ice, cargo and material handling can also
add additional stresses to a ship’s hull. Cargo loads can be
categorized into two forms.

Quasi-Static Hull Girder Stress (Global Stress). Quasi-
static hull girder stress was mentioned previously when
caused by long length waves superimposed on the geom-
etry of the ship, causing high moment and stress val-
ues. For cargo, quasi-static girder stresses are caused
by differences in the loading distribution curve and the
ship’s buoyancy curve along the length of the ship.
Care must be taken during cargo loading and unload-
ing so that the maximum allowable stress values are not
exceeded.

Cargo Loads (Local Stress). Cargo loading anomalies can
often result in localized regions of high stress. Two exam-
ples of loading anomalies are uneven loading in bulk ships
(this, it has been hypothesized, is the cause for a number of
bulk ship failures) and unequal hydrostatic pressure heads
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across tank boundaries. The American Bureau of Shipping
(ABS) SafeHull code specifically considers a checkerboard
loading pattern in cargo and ballast tanks as a worst case
scenario. Hence, the loading sequence can result in exces-
sively high global and local stresses.

Different Ship Types and Requirements

Ship Types. Specific ship designs are susceptible to var-
ious hull responses. Table 1, taken from (3), shows the
typical monitoring requirements for several common ship
types.

Operating Environment. Ships are designed for many
functions and operate in a wide variety of conditions. The
size, type, and operating environment of a ship greatly in-
fluence the requirements placed on a health monitoring
system. For example, because container ships that oper-
ate in calm, smooth waters in the tropical zones are rarely
subjected to icy conditions or severe storms, whipping and
other wave/ice-induced fatigue stresses are not critical fac-
tors. Therefore, a proper health monitoring system should
concentrate on cargo-induced loads and maximizing oper-
ational efficiency.

On the other hand, TAPS trade tankers are constantly
subjected to severe storms, high waves, and very direc-
tional sea states (7). As cargo runs are made to the south,
waves primarily strike the starboard side of the ship. On
the return trip to the north, waves strike the port side pri-
marily. This pattern has resulted in localized fatigue prob-
lems and requires a high density of local stress sensors to
detect the onset of cracking. In the North Sea, hull girder
bending, slamming, and green water are present because of

Table 1. Monitoring Requirements by Ship Type

Ship Type Typical Hull Response

Passenger ship Ship motion (roll)
Bow flare slam

Tanker/products carrier Midship hull girder stress
Bow/amidships shell stiffeners
Forefoot slam
Explosive environment

Bulk ships Cargo loading hull girder stresses
Cargo hold frame stresses
Stress concentrations at hatch corners
Forefoot slam

Container ships Stress concentrations at hatch corners
Hull girder torsion
Bow flare slam
Green water
Whipping/cargo accelerations

LNG/internal tank Forefoot slam
Temperature/explosive environment
Sloshing

Barges/platforms Towline/mooring tension
Motions and inertial forces
Lateral motion

Naval combatant Bow flare slam
Fire control plane deflections

the very steep waves and require sensors similar to those
for the TAPS trade tankers to detect any potential prob-
lems. Bulk ships operating on the Great Lakes are sus-
ceptible to springing because of their high L/D ratios and
require global hull bending sensors. Ice breakers are sub-
ject to high localized stresses, especially around the bow,
but the global bending stresses are typically lower than
those experienced by other oceangoing vessels.

These basic generalizations apply only to small groups
of ships that continuously operate in a given environment.
Many ships are not easy to classify; their health monitoring
considerations must include all of the potential operating
conditions for a specific vessel. Most military vessels are
prime examples of ships that are commonly operated with
no fixed route and that experience many types of sea states
throughout a voyage.

Additional Capabilities

Industry has realized that ship operators expect a ship
health monitoring system to do more than simply mea-
sure the state of stress throughout the ship and monitor
machinery health. As mentioned previously, ship health
monitoring systems must be financially attractive to be
commercially acceptable. It is clear that preventing the loss
of a ship or increasing the useful life of a ship by structural
monitoring are financial benefits. However, additional ben-
efits can be gained by incorporating external (non-ship-
based) sensor readings into a comprehensive monitoring
system. These external readings are currently composed of
two primary types: weather avoidance/planning and route
monitoring.

Weather Reports. Current weather reports are available
to ships from a variety of environmental sensor platforms,
including fixed land sensors, ocean buoys, other ships, air-
craft, and satellites. Collectively, these platforms can pro-
vide the necessary information to a ship to help prepare
an optimal route to increase the efficiency of the route and
to lessen any damage that may be caused by ice or poor
weather.

Fixed Land Sensors. Fixed land sensors are primarily
used to measure basic meteorological conditions such as
wind speed and direction, temperature, and precipitation.

Ocean Buoys. The National Data Buoy Center (NDBC)
operates the Ocean Data Acquisition System (ODAS),
which is a network of more than 60 buoys that are anchored
in deep ocean areas off of North America. These buoys send
satellite transmissions to the National Weather Service
(NWS) that provide weather and oceanographic data from
their stations in the Atlantic, Pacific, Gulf of Mexico, and
the Great Lakes. The wind speed and direction data, once
processed by NDBC, is reportedly accurate to within ± 10◦

and ± 1 m/s.
Ships. NWS receives weather reports every 3 hours

from ships that participate in the U.S. and World Mete-
orological Organization (WMO) Voluntary Observing Ship
Program (VOS). These reports include basic meteorologi-
cal conditions and best estimates of the current sea state,
ice, and visibility. These programs include 49 participating
countries and approximately 7000 ships that provide about
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1000 reports a day. The U.S. program has existed as a des-
cendant of the U.S. Coast Guard Ocean Weather Station
ships for several decades. The data provided by the VOS is
commonly used for weather forecasting and is distributed
by the National Ocean Weather Service through the Global
Telecommunications System.

Aircraft. Aircraft are most commonly used to track hur-
ricanes in the Atlantic Ocean. But they have also been ex-
perimentally used to track ice conditions in the polar re-
gions (8) and have been used to provide Synthetic Aperture
Radar (SAR) readings to estimate local sea states.

Satellites. In general, satellites provide a great deal of
information to weather forecasters. Due to the advent of
modern satellite imaging technology, forecasters can accu-
rately predict the weather many days in advance. In ad-
dition to the basic weather forecasting functions, several
satellite instruments have been used to aid in ship naviga-
tion.

Advanced High-Resolution Radiation (AVHRR) sensors
are used to sense ocean temperatures and map sea cur-
rents. Flown by NOAA since 1978, AVHRR sensors detect
infrared radiation to measure the sea surface temperature.
This data is critical to helping oceanographers track ocean
currents. Generally, two AVHRR satellites are in polar or-
bit on 24-hour cycles phased 12 hours apart to give both
day and night readings. Although clouds interfere with
AVHRR readings, this interference has not significantly
affected their usefulness.

Radar altimetry has been used to measure the distance
between a satellite and the ocean waves to estimate the sea
state. Although the technology was first demonstrated on-
board the GEOS-3 in the 1970s, suitable accuracy was not
obtained until the recent launch of the TOPEX/Poseidon
in 1992. However, until additional satellites become oper-
ational, this technology will be used primarily for research.

A final sensor technology is scatterometry. Scatterom-
etry measures the scatter within a return pulse from a
radar altimeter to determine the roughness of the seas.
Calm seas give a clear, concise radar reflection, whereas
rough seas tend to distort the return. The sea state is then
related to the local wind speed through an empirical cor-
relation. Again, scatterometry is a new technology that is
currently in the development stages and that will hopefully
be available to health monitoring systems in the future.

Route Monitoring/Planning. Adding the capability of
monitoring weather conditions to a ship health monitoring
system can improve the crew’s ability to plan an optimal
course through the weather. Ideally, though, the moni-
tored weather conditions would be integrated with a route
planning system to provide an optimal route to the crew
automatically. By integrating the local health monitoring
system with a real-time routing system, the ship’s han-
dling can also be adjusted to minimize danger to the ship.
Using this type of system, it is possible to plan the best
route to reach a given destination while reducing time and
fuel consumption from unwanted ship responses. Several
technologies needed for such a system are already in ex-
istence, including weather forecasting, the predicted ship
responses, and the local sensors to determine the actual
ship response. However, an intelligent software product for

performing the optimization at real-time speeds has not
been fully realized.

The benefits of route planning were demonstrated in
1993 by ARCO Marine (9). Two sister TAPS trade tankers
traveled from San Francisco, California to Valdez, Alaska
with the same ballast condition. One ship contained a voy-
age planning system based on the predicted wave heights
and directions; the other did not. The ships remained
within a narrow corridor and varied only the timing and
speed. The ship that used route planning arrived approxi-
mately 18 hours earlier than the sister ship, and the sister
ship suffered $400,000 in wave-induced damage.

ENVIRONMENTAL ISSUES

For a ship health monitoring unit to be acceptable, it should
not adversely affect the operation of the ship or its crew.
Furthermore, the system must be reliable and require very
low maintenance. A primary driving benefit of a ship health
monitoring system is a reduction in crew workload. If the
system is constantly in need of repairs, this benefit does
not materialize. Unfortunately, the maritime environment
is very harsh and unforgiving. Every component of a health
monitoring system must be considered for reliability and
maintenance. The primary factor that reduces the life of
ship components is the highly corrosive marine environ-
ment. Many other sensor location-specific factors may also
contribute to component failures. These include explosive
environments, inadvertent physical damage by the crew,
and operational overloads.

Corrosive Marine Environment

The marine environment is tremendously harsh and corro-
sive. This environment quickly affects most exposed metals
and many other materials. Therefore, a ship’s health mon-
itoring system components must either be protected from
this environment or constructed of materials that are not
subject to marine corrosion. Although any material will
eventually corrode, corrosion in the marine environment
is more severe for several reasons. First, most metals cor-
rode slowly at ambient temperatures and low humidity.
Increasing the humidity provides water, which is neces-
sary as an electrolyte for charge transfer. In addition to the
ever-present water, the saline environment of ocean water
further increases corrosion by speeding up the localized
breakdown of oxide films. The chloride also increases the
conductivity of seawater compared to freshwater, again in-
creasing the corrosion of many metals. A final contributor
to corrosion is the low acidity of seawater. The pH of sea-
water is usually 8.1 to 8.3.

Other

In addition to the highly corrosive marine environment,
ship health monitoring sensors are placed in other types of
extreme environments. Many modern ships are designed
for and dedicated to transporting large quantities of oil
or natural gas. For these ships, it is desirable to mea-
sure the health of the fuel storage tanks. This environ-
ment places additional safety requirements on the sensor
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and any associated electronics due to the explosive nature
of the cargo. A few sensors are intrinsically safe in an
explosive environment, but most sensors must be encap-
sulated or encased in an explosion-proof container, which
can substantially increase the cost and complexity of the
sensor.

Another concern is to protect the health monitoring sys-
tem’s components from physical harm. It is often necessary
to place sensors or wiring in locations that are susceptible
to physical damage. Examples include deck-mounted com-
ponents that can be damaged by the crew’s activities or
forefoot-mounted pressure sensors that must be designed
to handle the high forces experienced during slams or ice-
breaking duties. In some early systems, pressure sensors
failed most frequently of all equipment (3). Without the
proper protection, these sensors fail quickly.

SENSOR TECHNOLOGY

The sensor network is crucial to providing real-time, accu-
rate information from the ship health monitoring unit to
the ship’s crew. It is the distributed sensors that directly
measure the motions and health of the ship. To provide a
detailed picture of the entire ship, these sensors must com-
prise many different types and must be placed throughout
the vessel. Therefore, current and future health monitoring
systems will incorporate a wide variety of sensor types that
measure a diverse number of physical parameters. Figure 1
illustrates a possible ship health monitoring sensor ar-
rangement. In addition to choosing the physical param-
eters that must be measured, where they are to be mea-
sured, and the type of sensor to be used, one must make
decisions concerning the cost, reliability, and safety of the
specific sensor. Current state-of-the art sensors can meet
these objectives, but novel sensor designs are continuously
being developed and must be considered as possible im-
provements over existing designs.

Vertical acceleration

Long-base strain gauges

Data acquisition
display and
recorder

Trust power
shaft speed

Ship motions
roll and pitch
vertical acceleration

In-tank local
strain gauges

Pressure gauges (2)
Figure 1. Potential ship health moni-
toring sensor arrangement.

Measurands and Potential Sensors

As mentioned, a wide variety of parameters must be mea-
sured to obtain an adequate picture of a ship’s motions
and health. The following sections describe many of these
measurands and the potential sensors that are currently
available for the measurement.

Pressure. Pressure gauges are most often used in a ship
health monitoring system to measure slamming pressures,
forefoot emergence, and in-tank hydrostatic pressures.
Multiple pressure gauges are often located longitudinally
along the forefoot to detect the extent of emergence and
to determine the magnitude and extent of bottom impact
pressures (10). To facilitate maintenance, it is important to
ensure that any sensors, especially forefoot pressure sen-
sors, can be replaced or repaired without entering dry-dock.

There are two primary types of pressure transducers:
diaphragm and piezoelectric types. Both types are com-
monly available commercially at about the same cost, but
each has certain advantages and disadvantages.

Diaphragm-Type Pressure Transducers. There are two
types of diaphragm style pressure transducers: one has
a clamped circular plate, and the other employs a hollow
cylinder. However, the clamped plate design is more suited
for the pressure ranges of ship health monitoring, and only
they are discussed in this section. The strain distribution
on a clamped circular plate of constant thickness has been
solved analytically and has been experimentally validated.
Based on these results, a special purpose diaphragm strain
gauge has been designed to take advantage of this strain
distribution. Using this type of strain gauge arrangement,
one finds that the pressure is proportional to the measured
strain. Typical strain gauge instrumentation can be used
to sample the data.

Piezoelectric-Type Pressure Transducer. This type of
pressure transducer uses a piezoelectric crystal as both the
diaphragm and sensor. In general, the piezoelectric crystal



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-II January 23, 2002 21:38

986 SHIP HEALTH MONITORING

Figure 2. Long-base strain
gauge.

(most commonly quartz) is placed inside a hollow cylin-
der. Because of the piezoelectric effect, an applied pres-
sure generates an electrostatic charge that is proportional
to the pressure. The piezoelectric crystal has a high output
impedance. Therefore, a charge amplifier is commonly em-
ployed to convert the charge into an amplified voltage that
is read by a standard voltage recorder. The low-frequency
response of the transducer depends on the time constant of
the amplifying circuit but can be designed to use frequen-
cies that are low enough for ship health monitoring. The
primary disadvantage of this type of transducer is that the
charge amplifier electronics make the system less intrinsi-
cally safe than diaphragm-type pressure transducers.

Global Strain. Global strain is most commonly measured
using long-baseline strain gauges. Long-baseline strain
gauges normally consist of a long rod (approximately 2 me-
ters long) rigidly attached at one end to the hull. The sec-
ond end is allowed to move freely through a set of guides
that ensure only axial movement. The extent of movement
of the free end, as measured from a set “zero” strain loca-
tions, divided by the length of the rod gives the average
strain in the deck across a region of the hull that is the
length of the rod. Figure 2 is an illustrative example of a
long-base strain gauge.

Although the basic mechanism is simple and robust,
these devices are commonly placed on the deck of a ship
and must be appropriately protected from both physical
damage and the environment. Three common techniques
are currently available for measuring the displacement of
the free end.

Linear Potentiometer. Linear potentiometers are sim-
ple resistors that have a varying resistance that is pro-
portional to the displacement. The displacement is mea-
sured by sending a low voltage and current through the po-
tentiometer and measuring the resistance. This method is
very inexpensive, and recent advances have made precision
linear potentiometers as accurate and repeatable as other
technologies. One disadvantage is that the resistor’s life is
limited and it must be protected from the environment.

Linear Variable Differential Transformers (LVDT). LVDTs
are the most popular variable-inductance sensor used for
displacement measurements. In an LVDT, a magnetic core

moves through an insulated bobbin without physical con-
tact. Three symmetrically spaced coils are wound around
the bobbin. The position of the magnetic core controls the
mutual inductance between the center primary coil and
the two outer secondary coils. When a voltage is applied to
the primary coil, a voltage is set up in the two secondary
coils. The secondary coils are wired 180◦ out of phase with
each other. Therefore, when the core is centered within the
bobbin, the secondary voltages are of equal magnitude and
cancel out. However, a small movement of the core results
in a larger voltage in one of the secondary coils and hence
a sensor reading. Because there is no contact between sur-
faces, LVDTs are free from friction and have very long lives.
The response is also free from hysteresis. The resolution of
an LVDT is partially determined by the voltage recorder,
which give LVDTs superb resolution and accuracy. The two
primary disadvantages of LVDTs are their higher cost com-
pared to linear potentiometers and the relatively high volt-
age (5 to 15 volts) that must be supplied to the primary coil.

Linear Displacement Transducer. A linear displacement
transducer is a magnetostrictive sensor that measures the
time between an interrogating magnetic pulse and a return
pulse that is generated by a magnet connected to the free
end of the rod. As for an LVDT, this type of device has
no contacts and a long service life. It is also intrinsically
safe for hazardous environments but is much higher in cost
than either of the other two options.

Local Strain. Local strain measurements are often used
in ship health monitoring systems. They are applicable to
detecting a wide variety of potential hazards. They are
most commonly used along the bow, in cargo and ballast
tanks, and along any other critical internal structures.
Local strain gauges are also ideal for detecting cracking
around certain areas such as hatch corners and highly
stressed welds. In general, the number of local strain
gauges is limited by the cost of installation and data ac-
quisition as opposed to the cost of the gauges or the desire
to measure more parameters. Ideally, almost any failure
can be detected by a local strain gauge if it is installed in
the right location.

By far the most common method of measuring local
strains is to use a resistance foil strain gauge. Details of
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the performance and use of resistance strain gauges can be
found in many texts. The strain gauge operates by detect-
ing a change in resistance of metal wire as it is stretched.
The change in resistance is caused by a decrease in the con-
ductive cross-sectional area due to Poisson’s ratio. To am-
plify the change in resistance, one employs thin metal-foil
grids to maximize the amount of conductor within a given
region. Because the change in resistance is very slight, a
Wheatstone bridge is usually used to convert the changing
resistance to a variable voltage. Resistance strain gauges
can be purchased in a wide variety of sizes, sensitivities,
and geometries. It is also possible to purchase strain gauge
rosettes that permit measuring all three surface stress
components simultaneously. Because strain gauge read-
ings depend on measuring a changing resistance, they can
be made safe by using very low voltages.

An important consideration is the temperature sensi-
tivity of strain gages. As a material is heated or cooled, the
material expands or contracts, depending on the material’s
coefficient of thermal expansion. If the strain gauge does
not similarly expand or contract, an apparent strain will be
seen by the strain gauge. Two methods exist for eliminat-
ing this apparent strain. The first method is ensuring that
the coefficient of expansion is identical for both the struc-
ture and gauge. Therefore, both expand at the same rate,
and no apparent strain is seen. For this reason, commercial
vendors sell strain gauges made from a wide variety of ma-
terials. The second approach is not as attractive for practi-
cal applications. In this approach, a second gauge/material
combination is bonded together but is placed in a region
that is completely free of stress. Through this technique,
the amount of apparent temperature-induced strain can
be calculated from the second gauge and can be subtracted
from the active gauge to provide the final mechanical
strain reading. However, finding a suitable location for the
dummy gauge is not generally possible.

The installation of strain gauges is also a well-
documented field that has a myriad of options. The most
common techniques include adhesive bonding and welding,
but other methods are also available for packaged sensors.
Generally, it is preferable to protect the strain gauge af-
ter installation. Again, this is done by using a variety of
protective coatings and encapsulation techniques. Many
strain gauges sold have the gage itself prepackaged into
an encapsulated enclosure for protection.

Motion. Ships’ motions are possible in all six degrees of
freedom. The three translational degrees of freedom are
surge (longitudinal), sway (lateral), and heave (vertical).
Roll, pitch, and yaw are the three rotational degrees of
freedom. Roll, pitch, and heave are generally considered
the three most important degrees of freedom for the fol-
lowing reasons:

Roll. Roll generally affects the crew and cargo loads.
In addition to crew and passenger discomfort, rolling cre-
ates lateral cargo loads that must be resisted by horizontal
restraints. In fluid tanks, rolling may increase the hydro-
static pressure head or induce sloshing. A ship’s master
usually turns the ship into waves to reduce rolling, but
this increases hull girder stresses.

Pitch. Pitching has the same effect on fluid-filled cargo
tanks as rolling and results in an increased hydrostatic
pressure head and sloshing. In addition, the length of the
ship increases the distance between the ends of the ships
and the pitch axis, resulting in high pitch accelerations
that may in turn result in slamming.

Heave. Heave is more pronounced than surge or sway
because of wave motions and the coupling with pitch mo-
tions. Heave causes effects similar to roll and pitch in fluid-
filled tanks. In addition, the vertical accelerations require
vertical cargo restraints.

Ship motions are commonly measured by a variety of
sensor types. The most common devices are accelerome-
ters and gyros, although there are many variations of both.
Table 2 lists the current state of the art in ship motion
sensors (11).

Shaft Speed, Power, and Thrust. The ship’s performance
parameters (shaft speed, power, and thrust) can provide
measurements of the propulsive efficiency relative to the
current environmental conditions. These measurements
can also provide an indication of the health of the propul-
sion equipment. Most ships are currently configured with
equipment to measure these parameters directly from the
propeller shaft. In general, this information is already
passed into the engine control room and can be further
routed to the ship health monitoring system.

Global Positioning. Similar to the propulsion system
measurements, ships usually already have an installed
Global Positioning Systems (GPS). As a rule, GPS units
output a serial signal dictating the ship’s position (lati-
tude and longitude), heading, and speed on a regular ba-
sis. Therefore, the ship health monitoring unit only needs
to read this information from the preexisting unit.

Advanced Sensors

Fiber-Optic Strain Gauges. One promising new technol-
ogy is fiber optic strain gauges. There are two primary
types of fiber-optic strain gauges, Fabry–Perot and fiber
Bragg grating sensors (12). Both types offer a number of
advantages over traditional resistance strain gauges. Be-
cause fiber-optic strain gauges use light as the sensing and
transmitting element, they are intrinsically safe and pose
no fire or explosive hazards. Furthermore, fiber optics are
very resistant to corrosive elements because they have no
metallic components and are covered by protective hermet-
ically sealed coatings. A final common advantage is that
fiber optics are immune to electromagnetic interference.
Therefore, they can be placed in regions of high electric or
magnetic fields without any degradation of performance.
Both types of fiber-optic strain gauges are also capable of
strain resolutions equal to or greater than that of resis-
tance strain gauges.

Fabry–Perot Fiber-Optic Strain Gauges. Fabry–Perot
strain gauges are manufactured by placing a small air gap
(or an internal mirror) within a fiber, followed by a reflec-
tive surface, which can be either a micromirror or more
optic fiber. A broadband light wave is transmitted down
the length of the fiber. At the first junction between the
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Table 2. Ship Motion Sensor Technology

Motion Sensor Type Advantages Potential Problems

Roll and pitch Vertical gyro Reliable, may be able to Drift, cost, power
use existing ship unit

Magnetometer Moderate cost Calibration on steel ships
Solid-state gyro Low cost and power, units Sensitive to external vibrations

packaged with integral
rates and displacements

“Watson meter” Reliable, accurate for Moderate cost
pendulum-based design

Bubble/simple Low cost Inaccurate when not at the
pendulum center of motion

Yaw (heading) Gyrocompass Current state of the art Expensive, frequently needs service
Solid-state Low-cost combination of rate Unproven, unknown life and reliability

gyro (KVH) gyro and flux gate compass
Solid-state gyro New laser ring technology, Expensive, not yet commercialized

(fiber optic) no moving parts for ship use
Flux gate Good for small ships once Difficult to use effectively unless

compass compensated for, low cost able to swing the ship for compensation
Magnetometer Moderate cost Calibration on steel ships
Piezoelectric Good for machinery Unsuitable for ship response

accelerometer vibrational measurements frequencies

Surge Sway Heave Piezoresistive Low cost, good for short- Subject to temperature
accelerometer term ship motions cross-axis errors

Servo-accelerometer Excellent stability, Expensive
accuracy, and reliability

Capacitative Moderate cost, performance Cross-axis sensitivity higher
accelerometer nearing that of a servo- than that of servoaccelerometers

accelerometer

fiber and the air gap (or mirror), some of the light is re-
flected back to the source, and some of the light is trans-
mitted into the gap. At the mirror or second air/fiber in-
terface, light is again reflected and transmitted. Now, two
separate light sources are reflecting light back along the
length of the fiber. The length of the air gap dictates the
phase difference between the two waves. Allowing this air
gap to expand or contract, based on the local strain, creates
a strain sensor. Hence, a measurement of the phase offset
can be correlated to a strain measurement. There are ex-
trinsic Fabry–Perot sensors, intrinsic Fabry–Perot sensors,
and in-line fiber etalon (ILFE) sensors. All three are based
on the same principle, the differences lie in the choice of the
reflective medium. Although intrinsic Fabry–Perot sensors
are sensitive to strain and temperature, extrinsic Fabry–
Perot sensors and ILFEs have very low thermal sensitiv-
ity. One disadvantage of Fabry–Perot sensors, compared to
fiber Bragg grating sensors, is the difficulty in multiplexing
many sensors along a single fiber.

Fiber Bragg Grating Strain Gauges. Fiber Bragg gratings
are based on the photorefractive effect. Bare fiber is ex-
posed to a hydrogen environment and then imprinted us-
ing an ultraviolet laser. The imprinting is done by one of
several methods, and it leaves a series of equally spaced
lines along a region of the fiber. This series of lines is
called a Bragg grating; the lines are actually very small
regions that have a slightly different index of refraction.
Bragg gratings can be fabricated through an interferomet-
ric (holographic) method or by using phase masks. In a fiber
that has a Bragg grating, transmitted broadband light is

reflected back toward the source at a specific frequency that
corresponds to the grating wavelength. All other frequen-
cies of light pass unaffected through the Bragg grating.

Because the frequency of the reflected light is propor-
tional to the spacing of the Bragg grating, a change in the
spacing will result in a change in the reflected wavelength.
Hence, a strain gauge can be made by bonding a Bragg
grating of a specific wavelength to a structure. As the struc-
ture is strained, the Bragg grating will expand or contract,
thereby changing the wavelength of the reflected light. By
measuring the wavelength of the reflected light, one can
deduce the strain at the location of the grating (13).

One major advantage of using fiber Bragg gratings as lo-
cal strain sensors is the capability of using wavelength and/
or time division multiplexing to place many Bragg gratings
(strain sensors) along a single optical fiber (14). When a
broadband light source is used with a Bragg grating, every
wavelength, except the wavelength corresponding to the
grating, is transmitted through the grating. Therefore, a
second Bragg grating, at a different wavelength, may be
placed further along the fiber. This second Bragg grating
will reflect a different wavelength back to the source. Now,
two separate strain readings can be taken by monitoring
the two reflected wavelengths. This process can be repeated
many times along the length of the fiber, which allows mak-
ing many distributed local strain readings within a single
fiber-optic cable that also transmits all of the data back
to the control computer. Similarly, time division multiplex-
ing can be achieved by monitoring the time of return of
the Bragg grating wavelengths, enabling interrogation of
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multiple sensors along a fiber. One disadvantage of Bragg
grating strain sensors is its strong thermal sensitivity. Nu-
merous methods have been proposed to compensate for this
thermal sensitivity, but none have yet been commercially
successful.

Other Fiber-Optic Gauges. In addition to fiber-optic
strain gauges, Fabry–Perot and Bragg grating strain sen-
sors have been incorporated into other designs to enable de-
tecting pressure, temperature, or even chemical content. In
general, these sensors have many of the same advantages
due to the nature of fiber optics as opposed to electrical
components. But again, very few of these hybrid sensors
are currently available commercially. These sensors will
probably become more available and less expensive as the
technology matures. Using Bragg grating-type sensors, it
will also be possible to construct a series of varying sensors
that are connected to the same fiber-optic transmission ca-
ble. For example, the fiber-optic cable from several forefoot
pressure sensors could be run up to the cargo tanks where
several Bragg grating strain sensors were located. Each of
these sensors could be multiplexed together so that all of
them are interrogated by a single fiber-optic cable running
back to the control computer.

Sensor Power

Another consideration for ship health monitoring sensor
systems is the source of the required power. Most com-
mon sensors, including strain gages and accelerometers,
require a constant electrical input to operate. This power
is usually provided by the control computer and is sent
through installed wiring to the individual sensors. The dis-
advantage is that this approach often leads to additional
bulky cabling. An alternative is to use the ship’s existing
power distribution network. This approach is, however,
complicated because the existing power, especially near
the bow, is limited and of poor quality, and high voltage
spikes are common. The control computer and critical sen-
sors must also be connected to an uninterruptable power
supply (UPS) to maintain operation in the event of a power
failure.

DATA

The wealth of information obtained from the remote and
on-board sensors of a health monitoring system must be
transmitted and processed into a form that is both useful
and concise. It is widely accepted that a useful health mon-
itoring system must have a bridge terminal to display all of
the pertinent information to the ship’s crew. This first step
is to transmit the data to a central location, either on the
bridge or nearby. After the data has been transmitted to
a central location, it is input into a computer system that
analyzes and formats it into easy-to-read displays. In ad-
dition to displaying the real-time data to the crew during
the voyage, it is often desirable to store this data for future
analysis. Each step in this process is an involved function,
and each is described in the following sections.

Transmission

The first requirement is to transmit the data obtained from
the various sensors that are located throughout the ship to
a central location. This task is made difficult by several fac-
tors. First, the corrosive marine environment is extremely
harsh to any exposed wiring. The distances onboard mod-
ern vessels also require that many signals be transmitted
hundreds of feet before being amplified or received by the
central computer. In general, there have been three main
methods of transmitting the data: hard wiring, radio links,
and fiber optics (3).

Hard Wiring. Hard wiring is the most common form of
data transmission in currently installed health monitoring
systems. In ships that have protected longitudinal passage-
ways, shielded and grounded cables offer the route that
has the lowest installation expense. However, many ships,
including tankers and product carriers, do not have these
passageways and require more extensive cable routing and
cost. The use of armored cable is also recommended for
any external cable routing to protect it from physical dam-
age. In explosive environments, it is extremely important
to ground all cables to reduce the risk of sparking; in fact
this procedure is generally preferred in all applications to
reduce noise.

Radio Links. Radio links between sensors and the con-
trol computer offer the advantage of simplicity of instal-
lation because no cables need to be run through the ship’s
hull. Nevertheless radio links have increased costs because
of the transmitter and antenna. An additional advantage
for explosive environments is that radio links eliminate
the spark hazard found in hard wiring. This type of signal
transmission becomes less attractive for large numbers of
localized sensors. When wiring, one can lay a multitude of
sensor cables at one time. For radio transmission, multiple
transmitters are required for additional sensors. Although
radio transmission does not degrade over the length of the
ship, signal interference is possible and can corrupt the
data with spurious signals.

Fiber-Optic Network. Fiber-optic networks represent a
good alternative to hard wiring and many advantages but
higher cost. As proved by the telecommunications industry,
fiber optics can easily transmit many signals hundreds of
feet without any signal degradation. Fiber optics are also
inherently safe for explosive environments and do not suf-
fer from electromagnetic interference. For many of these
reasons, current naval vessels are being outfitted with
wide area distributed fiber-optic networks (15). Similar to
hard wiring, fiber-optic networks suffer the disadvantage
of needing a fiber-optic cable from the sensors to the con-
trol computer. In addition, most standard analog electrical
sensors require expensive signal converters and decoders
to convert the data into a corresponding light signal and
back to electrical signals at the control computer. However,
for a ship that has a preexisting fiber optic network, this
form of transmission is extremely attractive and will be
attractive for other systems as the cost of fiber-optic com-
ponents continues to drop.
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Analysis

The analysis and display of the sensor data are the primary
objectives of the standard ship health monitoring unit. It is
the responsibility of the control computer to perform data
acquisition from the individual sensors and to process this
data to determine whether the ship has been damaged or
faces any immediate danger. The most common method
of analyzing the information is to monitor each sensor in
terms of the absolute magnitude of the sensor reading. Al-
though the algorithm is relatively simple, the crew should
determine whether the ship has experienced a reading that
approaches or exceeds the maximum allowable level. If an
overload has occurred, the crew must know immediately,
so that appropriate action may be taken. This may dictate
a change in the ship’s heading, an adjusted cargo load-
ing pattern, or possibly a visual inspection of the sensor
location.

More complicated analyses are also performed to de-
termine the overall fatigue experienced by the ship and
to locate any general trends in the data that might indi-
cate a potential failure. These analyses include average
sensor levels, standard deviations, and peak values. More
complicated signal processing techniques have been devel-
oped for machinery health monitoring, but such techniques
have not yet been used for ship health monitoring systems.
Limited attempts have been made at this point to use ship
health monitoring information to predict the remaining fa-
tigue life of ship components.

Display

A key component of the ship health monitoring system is
the bridge display. The information displayed on at the
bridge is the primary interface between the monitoring
system and the ship’s crew. To be easily used by the crew,
the information must meet many different requirements.

Information. The information given by the display is the
most important function of the entire system. The crew re-
quires simple displays that can quickly inform them of any
potential dangers and the effect of various maneuvers on
the state of the ship. Complicating the information dis-
play is the crew members’ needs for different types and
amounts of data. The information that is required during
cargo loading is very different from the information needed
when traveling through rough seas. Support personnel are
interested in different types of information as they post-
process the data. To meet these many demands simultane-
ously, it is common practice for the bridge display to consist
of numerous (more than five) different screens.

Experience has also shown which data formats and
types of information are the most helpful to bridge person-
nel. For example, the ABS requires displaying hull girder
stresses over a relatively short period of time so that the
effect of speed or heading changes on the measured stress
levels can be evaluated. Experience has also shown that
bridge crews want the stress information to be displayed as
a percentage of the maximum allowable stress as opposed
to actual stress or strain readings. The actual values are

important and are generally saved for later use, but the
immediate needs do not require this information.

Alarms. Both audible and visual alarms are standard in
all ship health monitoring systems. The alarms are needed
to inform the crew quickly of any potential dangers. How-
ever, it is very important to set the alarm sensitivity levels
high enough so that the crew does not become frustrated
by the alarm system. Excessively sensitive alarms have re-
sulted in disconnection of the alarm system in previous ap-
plications, especially because of ice-induced local stresses
(3).

Color/Lighting. The graphical display of the ship health
monitoring system must be capable of operating in two
modes. During the daytime, it is desirable to have a bright
screen with obvious color clues to inform the crew quickly
of the ship’s status. Standard danger colors such as red
and yellow should be used to highlight high sensor levels
or overloads. Similarly, cool colors should be used to indi-
cate that the ship is operating normally. However, the dis-
play must not interfere with the crew’s night vision during
evening hours. Hence, the display must be able to switch to
a second mode where lower intensity schemes can be used
to maintain night vision. Intensity variations can then be
used to signify danger as opposed to a color change.

Storage

After the information has been displayed to the crew, the
sensor information must be stored for later retrieval and
analysis. Using modern storage media, it is not difficult
to store vast amounts of data in relatively little space.
Nonetheless, a continuously operating ship health moni-
toring system can generate huge amounts of data. Several
options exist for storing data, including magnetic disks and
tapes and optical disks. The primary considerations for the
storage medium are the cost and capacity of the device
versus the frequency with which the medium needs to be
changed by the ship’s crew during a voyage.

COMMERCIAL SYSTEMS

To date, there are a few commercially available compre-
hensive ship health monitoring systems. In addition, sev-
eral manufacturers commercially produce Hull Response
Monitoring Systems (HRMS). Although these systems are
not comprehensive health monitoring systems that en-
compass the entire vessel, they provide detailed and ad-
equate monitoring of the vessel’s hull structure and in-
clude many other associated monitoring functions. These
systems will surely form the basis for a comprehensive ship
health monitoring system. To regulate commercial HRMS,
the ABS published, in 1995, classifications for Hull Con-
dition Monitoring Systems. Although these guidelines are
general, they do provide a minimum compliance level for
all HRMS. These requirements are listed in Table 3.
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Table 3. ABS HRMS Requirements

Measurement Device Parameter Sensitivity

Accelerometer Range None

Accuracy ±0.01 g’s
Frequency 3 × required response

Strain Gage Range Yield stress
Accuracy ± 5 µε

Frequency 5 Hz

Fatigue Bin size 50 µε

Current Systems

Currently, there are approximately 10 commercial manu-
facturers of HRM systems. Although many of the systems
focus on recording the same physical parameters, no two
systems are identical and almost every manufacturer will
specially design a system to the end user’s needs. Nonethe-
less, it is helpful to give approximate capabilities of these
individual systems. The values in Table 4 are given only as
a reference; individual or all values may be higher or lower
for any given manufacturer and system.

Future Enhancements

The future of HRMS and comprehensive ship health moni-
toring systems is both exciting and dynamic. As the cost
of new vessels continues to rise, there is an increasing
demand to maintain and extend the operational life of
new and existing vessels. A ship health monitoring unit
is uniquely capable of extending the life of a vessel by pro-
viding the optimal course to the crew to avoid severe storms
and to limit the damage incurred by the ship. The health
monitoring system may also allow aging ships to be kept in
service for longer periods of time by accurately identifying
any failures before they become catastrophic.

Almost every aspect of future systems is likely to be
enhanced over the current state of the art within the next
decade. These advancements include the following:

1. Improved Sensors. Almost every type of sensor will
have more capabilities, reduced cost, and improved
safety and reliability.

2. Increased Sensor Density. As the cost of individual
sensors and data acquisition hardware decreases, the
number of sensors installed in a typical system will
increase. This will bring a greater density of sensors
to a given region and will allow for more detailed
measurements of local stresses.

Table 4. Typical HRMS Features

Parameter Value

Input channels 16–64
Sample rate 10–50 Hz
Data storage capacity 1 GB
Real-time display 1 min
Average display length 5 min
No. of display screens 5–10

3. Additional Monitoring Functions: In addition to im-
proving the ability to detect and locate any poten-
tial damage to the ship’s hull, advancements will al-
low monitoring the health of additional regions of the
ship or ship components. For example, researchers in
related fields have demonstrated the capability of ac-
curately detecting transmission faults before they be-
come catastrophic. Faults such as cracked or broken
gear teeth, damaged bearing raceways, or misaligned
shafts have all been successfully detected before fail-
ure. These systems generally use accelerometers to
measure the vibrations close to the gears, bearings,
and shafts in many transmission systems. The mea-
sured vibrational signals can be analyzed by a wide
variety of methods of varying complexity and comput-
ing power. Although the global parameters of power,
speed, and torque are measured in current systems,
they can only inform the crew of a transmission fault
after it has occurred and has begun to affect the ship’s
operation. Therefore, this type of transmission health
monitoring system is a logical addition to current
ship health monitoring systems.

4. Increased Computing Power: The continued push for
faster computers will enable health monitoring sys-
tems to perform more detailed analysis in real time.
Such advances will lead to more sophisticated and
sensitive algorithms that can inform the crew of a
potential problem before it occurs. This is especially
helpful in machinery diagnostics.

5. Condition-Based Maintenance: Currently, ship com-
ponents are repaired or replaced based on one of two
factors. Either the part is replaced on a time-dictated
schedule, to prevent the part statistically from ever
failing, or it is repaired/replaced after failing. Nei-
ther of the current methods is optimal. In the first
case, healthy components are discarded only because
they have been used for a set amount of time. In the
latter case, the ship is potentially unavailable for ser-
vice because of the required repairs. An alternative
approach, which may be provided by an advanced
ship health monitoring system, is condition-based
maintenance (16–18). By monitoring the health of a
structure, one can also monitor the remaining life
of that component. For example, a crack may be de-
tected, but the monitoring system may show that the
part has an additional 6 months of life before failure.
This monitoring capability will ensure that the ship’s
availability is not lost because of repairs or waiting
for a component to become available, and healthy
parts will not be inadvertently wasted.

6. Increased Data Storage: It is well known that the
cost of data storage is continuously dropping. This
trend will be very beneficial to ship health monitoring
systems as increased amounts of raw data will be
stored for possible retrieval and postprocessing.

7. Improved Weather Forecasting and Route Planning:
Although weather forecasting is not a direct part of a
ship health monitoring unit, the advances in weather
forecasting will give the system greater confidence in
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the predicted weather and will improve the effective-
ness of route planning activities. This will be cou-
pled to improved route planning algorithms that will
be developed, as the relationships between the ship’s
response and weather conditions are more fully un-
derstood.

BIBLIOGRAPHY

1. J.A. Kuny, R.R. Lewis, and M.D. Dianora, Am. Soc. Nav. Eng.,
Int. Ship Symp. II. Philadelphia, Nov. 1996.

2. S. Phoa, Am. Soc. Nav. Eng., Int. Ship Symp. II, Philadelphia,
Nov. 1996.

3. S.B. Slaughter, M.C. Cheung, D. Sucharski, and B. Cowper,
Ship Structure Committee, NTIS #PB98-100431, 1997.

4. E.V. Lewis, Structural Dynamics of Ships. Royal Institute of
Architects, 1974.

5. P.B. Lacey and H. Chen, SNAME Los Angeles Metropolitan
Sect. Paper, 1993.

6. J.W. St. John et al., SNAME Icetech ’94, Mar. 1994.
7. D.J. Witmer and J.W. Lewis, SNAME Trans. 102: 501–533

(1994).
8. E.D. Leavitt and G. McAvoy, MTS J. 21: 29–36 (1987).
9. R. Lovdahl, P. Lacey, and H. Chen, SNAME 1995 Calif. Joint

Sect. Meet., Apr. 2, 1995.
10. D.J. Witmer and J.W. Lewis, SNAME 1994 Los Angeles

Metropolitan Sect. Meet., Jan. 13, 1994.
11. F.H. Ashcroft, R.D. Goebel, and W.F. Hennessy, SNAME 1995

Joint Calif. Sect. Meet., Apr. 22, 1995.
12. G.A. Johnson, S.T. Vohra, and S. Mastro, Am. Soc. of Nav. Eng.,

Int. Ship Symp III, Philadelphia, June 1999.
13. P. Ross, P. Chen, R. Wagreich, S. Chen, J. Sirkis, J. Kuny, and R.

Lewis, Am. Soc. Nav. Eng., Int. Ship Symp. III, Philadelphia,
June 1999.

14. K. Pran, G. Johnson, A.E. Jensen, K.A. Hegstad, G. Sagvolden,
Y. Farsund, C.C. Change, L. Malsawma, and G.W. Wang,
Proc. SPIE 7th Int. Symp. Smart Struct. Mater., March
2000.

15. D.J. Coyle and R.J. Patterson, Am. Soc. Nav. Eng., Int. Ship
Symp. II, Philadelphia, Nov. 1996.

16. D.K. Hoth, Am. Soc. Nav. Eng., Int. Ship Symp. II,
Philadelphia, Nov. 1996.

17. E. Rerisi and J. Hutter, Am. Soc. Nav. Eng., Int. Ship Symp.
III, Philadelphia, June 1999.

18. J.D. Keenan and W.H. Sims, Am. Soc. Nav. Eng., Int. Ship
Symp. III, Philadelphia, June 1999.

SMART PEROVSKITES

ZHONG L. WANG

Georgia Institute of Technology
Atlanta, GA

Perovskite and perovskite-related structures are a class of
smart materials (1). Perovskite-structured materials have
important applications in ferroelectricity, piezoelectricity,
ferromagnetism, magnetoresistance, superconductivity,
ionic conductivity, and dielectricity. Typical perovskite

materials of technological importance are piezoelectric
Pb(Zr,Ti)O3, electrostrictive Pb(Mg,Nb)O3, magnetoresis-
tant (La,Ca)MnO3, and superconductive YBa2Cu3O7.
Perovskite-related materials are versatile matrices for
generating transition- and rare-earth metal oxides that ex-
hibit a broad spectrum of properties and functions (2) that
are related to the following characteristics: (1) Nearly in-
numerable combinations of metal cations can be accommo-
dated within perovskite-related structural systems. (2) By
reduction / reoxidation processes, nonstoichiometry (i.e.,
controlled amounts of ordered oxygen vacancies) can be
introduced into the structure. In turn, high oxygen ion mo-
bility or modified electronic and magnetic features can be
implemented, and (3) the design of composite structural
systems containing perovskite building units (perovskite
slabs of different thicknesses) allows fine-tuning electronic
and magnetic properties.

From the viewpoint of crystal structure, the ABO3 type
structure, in which the cation A usually has valence 2+ and
the cation B has valence 4+, is the fundamental perovskite.
The perovskite family is created by doping other types of
cations into the stoichiometry and /or introducing anion de-
ficiency. Understanding the structures and the relation-
ships among the abundant structures in the perovskites
may lead to some insights into the intrinsic connection be-
tween structure and properties. This article focuses on the
structure and structural evolution of perovskites and ex-
plores the intrinsic linkages among the members of the
perovskite family. First, we introduce the “smart” proper-
ties of perovskites. Then, the intrinsic connection among
the perovskites is explored. Finally, the analysis of mixed
valences and oxygen deficiency is addressed.

THE FAMILY OF PEROVSKITE–STRUCTURED MATERIALS

Examples of Perovskite Structures

The most typical perovskite structure is BaTiO3 (Fig. 1a).
The Ba atoms appear at the corners of the unit cell and
oxygen atoms at the face centers. Both the Ba and O make
up a face-centered lattice structure. The octahedrally coor-
dinated titanium ion is located at the center of the unit cell.
This structure can be generically written as ABO3, which
is the fundamental structural configuration of perovskites.

Materials that have perovskite-like structures are nu-
merous. The most typical are ceramic high-temperature
superconductors such as YBa2Cu3O7 (Fig. 1b). The unit cell
can be considered a stack of three perovskite units along
the c-axis direction, where the cation lattice preserves that
of the perovskite, and oxygen vacancies are introduced. The
distortion in the oxygen lattice sites is due mainly to the
vacancies. The long periodicity of the c axis (e.g., super-
structure) is the result of alternate distribution of the
Y and Ba cations and the ordered structure of oxygen
vacancies.

A comparison of BaTiO3 with YBa2Cu3O7 indicates
the following. In BaTiO3, the cations are screened by an-
ions so that two cations are not directly face-to-face. In
YBa2Cu3O7, although the cation distribution is the same
as that in BaTiO3, the Cu ions at the top layer of the
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Figure 1. Atomic structural models of (a) BaTiO3 and
(b) YBa2Cu3O7.

unit cell are face-to-face without the screening of anions,
whereas the Cu cations next to Y are well coordinated. This
structural configuration is possible only if Cu ions have
different valence states at the two types of lattice sites.
Therefore, perovskites have three major structural char-
acteristics: cation substitution, ordered oxygen vacancies,
and mixed valences of cations.

Perovskite-Like Structures

In the ABO3 structure, the valences of the A (12-coordi-
nated) and B (6-coordinated) cations are usually 2+ and
4+, respectively. The valence variation at the A cation po-
sition can cause distortion or displacement of the oxygen
anion array, possibly resulting in distortion in the B-cation-
centered octahedron. The B cation must have the flexibility
to tolerate this effect, and the transition-metal elements
are candidates for filling the B-cation position because of
their multivalences and their special 3d and 4d electronic
configurations. This is the reason that transition-metal
oxides have perovskite-type structures (3). Perovskite-like
structures can be sorted by the valence combination of the
A and B cations as follows (4):

1. A1+B5+O3 type, such as KNbO3, NaNbO3, LiNbO3

and KTaO3.
2. A2+B4+O3 type, in which the A2+ cations are alkaline-

earth ions such as cadmium or lead, and the B4+ ions
can be Ce, Fe, Pr, Pu, Sn, Th, Hf, Ti, Zr, Mo, and
U. BaTiO3 and PbTiO3 are typical examples. These
two compounds are well known for their remarkable
ferroelectic properties (see later section).

3. A3+B3+O3 type, such as GdFeO3, YAlO3, PrVO3,
PrCrO3, NdGaO3 and YScO3.

4. A2+(B′3+
0.67 B′′6+

0.33)O3 type, such as Ba(Sc0.67 W0.33)O3

and Sr( Cr0.67 Re0.33)O3.
5. A2+(B′2+

0.33 B′′5+
0.67)O3 type, for example Ba(Sr0.33 Ta0.67)

O3, and Pb(Mg0.33 Nb0.67)O3.

6. A2+(B′3+
0.5 B′′5+

0.5)O3, A2+(B′2+
0.5 B′′6+

0.5)O3, A2+(B′1+
0.5 B′′7+

0.5)
O3, and A3+(B′2+

0.5 B′′4+
0.5)O3 types, such as Ba(Sr0.5 W0.5)

O3, Pb(Sc0.5 Ta0.5)O3 and Pb(Sc0.5 Nb0.5)O3. The comp-
ounds, Pb(Mg0.33 Nb0.67)O3,Pb(Sc0.5 Ta0.5)O3 and Pb
(Sc0.5Nb0.5)O3, are very important ferroelectric ma-
terials, and they are usaully called “relaxors.”

7. A2+(B′1+
0.25 B′′5+

0.75)O3 type, such as Ba(Na0.25 Ta0.75)O3

and Sr(Na0.25 Ta0.75)O3.
8. A2+(B′2+

0.5 B′′5+
0.5)O2.75 and A2+(B′3+

0.5 B′′4+
0.5)O2.75 that

are anion deficient, such as Sr(Sr0.5 Ta0.5)O2.75 and
Ba(Fe0.5 Mo0.5)O2.75.

9. A2+(B′3+
0.5 B′′2+

0.5)O2.25.

It is apparent that the perovskite structures cover a
large group of materials. Three questions are particularly
interesting: What are the special properties of perovskites
as far as smart materials are concerned? What is the rela-
tionship between these structures, for example, the struc-
tural evolution in perovskite, and what is the relationship
between the cation valence and its coordination? The fol-
lowing analysis explores the answers to these questions.

STRUCTURES AND PROPERTIES

Ferroelectricity

Ferroelectric materials are candidates for robust non-
volatile memories (5). Figure 2 gives a high-resolution
transmission electron microscopy (TEM) image of BaTiO3

oriented along [100] (or [001]), where the cations are in
dark contrast and the contrast is directly related to the

Figure 2. High-resolution transmission electron microscopy im-
age of BaTiO3 oriented along [100], showing the cation (in dark
contrast) distribution in the crystal. The atom types can be clearly
identified. At the top of the film, surface steps of one unit cell height
are seen, and the termination layer is Ba–O.
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Figure 3. (a) Intrinsic spontaneous polarization in tetragonal BaTiO3. (b) Displacements of the
cations and anions in the tetragonal structure. (c) Schematic of a hysteretic loop for a ferroelectric
material induced by an external electric field E, where P and Ec are the polarization and coercive
fields, respectively. (d, e) 180◦ and 90◦ domain boundaries in BaTiO3.

atomic number. The oxygen anions are not clearly resolved
in the image because of its weak scattering power. At the
top of the film, the last ending layer is the Ba–O layer,
clearly indicating that the Ti atom strongly demands a
complete octahedral coordination even at the boundary of
the crystal. The octahedral coordination of Ti is at the root
of ferroelectricity.

The Ti ion is surrounded by six oxygen ions in an octahe-
dral configuration (Fig. 1a). BaTiO3 has a cubic structure
at T > 120◦C. For 5 < T < 120◦C, it is tetragonal. In the low-
temperature range of − 90 < T < 5◦C, it has an orthorhombic
structure, and for T < −90◦C, it is rhombohedral. There-
fore, the structural transformation from centrosymmetric
to noncentrosymmetric occurs at 120◦C, and ferroelectric-
ity occurs at T < 120◦C. Below the 120◦C transition tem-
perature, the oxygen and titanium ions are displaced to
new positions (Fig. 3a,b), forming a tetragonal structure
where c/a = 1.01 (3). A unilateral displacement of the Ti4+

ion against O2− results in a dipole moment. When all of
the dipoles of different domains point in the same direc-
tion, the material is ferroelectric. If the dipoles have equal
strength but are aligned in an antiparallel configuration
so that they cancel each other and the material does not
exhibit a macroscopic dipole, it is antiferroelectric. If these
dipoles cannot completely cancel each other, the residual
dipoles add up, forming a macroscopic dipole, which is
ferroelectricity.

The spontaneous alignment of dipoles that occurs at
the onset of ferroelectricity is often associated with a

crystallographic phase change from a centrosymmetric,
nonpolar lattice to a noncentrosymmetric polar lattice. If
an external electric field is applied to the crystal, the pop-
ulation of the domains whose polarizations are parallel to
the field increases, and those whose polarizations are an-
tiparallel and not parallel to the field decrease. If the ex-
ternal electric field is removed, the domains cannot spon-
taneously compensate for each other again, and a rema-
nent polarization Pr remains. To remove the remanent po-
larization, an oppositely oriented electric field whose field
strength is Ec, called the coercive field, has to be applied to
the crystal. The polarization hysteretic loop (Fig. 3c) is the
basis of electric data storage using ferroelectric materials.

An increasing number of materials have been found
that demonstrate spontaneous polarization. Lead titanate
(PbTiO3), which has the same perovskite structure as
BaTiO3, is ferroelectric. Other examples includes Rochelle
salt (potassium sodium tartrate tetrahydrate), KH2PO4,
KH2AsO4; perovskites NaCbO3, KCbO3, NaTaO3, and
KTaO3; ilmenite structures, LiTaO3 and LiCbO3; and
tungsten oxide, WO3.

Domains and domain boundaries can be formed in fer-
roelectric materials. The spontaneous polarization of the
Ti and oxygen ions creates an electrostatic polarization P
along the c axis. This anisotropic structural configuration
can form 90 and 180◦ domain boundaries defined with ref-
erence to the orientations of the c axes or the P vectors
that belong to the two crystal domains (Fig. 3d,e). The 90◦

domain boundary is just a (101) [or (011)] twin boundary of
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Figure 4. High-resolution transmission electron microscopy im-
age of BaTiO3 oriented along [100], showing the presence of a (011)
90◦ domain boundary.

the tetragonal crystal (6). The P polarization or c axis turns
its direction by an angle α = δ − 90◦ across the twin or
domain boundary, where δ is determined by the axial ratio
of the tetragonal unit cell: δ = 2 arctan(c/a); α = 0.57◦ for
c/a = 1.01.

Figure 4 is a high-resolution transmission electron mi-
croscopy image of a 90◦ domain boundary in BaTiO3. The
domain boundary is parallel to the electron beam direc-
tion. A relative rotation α of the crystal lattice across the
domain boundary (dark line) can be seen along the white
lines traced along the rows of atoms. Domain structure,
such as its sharpness, thickness, and size, is a key to many
ferroelectric properties.

Another candidate for nonvolatile memories is
SrBi2Ta2O9 (Fig. 5). The structure is a c-axis stacking
of perovskite units accommodated by bismuth oxide layers.
The noncentr. symmetric structure produces the relative
displacements of the cations and anions, for example,
ferroelectricity.

Piezoelectricity

Piezoelectric Effect. Piezoelectricity is induced by a lin-
ear relationship between an electric field and mechanical
strain. To illustrate piezoelectricity, consider a positively
charged atom that is surrounded tetrahedrally by anions
(Fig. 6). The center of gravity of the negative charges is at
the center of the tetrahedron. By exerting pressure on the
crystal along the cornering direction of the tetrahedron, the
tetrahedron experiences distortion, the center of gravity
of the negative charges and the position of the positive
central atom no longer coincide, and an electric dipole is
generated. If all of the tetrahedra in the crystal have the
same orientation or some other mutual orientation that
does not allow for cancellation among the dipoles, the crys-
tal has a macroscopic dipole. The two opposite faces of the
crystal have opposite electric charges. This is an electrome-
chanical transducer that converts a mechanical force into
an electric signal or vice versa.

Bi3+

Sr2+

Ta5+

O2−

P
erovskite layer

B
ism

uth oxide
layer

P
erovskite layer

B
ism

uth oxide
layer

SrBi2Ta2O9

Figure 5. Structure of ferroelectric SrBi2Ta2O9.

Pb(ZrxTi1−x)O3 (PZT) is the most typical piezoelectric
material (Fig. 7) (7). PZT has the perovskite structure.
When cooling from high temperature, the crystal structure
of PZT undergoes a displacive phase transformation and
atomic displacements of ∼0.1 Å. For titanium-rich com-
positions, the point symmetry changes from m3m to tetrag-
onal 4mm at the Curie temperature. To maximize the po-
larization of the PZT phase, compositions near a second
phase transition are chosen. At the Curie point (Tc), PZT
converts from a paraelectric state that has the ideal cubic

+ +

−

−+−

−

F

+

Figure 6. Mechanism of the piezoelectric effect. External pres-
sure causes the deformation of a coordination tetrahedron that
results in a shift of the gravity centers of the electric charges and
creates a local polarization dipole.
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Figure 7. (a) Structural model of Pb(ZrxTi1−x)
O3 (PZT). (b) Phase diagram Pb(ZrxTi1−x)O3
and the associated structural changes at the
Curie temperature (Tc) and the morphotropic
phase boundary (MPB). Compositions near
MPB have 14 possible poling directions (six
perpendicular to the planes and eight along the
corners).
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perovskite structure to a ferroelectric phase located near a
morphotropic phase boundary (MPB) between the tetrago-
nal and rhombohedral states. Very large piezoelectric cou-
pling between electric and mechanical variables is attained
near the MPB.

Parameters for Piezoelectric Ceramics. The proportional
constants between the strain and the applied electric field
are related by x = d.E, where d is the piezoelectric co-
efficient tensor (8). The state of strain in the volume is
fully described by a second-rank tensor, a “strain tensor,”
and the state of stress by a stress tensor, again of second
rank. Therefore, the relationships between the stress and
strain tensors, that is, Young’s modulus or compliance, are
fourth-rank tensors. The relationship between the elec-
tric field and electric displacement, the permittivity, is a
second-rank tensor. In general, a vector (formally regarded
as a first-rank tensor) has three components, a second-
rank tensor has nine components, a third-rank tensor has
27 components, and a fourth-rank tensor has 81 compo-
nents. However, not all of the tensor components are inde-
pendent. The crystal symmetry and the choice of reference
axes reduce the number of components. A poled ceramic
has ∞-fold symmetry in a plane normal to the poling di-
rection. Therefore, the symmetry of a poled ceramic is de-
scribed as ∞mm.

The convention is to define the poling direction as the
3 axis. The shear planes are indicated by the subscripts 4,
5, and 6 and are perpendicular to directions 1, 2, and 3,
respectively (see Fig. 8). For example, d31 is the coefficient
that relates the field along the polar axis to the strain per-
pendicular to it, and d33 is the corresponding coefficient
for both strain and field along the polar axis. Shear can
occur only when a field is applied at right angles to the po-
lar axis so that there is only one coefficient, d15. There are
also piezoelectric coefficients corresponding to hydrostatic
stress, for example, dh = d33 + 2d31.

3
P

2

1 (4)

(5)

(6)

Figure 8. Labeling of reference axes and planes for piezoceramics
(note that the polarization direction is upward).

Both intrinsic and extrinsic factors contribute to piezo-
electric coefficients. The intrinsic effects from the distor-
tions of the crystal structure under mechanical stress ap-
pear in Fig. 9. Under mechanical stress parallel to the
dipole moment, an enhancement of the spontaneous polari-
zation P along x3 is induced. When stress is applied perpen-
dicularly to that dipole moment, electric charges develop
transversely. These are the d33 and d31 effects, respectively.
When the dipole is tilted by shear stress, charges appear
on the side faces, the d15 coefficient. The extrinsic contri-
bution to the piezoelectric coefficient comes mainly from
domain-wall motion.

Piezoelectric properties are described in terms of these
parameters: dielectric displacement (D), electric field (E),
stress (X), and strain (x). The direct piezoelectric effect
relates polarization to stress and is used in sensors. The
converse effect relates strain to electric field and is used
in actuators. If the piezoelectric coefficient d is assumed
constant, the direct and converse effect can be written as

D = d·X + εX·E, (1)
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Figure 9. Schematics showing the relationship between the in-
trinsic piezoelectric effect and the piezoelectric coefficients in polar
lead titanate.

and

x = sE·X + d·E, (2)

where s is elastic compliance and the superscripts denote
the parameters held constant. The crystal structure and its
distortion determine the piezoelectric coefficients (Fig. 9).
Table 1 gives typical values of the parameters for some
piezoelectric materials. Piezoelectric ceramics are probably
the most important actuating materials (9).

Electrostrictive Perovskites

Electrostriction describes a quadratic relationship bet-
ween mechanical strain and the square of the electric
polarization. Pb(Mg,Nb)O3 (PMN) is the most typical
electrostrictive perovskite (10). PMN is cubic at high tem-
peratures, and when annealed, transforms to a partially

Table 1. Typical Properties of Some Piezoelectric Materialsa

Tc d33 sE
13

Material (◦C) εX
33 εX

11 d31 pC/N d15 sE
11 sE

12 µm2/N sE
33 sE

44

α-Quartzab — 4.6 — — — — 12.8 −1.8 −1.2 9.6 20.0
BaTiO3 130 1900 1600 −79 190 270 8.6 −2.6 −2.9 9.1 23
PZT Ac 315 1200 1130 −119 268 335 12.2 −4.1 −5.8 14.6 32
PZT Bc 220 2800 — −234 480 — 14.5 −5.0 −6.7 17.8 —
PbNb2O6 560 225 — −11 80 — 29 — −5 to −8 25 —
Na0.5K0.5NbO3 420 400 600 −50 160 — 9.6 — — 10 —
LiNbO3

b 1210 29 85 −0.85 6 69 5.8 −1.2 −1.42 5.0 17.1
LiTaO3

b 665 43 53 −3.0 5.7 26 4.9 −0.52 −1.28 4.3 10.5
PbTiO3 494 203 — −7.4 47 — 11 — — 11 —

aFrom Ref. 8.
bSingle crystals.
cPZT A and PZT B are two typical PZT materials that illustrate, in particular, the wide range of tunable properties.

ordered state. When cooled further, PMN passes through
a diffuse phase transformation at room temperature
where it exhibits very large dielectric and electrostrictive
coefficients. Just below room temperature, it transforms
to a ferroelectric rhombohedral phase. The piezoelectric
d33 coefficient is the slope of the strain–electric field curve
when strain is measured in the same direction as the
applied field. Its value for Pb(Mg0.3Nb0.6Ti0.1)O3 is zero at
zero field, but it increases to a maximum of 1300 pC/N,
three times larger than that of PZT, under a bias field
of 3.7 kV/cm. This means that the electromechanical
coupling coefficient can be tuned across a wide range
to convert the transducer from inactivity to extreme
activity. The dielectric constant of PMN depends on the
bias field. Polarization saturates at a high field and
causes a decrease in the dielectric constant. Therefore,
the electrical impedance can also be controlled. This
tunable property has its roots in so-called compositional
microdomains. Because the ionic radii of Sc2+, Ta6+,
Mg2+, and Nb6+ in perovskites are close to each other, the
long-range order is not favorable, but the shorter range
order is preferable. The ordered phase has a double size in
each axis of the perovskite unit cell and a face-centered-
cubic structure. They are reexpressed as the Pb2MgNbO6-
order domain and the PbNbO3-disorder domain if the origi-
nal compound is Pb(Mg0.33Nb0.67)O3 in which the valence
states of Nb, Mg, and Pb are 5+, 2+ and 2+, respectively.
High-resolution TEM reveals that the domains are about 3
nm in diameter and the ordered regions are small islands
separated by narrow walls of niobium-rich PMN (11). The
ordered regions, Pb2MgNbO6, have a negative charge, but
the disordered areas, PbNbO3, have a positive charge.
The ordered regions have to be very small to minimize
the coulombic energy, but the distortion of perovskite
is so small that the interfacial energy is negligible. The
compositions of the ordered and disordered regions are
different; therefore, the domains may be called composi-
tional domains. The negatively charged ordered islands
are enclosed by positively charged disordered layers to
make the system neutral on a local scale and minimize
the electrostatic energy.

Electrostriction is a 6 × 6 matrix, that relates strain
to the square of the electric polarization. For a cubic crys-
tal, Q11, Q12, and Q44 are the coefficients normally used.
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Figure 10. Electrostriction in cubic perovskite, showing the
physical origin of electrostrictive coefficients Q11, Q12, and Q44.
The cross represents the lattice site of the atom.

Electrostrictive transducers rely on microregions that fluc-
tuate in polarization. On average, the atoms reside in the
ideal cubic sites but are continually shifting from these po-
sitions. Atomic scale descriptions of Q11, Q12, and Q44 are
given in Fig. 10 (12).

Colossal Magnetoresistivity

Magnetoresistance is the change in electrical resistance
R due to an external magnetic field. Positive or negative
magnetoresistance refers to the increase or decrease of
resistivity as the applied magnetic field changes. Two kinds
of magnetoresistance are defined by the two possible orien-
tations of the magnetic field H and the current J applied to
the samples measured. �R// = R//(H ) − R//(0) when H is
parallel to J, and �R/ = R/(H ) − R/(0) when H is perpen-
dicular to J. In ferromagnetic metals, magnetoresistance
is anisotropic where �R// > �R/, positive �R// and neg-
ative �R/. They are saturated under a modest field (10
Oe for PermalloyTM), and the magnitude depends on the
direction of the spontaneous magnetization. These mate-
rials are often referred to as anisotropic magnetoresistant
materials. A typical value of (R// − R/)/R(0) for Permalloy
TM is about 2% at room temperature.

Colossal magnetoresistance (CMR) has been observed
in a perovskite-structured (La,A)MnO3 (A = Ca, Sr,
or Ba) (13,14). A (La,Ca)MnO3 an epitaxial film pre-
pared by laser ablation reportedly exhibited a CMR peak
value of 127,000% at 77 K and 1300% at 260 K (13).
Figure 11 gives a magnetoresistance curve of a new ma-
terial, La0.5Ca0.23MnO3−δ, that displays CMR at room tem-
perature (15). The resistance drops as the applied magnetic
field increases, and it increases as the temperature in-
creases. This property is very useful in sensor applications.

CMR magnetic oxides have a perovskite type crystal
structure that has ferromagnetic ordering in the a,b plane

2
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Figure 11. Magnetoresistance observed in an A site deficient
La0.5Ca0.23MnO3−δ around room temperature. The field was ap-
plied perpendicularly to the film.

and antiferromagnetic ordering along the c axis (Fig. 12b).
The ferromagnetically ordered Mn–O layers of the a,b
planes are isolated by a nonmagnetic La(A)–O monolayer.
This spin-coupling structure is intrinsic. La1−xAxMnO3 and
La1−xAxCoO3 compounds that have the extreme values
x = 0, 1 are neither ferromagnetic nor good electrical con-
ductors; they are semiconductors. Only compounds that
have intermediate values of x are ferromagnetic, and the
strongest ferromagnetism occurs in the range of 0.2 < x <
0.4. Within this same range, the materials are electrically
conductive.

Cation Doping-Induced Insulator-to-Conductor Transition

The electric conductivity of a perovskite, such as LaMnO3,
can be tuned by cation doping. We limit our discussion here
to the case in which the dopants are distributed in a long-
range order rather than as random impurities, as in con-
ventional ceramics. The substitution of trivalent La3+ in
LaMnO3 by divalent A2+ is balanced by the conversion of
Mn valence states between Mn3+ and Mn4+ and creation
of oxygen vacancies as well. The following ionic structure
of La1−xAxMnO3 is proposed (16):

La3+
1−x A2+

x Mn3+
1−x+2y Mn4+

x−2y O2−
3−y VO

y (3)

Whenever Mn3+ and Mn4+ are on neighboring Mn sites,
the possibility exists of conductivity from electrons hopping
from Mn3+ to the Mn4+ assisted by the oxygen anion. That
this hopping current should be spin polarized is required
for a process of two simultaneous electron hops (from Mn3+

onto O2− and from O2− onto Mn4+, thus interchanging
Mn3+ and Mn4+; this is called double exchange (17)
(Fig. 13). The electron hopping away from the Mn3+

remembers the spin state that it has on the ion, as
determined by Hund’s rule, and the electron hopping onto
Mn4+ must have the same spin state. This is only possible,
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(a) (La, Ca) MnO3 O
Mn

(La, Ca)

(b)

c 
= 

0.
77

4 
nm

b = 0.547 nm

a = 0.547 nm

(La, Ca)

Mn

Figure 12. (a) Perovskite unit cell of (La,Ca)MnO3. (b) The newly introduced unit cell considering
that the Jahn–Teller distortion results from magnetic ordering, so that the structure is orthorhom-
bic and has space group Pnma. (c) High-resolution transmission electron microscopy image of
La0.67Ca0.33MnO3 oriented along [100].

without violating Hund’s rule on Mn4+, if the net ion spins
of the neighboring Mn3+ and Mn4+ are in the same spin
direction. Hopping is impossible if the spin directions of
the two states are antiparallel. In fact, the likelihood of
electron hopping between two magnetic ions turns out
to depend on the spin or transformation (18,19), which
is characterized by a transfer integral (analogous to the
transfer probability)

tij = bij cos(θi j/2), (4)

where bij is a constant depending on the isolation between
the ions and θi j is the angle between the direction of the
spin ions. Thus, the electric resistance of the material is a
function of its intrinsic magnetic order.

Hopping electron

Mn3+ Mn4+O2−

Mn3+ Mn4+O2−

Mn3+ Mn4+O2−

O2− θ

Figure 13. Schematic illustration of the double-exchange effect
for parallel, antiparallel, and general cases. This effect is respon-
sible for the electric conductivity of a doped perovskite.

Cation doping in PZT usually preserves the standard
ABO3 structure, in which the B-atom site can be occupied
by either Zr or Ti. Cation doping, in some cases, can create
superstructures. Figure 14a shows a high-resolution TEM
image of La0.33Sr0.67CoO3 (20), where the cation positions
and types can be identified from the image. The oxygen
atoms are not seen in the image due to the limited resolu-
tion power of the TEM and its weak scattering power. This
structure is the result of cation substitution in a perovskite,
and its structural model of fully coordinated anions is given
in Fig. 14b. If the structural model is projected along [100],
the cation positions match the positions of the white dots
observed in the image.

From Eq. (3), it can be seen that charge ordering of
Mn3+ and Mn4+ can also occur in CMR materials. The or-
dered arrays of Mn3+ and Mn4+ can produce long, periodic,
structural modulations, and this structure is important
for coordinating the intrinsic electron hopping effect.

Ionic conductivity

Compounds that have perovskite or perovskite-related
structures usually can be used as oxygen ion conductors,
such as LaMnO3, and fuel cells, such as Fe1−xSrxCoO3.
The sizes of A cations should be similar to that of oxygen
anions, for example, Ba2+ (0.135 nm), Pb2+ (0.119 nm),
Sr2+ (0.118 nm), Ca2+(0.1 nm), and O2− (0.14 nm). In
LaMnO3, the La cations are smaller than oxygen anions
(about 24%). Thus, oxygen migration is possible but lim-
ited. For faster diffusion of oxygen anions, it is best to create
oxygen vacancies. Increasing temperature, of course, could
create oxygen vacancies, but for lower temperature diffu-
sion, the substitution of La3+ by divalent cations, such as
Sr2+ and Ca2+, can create oxygen vacancies [see Eq. (3)]. In
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Figure 14. High-resolution TEM image
of La0.33Sr0.67CoO3, viewed along [100],
showing the superstructure induced by
cation substitution. The inset is a Fourier
transform of the image. The structural
model of La0.33Sr0.67CoO3 is also given.

Co La Sr O

1 nm

(LaO3)3− (111) stacking layers (as displayed in Fig. 17a),
the oxygen anions are closely packed around the A cation;
a missing oxygen anion (due to creation of a vacancy)
will cause strong coulombic interaction between the A
cations (Fig. 15). This repulsive force makes the dis-
tance between the two adjacent A cations larger, and
the A cations attract the neighboring oxygen anions to
move in. If this distortion is too large, it may introduce
buckling of the (LaO3)3− layers and change the Bravais

(a)

(b)

Figure 15. Migration of oxygen vacancies in perovskite and an ionic conductor. (a) Creation of
one oxygen vacancy may lead to the diffusion of another oxygen anion toward the vacancy site,
thus (b) the vacancy site is shifted, resulting in some distortion near the new vacancy site in the
(AO3) (111) stacking layer.

cell. In other words, oxygen diffusion may induce phase
transition.

Aurivillius phases have the general formula
Bi2O2(An−1BnO3n+1) and can be described as layered struc-
tures that consist of perovskite blocks sandwiched between
fluorite-like (Bi2O2)2+ sheets (see Fig. 5). Bi2NaNb2O8.5

is an n = 2 defect Aurivillius phase that exhibits good
oxide ion conductivity at high temperature because of a
structural phase transition (21). CaTiO3, SrCeO3, and
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BaCeO3 can be good conductors of ions and electrons or
protons by simply changing the valence of the B cations to
mixed valency.

Superconductivity

Superconductivity is the phenomenon of vanishing elec-
trical resistance below the superconducting transition
emperature (Tc). Superconductivity has important applica-
tions in power transmission, nuclear magnetic resonance,
extremely strong magnets, and high-speed computing.
High-temperature superconductors, such as YBa2Cu3O7,
Bi2Sr2CaCu2O8+d and Tl2Ba2Ca2Cu3Ox, are the focus
of today’s research (22). Most ceramic superconductors
are based on the perovskite structure. The structure of
YBa2Cu3O7 will be used as an example to show the
construction of its structure from anion-deficient per-
ovskites (see later section).

A superconductor is characterized by three physical
quantities. The first is the critical transition temperature
Tc, below which superconductivity appears. The second is
the critical magnetic field Hc, below which a supercon-
ducting body exhibits perfect diamagnetism and excludes
a magnetic field. If the applied magnetic field is higher
than Hc, the materials revert to the normal state. Hc is
temperature-dependent. The third is the critical current
density Jc, above which superconductivity is destroyed and
the superconductor reverts to the normal state. Polycrys-
talline superconducting materials are limited mainly by
low Jc due to the weak link between grain boundaries. Im-
proving Jc in the field is the essential task of current re-
search in superconductivity.

THE FUNDAMENTAL STRUCTURAL CHARACTERISTICS
OF ABO3 PEROVSKITE

Perovskite and related structures cover a large portion of
smart materials, and their crystal structures can vary to
a large extent. The key questions are do the perovskite-
type structures have smart properties and are there any
intrinsic connections among the structures? The answers
may be found in the following areas: (1) nonstoichiometry

(a)

B

O

(b)

A

B

O

(c)

A

B

O

Figure 16. ABO3 perovskite structure formed by corner-sharing octahedron chains. The corners
of the Bravais cell are the B cations. (a) A postulated structure where the A cation is absent at the
center, and (b) a structure that has the A cation. The anions shadowed by the octahedra are not
shown for clarity. (c) ABO3 perovskite structure drawn by setting the A cations as the corners of
the Bravais cell, showing the BO6 octahedron located in the A-cation cube.

of the cation and/or the anions; (2) distortion of the cation
configuration; and (3) the mixed valence and the valence
mixture electronic structure. From the viewpoint of crystal
structure, each of these features can be introduced by dop-
ing a third type of cation into the stoichiometric phase of a
base structure. It is important to understand how oxygen
stoichiometry and lattice distortion are introduced as a re-
sult of doping another type of cation that has different va-
lence states. First, we explore the fundamental perovskite
structure (2).

Vertex Sharing of Oxygen Octahedra

In the ABO3 type structure, the cation B whose valence
is 4+ is usually a transition-metal element that prefers
to form a six-coordinated octahedron with its neighboring
oxygen anions, and itself is located at the center. The oc-
tahedron is the basic unit of these structures. The geomet-
ric configuration of the arrangement of the octahedra that
has the lowest interactive energy is a linear 180˚ vertex-
sharing connection. If the octahedra are connected to each
other at every vertex, they form a 3-D network (Fig. 16a).
Because the oxygen at every vertex is shared by adjacent
octahedra, the composition of this configuration is BO3,
and the unit cell is a simple cubic, as given in Fig. 16a.
This structure, however, cannot exist unless B has a va-
lence of 6+ because the valence charges are not balanced.
Thus, a cation of valence 2+ must be introduced into the
structure to balance the local excess negative charge. A
vertex-sharing octahedral network, on the other hand, has
a large cavity in the center of the unit cell. A cation of va-
lence 2+ can occupy this cavity. Then , the unit cell still
preserves the simple cubic structure, and the composition
is ABO3, simply the basic model of the perovskite structure
(Fig. 16b). It is clear, therefore, that six-coordinated octa-
hedra are essential structural and compositional building
blocks, and sharing of all of the vertexes is required for the
stoichiometry and the structure of the perovskite. Based
on this ideal, we can outline some characteristics of the
perovskite structure:

1. Any cation, that prefers to have six coordination
could occupy the B position even if its valence is
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different from 4+, but to balance the valence charges,
the average valence at the B site usually equals 4+.

2. The A cation of valence 2+ is expected to have a
larger radius because, as a general rule, the valence
increases as the radius of the cation decreases and
vice versa. The coordination number of the A cation
is 12. Elements that have a coordination number of
more than six are likely to bond ionically. This is pos-
sible because the A cation in the perovskite structure
is usually an alkaline-earth metal element. From this
viewpoint, we may say that any cation, of higher ioni-
city or less polarity could occupy the position of the A
cation, although its valence is different from 2+. But
to balance the charge, the average valence at this site
is likely to be 2+.

3. From 1 and 2, we can see that B cations have some
degree of covalency, or in other words, they are easier
polarize than A cations, and bonding between the B
cation and the adjacent oxygen is stronger than that
of the A cation. The octahedron of oxygen is the basic
unit of the perovskite structure although it may be
distorted, as is discussed later. Oxygen anions have
significant influence on the cation valence if it can be
changed. For example, a vacancy of oxygen can re-
sult in modifying the valence state of the B cation.
The A cation may not be easily modified because it
bonds ionically to the adjacent oxygen. However, if
the A cation changes valence, the surrounding oxy-
gen anions must be affected to balance the valence
charges by creating vacancies. Because the oxygen
anion cannot have a valence other than −2, an oxy-
gen deficiency must form to balance the local charge.

The roles of the A and B cations in the structural evolu-
tion of ABO3 type perovskite can be understood as follows.
The A cation plays a key role in oxygen deficiency because
of its stronger ionic interaction with oxygen anions. We will
see later that the A cation is closely packed together with
oxygen. The B cation prefers six-coordination (i.e., an octa-
hedron) although its valence can vary. The flexibility in the
valences of the B cation makes the oxygen anion deficiency
acceptable, and in a reverse process, the oxygen deficiency
is autocontrolled by adjusting the valence of the B cation.
This process makes the perovskite structure the most fas-
cinating structural configuration for smart materials.

If the A cation changes its valence, for example, from +2
to +3, the oxygen anion must modify its occupancy to match
the valence variation of the A cation and to balance the lo-
cal charge, resulting in oxygen deficiency. But this change
will feed back to the B cation, leading to disproportionation
of the local valence state. The disproportionation of the
B cation’s oxidation state usually changes the electronic
band structure of the perovskite compound, resulting in a
transition from an insulator to a semiconductor, conduc-
tor, or even superconductor. CaMnO3 is an insulator, but
when the Ca (i.e., A2+ cation) is totally replaced by La(+3),
LaMnO3 could be a conductor if the monovalence Mn4+

were replaced by mixed valent states of Mn3+ and Mn4+.
From the viewpoint of charge balance, if the valence of the
Mn cations is +3 and +4, the relative content of the oxygen
anions should be more than 3, in other words, its formula

should be LaMnO3+x. Based on the crystallography of the
perovskite structure illuminated discussed before, the ex-
cess oxygen anions have no place to locate because the
existing oxygens have already been closely-packed in the
structure. Therefore, if Mn3+ and Mn4+ must coexist in the
system, the only choice is to change the A cation’s valence
state from La3+ to a mixture of La3+ and A′2+, a divalent
cation. For example, if a small portion of La3+ is replaced
by Ca2+, the La3+ stoichiometry will change from 1 to 1 −
x. Then we can have a perovskite type structure that has
+3 and +4 mixed Mn cations at the B site.

Unit Cell by Taking the A Cation as the Origin

The perovskite structure has a simple cubic Bravais cell,
in which the octahedra share corners and the origin of the
Bravais cell is at the B cation, as shown in Fig. 16a. Alter-
natively, we can also take the A cation as the origin, and
the unit cell is transformed into the form given in Fig. 16c.
In this configuration, the A cations locate at the cubic ver-
texes, and the oxygens occupy the face centers of the six
faces to form an octahedron where the B cation is at the cen-
ter. This geometric arrangement makes the oxygen form
linear O2−–B4+–O2− triples parallel to the x, y, and z axes,
and the oxygens are located at the centers of the squares
formed by the A2+ cations. If an electric field is applied
parallel to the z axis, for example, the O2−–B4+–O2− chain
parallel to the z axis is polarized, but the O2−–B4+–O2−

chains parallel to the x and y axes may not be disturbed,
resulting in polarization of the crystal parallel to the z axis
(ferroelectricity). Moreover, the displacement of the oxygen
anions could cause a distortion in the configuration of the
A cations, resulting in a change in the shape of the unit
cell (the piezoelectric effect).

Oxygen Cubic Close Packing

Now, we reexamine the ABO3 perovskite structure from
a different viewpoint. We use the structural model of
perovskite formed by the corner-sharing chains of octa-
hedra, for example, the unit cell that has B cations as the
origin, as shown in Figure 16b, in which the octahedron is
sketched for clarity. The relationship between the oxygen
anions and A cations in the {111} stacking layers are re-
vealed in Fig. 17a, where an A cation is surrounded by six
oxygen anions and forms a closely packed structure. Note
that three oxygen atoms form a triangular unit. Naturally,
the A cations also form a hexagonal array, but are sepa-
rated by the triangularly packed oxygen anions. The chem-
ical composition of this layer is AO3. Because the charge
of A is 2+, the valence charge of the layer is (AO3)4−. To bal-
ance the local negative charge, a layer that has a charge
of 4+ must be introduced. Therefore, a B4+ cation layer
(without oxygen anions) should be the next stacking layer
(Fig. 17b). The A cation has three stacking positions, in-
dicated by α, β, and γ , respectively, and the B cation has
similar stacking. An A cation hexagon contains six apex-
sharing oxygen triangles. This characteristic of the fun-
damental stacking layer (AO3)4− determines the features
of the perovskite structure. The (AO3)4−and the B4+ lay-
ers are stacked together to form a combined layer, and the
perovskite structure is obtained by stacking the new lay-
ers following a sequence of α β γ by translating the cation
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(a)
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(AO3)4−  (111) stacking layer
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β

B4+  (111) stacking layer

Figure 17. (a) The fundamental (AO3)4−(111) close-packing
layer, and (b) the B4+(111) close-packing layer in the perovskite
structure. The shadowed area represents the hexagonal unit
from stacking the two layers into one. α, β, and γ represent the
three cation stacking positions for forming the three-dimensional
perovskite structure.

sites (similar to the stacking to form a face-centered-cubic
lattice).

Anion Close Packing and Formation of Tetrahedra
and Octahedra

The introduction of oxygen vacancies in the unit cell can
create a wide range of perovskite structures. If one of
the oxygen sublattices is vacant, the layer composition is
(AO2)2− (see Fig. 18b). If two of the oxygen sublattices
are vacant, the layer composition is AO; thus, the layers
are neutral, provided the valence of cation A is 2+. There
is no electrostatic force attracting the B4+ cation layers,
and thus, the perovskite structure cannot be formed. If
oxygen vacancies are partially formed in the (AO3)4− layer,
the close-packing layer should be (AO3−x)(4−2x)− (Fig. 18c,d
where x = 0.67 and x = 0.33, respectively). Therefore,
there are two choices to have oxygen vacancies in the
three oxygen sublattices. If one oxygen vacancy is formed
in the oxygen sublattice, it can locate in different layers
and/or different sublattices of oxygen. The symmetry of
oxygen triangles makes vacancies possible at different cor-
ners of the triangles that belong to alternate stacking lay-
ers. This creates the five- and four-coordinated oxygen
polyhedra, shown in Fig. 19, where the structure of the
B cations does not change, but their valence states may
change to balance the local charge. The A cations in the

(a) (AO3)4− layer (b) (AO2)2− layer

(c) (AO2.33)2.67− layer (d) (AO2.67)3.33− layer

Figure 18. Two-dimensional oxygen sublattices in the (AO3)4−
layers (a) no vacancy [(AO3)4−], (b) one vacancy [(AO2)2−], and
(c, d) partial vacancies.

(AO3)4− layer may change their valence states and/or their
total number in the layer (e.g., stoichiometry). Therefore,
the substitution of the A cations by an element of different
valence may be the optimum choice to induce oxygen defi-
ciency and/or the mixed valence states of the B cations. This
is the tailoring characteristic of the perovskite structure.

In the ABO3 structure, the A cations are closely packed
with the oxygen anions and are dominated by ionic
bonding. The B cations may be regarded as the dependent
subordinations that rely on the structure of the (AO3)4−

layer. Bonding of B cations with the surrounding oxygens
may be ionic, covalent, or partially covalent. If the (AO3)4−

layer has defects, such as vacancies, stacking these layers
will form distorted or deficient oxygen octahedra. Thus,
the B cation must have the flexibility of modifying its va-
lence state to balance the local charge. In other words, if
we intend to modify the valence of the B cation, chang-
ing the structure surrounding the A cations via doping is
recommended. This is an important principle for modifying
the structure and properties of perovskites.

ANION-DEFICIENT PEROVSKITE STRUCTURAL
UNITS—THE FUNDAMENTAL BUILDING BLOCKS
FOR NEW STRUCTURES

Perovskite types of structures are the basis of many oxides,
in which oxygen-deficient perovskites are a key group of
materials that possess functionality. Anion-deficiency can
change the coordination number of the B cation octahedra
and the size and type of the Bravais unit cell of the com-
pounds. It is important to elucidate the possible types of
anion-deficient perovskite structures to enhance insight
into fabricating new materials.

As shown in Fig. 18, there are three equivalent stacking
positions for the layers parallel to the (111) plane. Fig-
ure 19a shows an αβ stacking of the (AO3)4− layers (the
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Figure 19. The local oxygen vacancy arrange-
ments and the stacking of the (AO3)4−type layers
(with vacancies). (a) Single and double oxygen va-
cancies in BO6 octahedron, where 1, 2, and 3 rep-
resent the anions in the α, β, and γ layers, respec-
tively. (b, c) Connections of the octahedra without,
with one, and with two oxygen vacancies.
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Anions in first, second and third stacking layers, respectively

A cation in the first stacking layer

α, β, and γ positions are indicated in the left part of this
figure). The octahedra are formed by superimposed oxygen
triangles that belong to the α and β layers (this is most eas-
ily seen in Fig. 18). If an oxygen vacancy is created in the
β layer, as indicated by V2, a five-coordinated polyhedron
is formed. By the same token, oxygen vacancies can be
created in the octahedra formed by the superposition of the
β and γ layers, as shown in Fig. 19a,b, where the sequence
numbers 1, 2, and 3 represent the anions in the α, β, and γ

layers, respectively. As discussed before, any (AO3)4− stack-
ing layer can have oxygen vacancies. A five-coordinated
polyhedron is formed if only one oxygen vacancy is created
in the β layer, and the α layer is perfect. If two oxygen va-
cancies (V1 and V2) are created in the two adjacent layers
within the same octahedron, a four-coordinated square
is formed, as shown in Fig. 19a. It is impossible to have
more than two vacancies in one octahedron because four
apexes are the minimum to form a 3-D connection for the

perovskite type of frame. The geometric assemblies of
the four-, five-, and six-coordinated A cations are given in
Fig. 19c.

Figure 20a,b shows the BO5 and BO4 structures, respec-
tively, in an octahedral sheet. The lack of one oxygen at
a vertex forms a five-coordinated unit (Fig. 20a), and the
lack of two oxygens located at two opposite vertexes results
in a four-coordinated square (Fig. 20b). The lack of three
oxygens in one octahedron forces the unit to break its con-
nections to other octahedra. Figure 20c shows a cluster
constructed on the basis of the symmetrical distribution
of two oxygen octahedra, resulting in four 5-coordinated
polyhedra and two 4-coordinated squares. It has the com-
position AB8O30, and it demonstrates how the different co-
ordinated polyhedra may be connected to each other in 3-D.

Figure 20d–n shows eight possible interconnecting con-
figurations of the five- and four-coordinated polyhedra
(2). Any of these types of anion-deficient perovskite-like
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(a)

BO5 unit

V

O

B

(b)

BO4 unit

(c)

O A

AB8O30 cluster

B

BO5 unit

(d)

B B

(e) (f)

(g)

BO4 unit

(h) (i)

(j) (k) (l)

Figure 20. A total of 14 perovskite-type structural modules that have oxygen vacancies, where
the oxygen anions are represented by different patterns to distinguish their stacking layers and V
stands for vacancy. The combination of these modules can reproduce the crystal structures of many
compounds (see text).
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(m) (n)

Figure 20. (Continued )

structural modules may be connected to the ideal
perovskite structure’s unit cells to form a new structure.
The compound YBaCuFeO5 (23), for example, has a struc-
ture that contains CuO5 and FeO5 units, corresponding to
configuration (f) shown in Fig. 20. LaBa2Cu2TaO8 (24)
and Ba2La2Cu2Sn2O11 (25) belong to the module shown
in Fig. 20(l). The idealized structure of this compound con-
tains TaO6 or SnO6 octahedra and five-coordinated CuO5.
The structure of YBa2Cu3O7 (26) is built by the unit in
Fig. 20(l), and it contains five-coordinated CuO5 and four-
coordinated CuO4 squares. The compound La2Ni2O5 is
constructed by the (h) type in Fig. 20, and it contains NiO6

octahedra and NiO4 four-coordinated squares. These types
of anion-deficient perovskite-like units can be combined
with tetrahedra, octahedra, or others including themselves
to form a variety of different structures. The compound
Ca2Mn2O5 (27), for example, contains distorted MnO5

units similar to the (m) type unit shown in Figure 20. The
modules shown here are based the squares, tetrahedra,
square-based pyramids (half-octahedra) and octahedra.
These are the most fundamental “bricks” for constructing
anion-deficient perovskite structures.

It must be pointed out that although the structural
modules proposed in Fig. 20 assume that the atom sites are
the same as in perfect perovskite structures, in practice,
lattice relaxation/distortion is possible due to unbalanced
anion coordination and oxygen vacancies. Fine-tuning of
the structure must rely on quantitative fitting of X-ray or
neutron diffraction data.

STRUCTURAL EVOLUTION IN THE FAMILY
OF PEROVSKITES

High-Temperature Superconductors

In high Tc superconductors, the B cation is Cu that has
+1, +2, and +3 valence states and coordination num-
bers 2, 3, and 4 for Cu(I) and 4 and 6 for Cu(II) and
Cu(III). If the A and B cations in ABO3−x have valences
+3 and +2, respectively, the (AO3)4− layers must be re-
placed by(AO3−x)(3−2x)−. Because the Cu cation (the B
cation) may have valence +1, +2, and +3, the perovskite-
type cell that contains oxygen vacancies gives the Cu
cation the possibility of disproportionating its valence from

+2 to +1 plus +3. Figure 21a gives the module shown
previously in Fig. 20(l). The B cation in this module has
two types of coordinations: BO5 and BO4. If we flip this
module over, as shown in Fig. 21b, and combine these
two by superimposing the BO4 units of the two, we ob-
tain the new module given in Fig. 21c. This new module
is the building block for the Y–Ba–Cu–O system of high
Tc superconductors and introduces Ba cations between the
modules. The structure of YBa2Cu3O7 is given in Fig. 21d.
Combining BO4 units and the YBa2Cu3O7 module
(Fig. 21d) produces the structure of YBa2Cu4O8(Fig. 21f).
Stacking YBa2Cu3O7 and the YBa2Cu4O8 modules creates
the structure of Y2Ba4Cu7O15 (Fig. 21g).

Anion Deficiency-Induced Brownmillerite Structure

As we discussed before, the ABO3 type perovskite has a
fundamental stacking layer (AO3)4− in which the A cations
play a key role in creating oxygen vacancies. In general,
the A cations have the valence +2 and an ionic character,
which means that their coordination numbers are higher
than six, for instance, 12. If the A cations have the valence
+3 and an ionic character, the oxygen in the (AO3)4− layers
must be modified by creating oxygen vacancies. The charge
of the layer is (AO3)3−; thus, the B cation layers must be
modified to balance the local excess positive charge. The
B cations usually have polarization or partial covalence,
and they have favorable coordination numbers for reduc-
ing energy. If the valence of partial A cations is changed
from +3 to +2, the negative charge of (AO3) layers in-
creases from −3 to −(3 + x), where x depends on the
relative population of A2+. Simultaneously, part of the B
cations should modify their valence state from +3 to +4
to balance the local charge. The percentage of B cations
whose valence is modified is related to the x value, as
La1−xSrxMnO3. Mn3+ and Mn4+ cations are both favorable
for six-coordinated octahedra, but the situation is different
for Co cations. Both Co3+ and Co4+ can have six and four co-
ordinations. Four-coordinated Co4+ requires the presence
of oxygen vacancies; thus, the (AO3) layer is replaced by
(A3+

1−xA′2+
x O3−y)(3+x−2y)−.

On the other hand, if some B cations are reduced and
their valence state is decreased from +3 to +2, the (AO3)3−

layers are required to compensate for the excess negative
charge, resulting in oxygen vacancies and the change in
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(a) Module (1)

(b) Flip (a) vertically and horizontally

(c)

(f) YBa2Cu4O8

(g)

Oxygen anion

Vacancy

Y cation

Cu cation

Ba cation

Y2Ba4Cu7O15

Y
123 type block

Y
124 type block

YBa2Cu3O7(d)

(e)

Figure 21. Evolution of the oxygen-deficient perovskite modules into the crystal structures of the
Y–Ba–Cu–O system. (a) The module given in Fig. 20(l); (b) the module is flipped over vertically and
horizontally. (c) The modules in (a) and (b) are combined by superimposing the BO4 units to form a
new module, which is the structural building block for YB2Cu3O7. (d) The structure of YB2Cu3O7.
(e) A new module created by combining the two modules in (a) and (b) to share the edges of the
BO4 units. This new module is the building block of the structure of YBa2Cu4O8. (f) The structure
of YBa2Cu4O8. (g) The structure of Y2Ba4Cu7O15 is a combination of the modules in (c) and (e).
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Perovskite Tetrahedron chain

(a)

ABO3-x

(b)

ABO2.75

(c)

ABO2.5 brownmillerite structure

(d)

Figure 22. Structural evolution from perovskite and tetrahedron chains to form ABO3−x,
ABO2.75, and ABO2.5 (brownmillerite) structures owing to ordered anion deficiency. In all of these
structures, the A and B cation lattice remains the same as that in standard perovskite, although
for clarity they are not shown in the models; the only change is the introduction of anion vacancies.

the coordination number of the B cations. If the percentage
of reduced B cations is small, the perovskite structure still
holds. If the percentage of reduced B cations reaches an
upper limit, the perovskite structure has to be changed
to another structure that might be related to perovskite.
The structural evolution from perovskite into the brown-
millerite structure is an example.

ACoO3 (A = La, Pr, Nd, Gd) perovskite is a typical exam-
ple. Methane gas can be oxidized by LaCoO3 above 1000◦C.
This means that LaCoO3 can release lattice oxygen (28,29).
Co2+ cations can have coordination numbers of six, five, and
four. During the reduction process, Co3+ can be reduced
to Co2+ and Co0. The coordination is changed from octa-
hedral to tetrahedral. During the reduction process, the
anion framework should hold, but it can have vacant sites.
The perovskite unit and the possible corner-sharing tetra-
hedron chain are shown in Fig. 22a. When these chains
are connected to neighboring octahedra, the remaining two
corners of each tetrahedron are shared. If we randomly

insert these tetrahedra chains into the perovskite
structure (Fig. 22b), the compound is ABO3−x. As the
number of tetrahedron chains increases and reaches a
number at which two octahedron slabs (that have the thick-
ness of the perovskite unit cell) and one corner-sharing
octahedron slab are separated by a “slab” of the tetra-
hedron chains, as shown in Fig. 22c, the ABO2.75 struc-
ture is formed. Ordered structures of A2+(B′3+

0.5 B′′4+
0.5)O2.75

and A2+(B′2+
0.5 B′′5+

0.5)O2.75 can be formed. If the octahedron
slab and the slab of the tetrahedron chains are stacked al-
ternately via corner-sharing, the brownmillerite structure
ABO2.5 is constructed (Fig. 22d). As the relative number of
the tetrahedron chains increases, the interaction between
A cations also increases. If the number of the tetrahedron
slabs is more than that of the octahedron slabs, the system
will be unstable. Then, LaCoO3−y is likely to be reduced
to two phases: La2O3 and CoO. In other words, all of the
Co2+ will have tetrahedral coordination, and there is no
octahedral-coordinated Co2+.
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Tailoring Perovskite-Related Structures

In general, compounds that have perovskite-like struc-
tures can be represented by the chemical formula
AmBmO3m−x. In this formula the (AO3)4− and the B4+ layers
are the basic stacking layers, and they are stacked alter-
nately following the sequence αβγ , respectively, as defined
by the three positions shown in Fig. 17. If the compound
contains m layers of (AO3)4−and m layers of B4+ and they
are stacked together in the sequence αβγ , respectively,
alternately, we can have AmBmO3m, such as ABO3 when
m = 1, the perovskite structure. If oxygen vacancies are in-
troduced, an (AO3)4− layer may have one oxygen sublattice
possessing a vacancy, and the layer (AO3)4− is transformed
into (AO2)2−. If these types of anion-deficient layers are
mixed with the ideal (AO3)4− layers, the new compounds
should have the formula AmBmO3m−n (where n ≤ m), in
which n represents the number of the (AO2)2− layers that
contain sublattices that have oxygen vacancies. Ca2Mn2O5

(m = 2 and n = 1), YBa2Cu3O6 or YBa2Cu3O6 (m = 3 and
n = 3), YBa2Cu3O7 (m = 3 and n = 2), LaBa2Cu2TaO8

(m = 3, n = 1), and Ba2La2Cu2Sn2O11(m = 4 and n = 1)
are typical examples.

Furthermore, if the (AO3)4− layer lack only a portion
of the oxygens, the composition and the charge of the
layer becomes (AO3−x)(4−2x)−. If n and m are the numbers
of the (AO3−x)(4−2x)− type and the (AO3)4− type layers, re-
spectively, the compounds formed by stacking these layers
and a total of (m+n) B cation layers alternately, should
be Am+nBm+nO3(m+n)−xn. For example, when n = m = 1, it
is A2B2O6−x (x < 1). These two types of oxygen-deficient
perovskite compounds have been found. Compounds that
have (AO3−x)(4−2x)− layers may be more stable than those
that have (AO2)2− layers. The high Tc superconductor is an
example (21).

Compounds that have some (AO2)2− layers may have
an integral number of oxygens, but the compounds that
have (AO3−x)(4−2x)− layers may have a nonintegral number
of oxygens. As discussed before, the A cation can be sub-
stituted by cations that have different valences or by par-
tial cation vacancies to satisfy the local electron orbital
and charge balance requirements. These results may help
us to understand the structure of oxide functional mate-
rials. Most of the useful compounds that have functional-
ity contain anion-deficient perovskite-like structural units,
especially those that contain (AO3−x)(4−2x)−layers. The 14
structural configurations shown in Fig. 10 are the fun-
damental building blocks for building these structures.
The perovskite-related compounds that have A cation
and/or oxygen anion deficiency may have the general
formula

A[(m+n)−yn]B(m+n)O3(m+n)−xn

where 0 ≤ x < 1, 0 ≤ y < 1, 0 ≤ n < m, and n and m are
integral numbers.

Although A or B cations can be partially substituted by
another element, the average valences are usually close
to +2 and +4 (see later), respectively. The A cation, for
example, may be replaced by (A+

0 , A′3+) or (V+, A′′ 3+), where
V stands for a positively charged vacancy site, and B cation

Co Co Co
La La

Co Co Co
Sr Sr

Co Co Co
La La

Co Co Co
Sr Sr

Co Co Co

0.5 nm

Figure 23. High-magnification TEM images of
La0.5Sr0.5CoO2.25 recorded along [100], where the white spots
correspond to the projected atom columns.

can be (B′3+, B′′5+) or (B′2+, B′′6+). Substitution of these
combinations can give a series of compounds that belong to
the perovskite family. Cations of different valences usually
have different sizes and electron configurations, and they
tend to have a strong influence on the oxygen close packing,
especially in the (AO3)4− layers. A change in the valence of
the A cation should have a much stronger effect because it
is in the fundamental stacking layer.

Figure 23 shows a cross section of a TEM image of
La0.5Sr0.5CoO2.25 viewed along [100]. The La and Sr atoms
are distributed in different (001) atomic planes and exhibit
La–Co–Sr–Co–La–Co–Sr–Co– (001) layered structure (31).
The crystal structure is based on a fundamental perovskite
module of LaSrCo2O6 (or La0.5Sr0.5CoO3) without anion
deficiency, as shown in Fig. 24a, which is a combination
of two perovskite unit cells of LaCoO3 and SrCoO3. The
structure of La0.5Sr0.5CoO2.25 is composed of eight of this
type module that has ordered anion vacancies in each.
Two anion-deficient modules of LaSrCo2O4.5 are derived
from this stoichiometric module, denoted by M1 and M2

(Fig. 24b). A divalent Co is likely to be coordinated by one
oxygen, on average, in the top and bottom layers. These
modules are the building blocks for constructing the full
unit cell of La0.5Sr0.5CoO2.25 (Fig. 24c). The unit cell is or-
thorhombic. The 3-D atomic distribution in the full unit
cell is given in Fig. 24d. The coordination numbers of La
and Sr are nine, respectively, and those of Co are five and
four (Fig. 24e); thus, the structure is chemically stable.
The three-oxygen-coordinated cation is a tetrahedron, the
four-oxygen-coordinated cation is a square sheet, and the
five-oxygen-coordinated cation forms a half-octahedron
(e.g., a square-based pyramid).
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LaSrCo2O6(a)
LaSrCo2O4.5 Modules
M1 M2

(b)

La8Sr8Co16O36

M1

(c)

M2
M1

M2

M1
M1

M2

M2

La

(d)

Sr Co O

(e)

Figure 24. (a) Structural model of the LaSrCo2O6 module. (b) Two anion-deficient modules of
LaSrCo2O4.5, and (c) the corresponding stacking to form a complete unit cell of La8Sr8Co16O36 (or
La0.5Sr0.5CoO2.25). (d) The 3-D model of the structure proposed for La8Sr8Co16O36. (e) A replot of
(d) without showing the La and Sr cations for clarity, displaying the five and four coordinations of
the Co atoms.

QUANTIFICATION OF MIXED VALENCES BY EELS

Transition- and rare-earth metal oxides are the fundamen-
tal ingredients of mixed valences in the structural unit (2).
The valence states of metal cations in such materials can be
chemically determined by using the redox titration, but it
is inapplicable to nanophase or nanostructured materials
such as thin films. The wet chemistry approaches usually
do not provide any spatial resolution. X-ray photoelectron
spectroscopy (XPS) can provide information on the average

distribution of cation valences for nanostructured mate-
rials that have certain spatial resolution, but the spatial
resolution is nowhere near the desired nanometer scale,
and the information provided is limited to a surface layer
2–5 nm thick.

Electron energy-loss spectroscopy (EELS), a power-
ful technique for materials characterization at nanome-
ter spatial resolution, has been widely used in chemical
microanalysis and studies of solid-state effects (32). In
EELS, the L ionization edges of transition-metal and



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-II January 23, 2002 21:38

SMART PEROVSKITES 1011

rare-earth elements usually display sharp peaks at the
near edge region, which are known as white lines. In transi-
tion metals that have unoccupied 3d states, the transition
of an electron from the 2p state to the 3d levels leads to
the formation of white lines. The L3 and L2 lines are the
transitions from 2p3/2 to 3d3/23d5/2and from 2p1/2 to 3d3/2,
respectively, and their intensities are related to the unoc-
cupied states in the 3d bands (33).

Numerous EELS experiments have shown that a
change in the valence state of cations introduces a dramatic
change in the ratio of the white lines, leading to the possi-
bility of identifying the occupation number of the 3d orbital
using EELS. The 3d and 4d occupations of transition-metal
and rare-earth elements have been studied systematically
(34,35). The oxidation states of Ce and Pr have been de-
termined in an orthophosphate, in which the constituents
of Ce and Pr are of the order of 100 ppm (36). It has been
applied to quantifying the valence transition in Mn and
Co oxides (37), determining the concentration of oxygen
vacancies (38), refining the crystal structure of an anion-
deficient perovskite (31), identifying the crystal structure
of nanoparticles (CoO and Co3O4) (39), and determining
magnetic ordering in spinel (40). The principle of this
analysis is illustrated following.

Figure 25 shows an EELS spectrum of Co oxide. The
EELS data must also be processed first to remove the
gain variation introduced by the detector channels and to
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Figure 25. An EELS spectrum acquired from a Co oxide that
shows the O–K and Co-L ionization edges. The fine structures
arise from the atomic and solid structure of the specimen. (b) The
technique used to extract the intensities of the white lines.
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Figure 26. Plots of the intensity ratios L3/L2 calculated from the
spectra acquired from (a) Co compounds and (b) Mn compounds as
a function of the cation valence. A nominal fit of the experimental
data is shown by the solid curve.

remove the multiple-inelastic-scattering effect by a decon-
volution technique. Consequently, the data presented here
are the result of single inelastic scattering. The ratio of
white line intensities is likely to be a reliable and sensitive
approach. The calculated result for L3/L2 is rather stable
and is not sensitive to the specimen thickness or the noise
level in the spectrum.

EELS analysis of valence states is carried out by refer-
ence to the spectra acquired from standard specimens that
have known cation valence states. Because the intensity
ratio of L3/L2 is sensitive to the valence state of the corre-
sponding element, if a series of EELS spectra is acquired
from several standard specimens that have known valence
states, an empirical plot of these data serves as the refer-
ence for determining the valence state of the element in
a new compound. The L3/L2 ratios for a few standard Co
compounds are plotted in Fig. 26a. EELS spectra of Co-L2,3

ionization edges were acquired from CoSi2 (Co4+), Co3O4

(Co2.67+), CoCO3 (Co2+), and CoSO4 (Co2+). Figure 26b
is a plot of the experimentally measured intensity ratios of
white lines L3/L2 for Mn. The curves clearly show that the
ratio L3/L2 is very sensitive to the valence state of Co and
Mn. This is the basis of our experimental approach for mea-
suring the valence states of Co and Mn in a new material.

To demonstrate the sensitivity and reliability of us-
ing white line intensity for determining valence states in
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Figure 27. An overlapped plot of the white line intensity ratio
of Co L3/L2 and the corresponding chemical composition of nO/nCo
as a function of the in situ temperature of the Co3O4 specimen
that shows the abrupt change in valence state and oxygen com-
position at 400◦C. The error bars are determined from the errors
introduced in background subtraction and data fluctuation among
spectra.

mixed valence compounds (37), the in situ reduction of
Co3O4 is examined first. Figure 27 shows the Co L3/L2

ratio and the relative composition of nO/nCo for the same
crystal, as the specimen temperature was increased. The
specimen composition was determined from the integrated
intensities of the O–K and Co-L2,3 ionization edges by us-
ing ionization cross sections calculated from the SIGMAK
and SIGMAL programs (32). The L3/L2 ratios correspond-
ing to Co2+ determined from the EELS spectra of CoSO4

and CoCO3 at room temperature and Co2.67+ obtained from
Co3O4 are marked by shadowed bands, whose widths rep-
resent experimental error and the variation among dif-
ferent compounds. The Co L3/L2 ratio and the composi-
tion, nO/nCo, simultaneously experience a sharp change
at T = 400◦C. The chemical composition changes from
O:Co = 1.33 ± 0.5 to O:Co = 0.95 ± 0.5 that accompa-
nies the change of the average valence state of Co from
+2.67 to +2 when the temperature is above 400◦C. Elec-
tron diffraction has also confirmed the reduction process
observed.

HIGH-SPATIAL-RESOLUTION MAPPING
OF VALENCE STATES

Energy-filtered transmission electron microscopy (EF-
TEM) (41) is a rapidly developing field for high spatial-
resolution chemical imaging. Images (or diffraction
patterns) formed by electrons that have specific energy
losses can be obtained by using an energy filter. If the
energy-selected electron image can be formed using the
white lines described earlier 6, one can map the spatial dis-
tribution of the valence states (42). According to Fig. 25, an
energy window 12 eV wide is required to isolate the L3 from
the L2 white lines. A five-window technique is introduced

(see Fig. 25a): two images are acquired at the energy losses
before the L ionization edges, and they are to be used to sub-
tract the background for the characteristic L edge signals;
two images are acquired from the L3 and L2 white lines,
respectively, and the fifth image is recorded using the elec-
trons right after the L2 line that will be used to subtract the
continuous background underneath the L3 and L2 lines.
Then, a L3/L2 ratio image will be obtained, which reflects
the distribution of valence state across the specimen. It
must be pointed out that the thickness effect has been re-
moved in the L3/L2 image.

A partially oxidized CoO specimen that contains a CoO
and Co3O4 grain structure was chosen for this study (44).
The CoO and Co3O4 phases are separated by clear bound-
aries, and it is an ideal specimen for testing the optimum
resolution. Figure 28 shows a group of energy-filtered TEM
images from a triple point in the CoO–Co3O4 specimen.
The energy-filtered images using the L2 and L3 lines and
the post-L2 line region (Fig. 28b–d) show distinctly differ-
ent contrast distributions due to differences in the relative
white line intensities. From these three images, the L3/L2

ratio is calculated after subtracting the contribution from
the continuous energy-loss region that is due to single atom
scattering, the image clearly displays the distribution of
cobalt oxides that have different valence states (Fig. 28e),
where the diffraction contrast disappears. The region of
lower oxidation state (Co2+) shows a stronger contrast, and
those that have high oxidation states show darker contrast
(see the L3/L2 ratio in Fig. 26a). The O/Co image (Fig. 28f)
was calculated from the images recorded from the O–K
edge and the L3 + L2 white lines for an energy window
width of � = 24 eV. Although the energy-filtered O–K edge
image exhibits some diffraction contrast and the thickness
effect, the O/Co compositional ratio image greatly reduces
the effect. The high-intensity region in the O/Co image
indicates a relatively high local concentration of oxygen
(e.g., higher Co oxidation states); the low intensity region
contains relatively less oxygen (e.g., a lower Co valence
state), entirely consistent with the information provided
by the L3/L2 image. A line scan across the valence state
map clearly illustrates that a spatial resolution of 2 nm
can be achieved (42). This is remarkable compared to any
existing techniques.

SUMMARY

Perovskite is probably the most important structural type
of smart materials. The properties of perovskites depend
strongly on their structures. In this article, the character-
istics of ABO3 perovskites are analyzed to reveal the in-
trinsic connection among the A, B, and O elements and
the roles of tetrahedrons and octahedrons in the structure.
The (111) alternate stacking of the close-packed (AO3)4−

and B4+ layers is responsible for the cation substitution
and the creation of anion vacancies. Careful analysis of the
possibilities of creating oxygen vacancies results in a total
of 14 fundamental structural units, which are the building
blocks for constructing the unit cells of complex functional
materials, such as high Tc superconductors.
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Figure 28. A group of images recorded from the same specimen region using signals of (a) elec-
trons without energy loss, (b) the Co-L2 edge, (c) the Co-L3 edge, and (d) the post-Co-L2 line. (e) The
processed L3/L2 image that displays the distribution of valence states. (f) The atomic concentration
ratio image of O/Co. The O/Co image is normalized with reference to the standard composition of
CoO for the low portion of the image to eliminate the strong influence of the white lines on the
ionization cross section. Each raw image was acquired using an energy window width of � = 12 eV
except for O–K at � = 24 eV. (g) and (h) are line scan profiles from (e) and (f), respectively, proving
the achievement of 2-nm spatial resolution.
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SOIL-CERAMICS (EARTH), SELF-ADJUSTMENT
OF HUMIDITY AND TEMPERATURE

EMILE H. ISHIDA
INAX Corporation
Minatomachi, Tokoname, Aichi, Japan

INTRODUCTION

Earth ceramics are hydrothermally solidified soil bodies
that have been developed mainly for use as interior and
exterior materials for housing. Generally, manufacture of
industrial materials requires the use of refined raw ma-
terials. In the case of earth ceramics, a wide range of soils
can be used for manufacture without extensive refining.
Besides, since solidification is carried out at 150 to 200◦C
under saturated steam pressure, the energy required for
solidification is relatively small. Therefore, the load im-
posed on the earth by the manufacturing of this material
is kept very low. Earth ceramics possess excellent thermal
insulation and self humidity control properties because
the original nano-pores of the soil remain in the bodies
after solidification. Because of these properties, earth
ceramics are effective in controlling the interior climate in
dwellings, particularly in monsoon regions like Japan. It
has been reported that in dwellings where earth ceramics
were actually used as the floor material, the humidity
control properties of the material allows comfortable and
healthy living with almost no necessity for the use of air
conditioners throughout the year and that the amount of
energy consumed for living is reduced significantly.

The necessity of a new concept of manufacturing goods
based on due consideration for humans and the earth, and
the thinking behind the development of earth ceramics
based on investigations of this concept, are described below.
Examples of actual use of earth ceramics are also outlined.

A NEW DEFINITION ON MATERIALS WITH
CONSIDERATION FOR HUMANS AND THE EARTH

The Inevitability of a Recirculation-Based Society

The global environment has now begun to have great ef-
fects on our lives. Environmental issues such as global
warming, desertization, depletion of the ozone layer, and
acid rain stem mainly from global scale expansion of the
economic activities of the industrially advanced nations
and population expansion in the developing countries.
These two problems are compelling enough for us to con-
sider radical reforms of the global social structure.

In their book Beyond the Limits published in February
1992, Meadows and his co-authors (1) warned that un-
less countermeasures are taken, the world economy which
may still expand until around the year 2020, will cease its
growth after that because of various limiting factors, and
that the world’s social structure will have disintegrated
completely by the year 2100. A number of similar reports
supplementing these warnings were published (2,3) and
created a great stir among material scientists.

The United Nations Conference on Environment and
Development (Earth Summit) held in Brazil in June of the
same year issued the Rio Declaration on Environment and
Development, adopting Agenda 21 as the action plan of
the summit. Out of all the activities carried out by hu-
mans, those that impose the largest load on the earth are
the economic and industrial activities. These activities de-
pend on a flow of materials and energy. To counter the
danger of extinction of humankind and build a sustain-
able society, it is essential that we institute a recirculation-
based society. A recirculation-based society is a rejection
of the consumption-based economic structure of the in-
dustrialized countries. The idea is to construct a type of
society not ever experienced in the past. What will the
manufacture of goods be like in a recirculation-based soci-
ety? Here, we need to redefine the basic notion of manu-
facturing.

Manufacturing of Goods with Awareness
of a Recirculation-Based Society

A recirculation-based society can be expressed by a simple
diagram as shown in Fig. 1. Since the dawn of civilization
the human being has demarcated a border (system bound-
ary) between the natural ecological system and the human
life system (human ecological system).

Humans thought that they could not sustain their liveli-
hood without exploiting nature. The amount of intake
from nature and the resulting amount of release into na-
ture he increased rapidly after the Industrial Revolution.
These now far exceed what nature can offer without se-
rious consequences for the preservation of humankind. A
recirculation-based society is one that reduces much of the
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Figure 1. Re-circulation based society.

input from nature (fossil energy, raw materials) as well as
its output into nature’s ecosystem (exhaust gases, exhaust
heat, waste materials), and makes efforts to recirculate
and regenerate the input from nature within the human
ecosystem. In other words, when manufacturing goods for
a recirculation-based society, it is very important to think
about the total energy balance and the material balance.
In practice, it is necessary to reduce the output by reducing
the input, and in addition, synthesize new materials from
materials and energy that have the possibility of produc-
ing fresh output. We must, therefore, change our attitude
from recycling to recirculation.

Manufacturing of Goods with Consideration for the Earth

Although manufacturing of goods with an awareness of
a recirculation-based society is unavoidable, it is doubt-
ful whether goods manufactured based on such a concept
would be accepted by the world. Let us consider an extreme
example. An electric refrigerator not only consumes elec-
tricity but also the refrigerating agent, which is Freon gas
and a burden to the earth’s environment. In order to lower
the input and output, should we then stop using electric
refrigerators and return to the earlier era of ice-boxes for
refrigeration? Most people would answer no. It is not easy
to abandon a convenience once it has been experienced.
Furthermore, denial of the existence of electric refriger-
ators means also denial of large businesses that sell re-
frigerated foods like department stores, supermarkets, and
convenience stores. The invention of the electric refrigera-
tor brought great changes to the social system. As long as
irreversibility of life values exists, we cannot easily return
to the “good old age.” If we reach an ultimate state where
there is no alternative but to return to the past such a re-
versal would probably be at the expense of unprecedented
patience and great pain. Conversely, if it were easy to re-
turn to a former way of living, environmental problems

would not occur, there might not be the need to develop
new materials. Our inability to return to a former, energy-
efficient way of living is why we need to address the serious
issue of environmental pollution and set guidelines for new
materials:

Most important, the manufactures need to be made
more conscious of the earth. The goods they develope
should be useful, convenient, or improvements of existing
goods that are necessary to people. Of course, as environ-
mental problems become more severe, the balance between
people and the earth will shift, and without doubt, more
emphasis will start to be placed on earth friendly mate-
rials and manufacturing. Materials and goods produced
without consideration of their value or usefulness to peo-
ple would cease to exist. Taking this argument from a dif-
ferent perspective, no one could argue that the manufac-
turing of goods does not exploit something (input) from the
earth and then discharge some waste to the earth (output)
which is produced as the input from the earth is converted
into goods with functions that have some value to people
(Fig. 2). We could express this relation of the development
of goods as,

Value = P
I + O

,

where P is the performance of the material, I + O are
the input and output of the material when manufactured,
used, and scrapped.

In general, if the value for people is less than one, there
is no merit to developing the material or goods. Develop-
ment should aim to raise this value to five, ten, or even
the hundreds. Attain entirely new approaches, might be
necessary, disregarding any current concepts. Now, let us
think specifically about materials that could be developed
using the P/(I + O) valuation concept.
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Figure 2. A new value for the manufacturing.

SMART MATERIALS FOR THE LIVING ENVIRONMENT

Foremost among materials for maintaining a comfortable
living space, while reducing the burden on the earth’s
environment, is the development of high heat insulation
houses. Of course, this is not a consideration in hot and
humid regions with monsoon climates. Primarily, there is
the case of Japanese dwellings.

Japan, which is located in a monsoon zone, has a
relatively distinct climate compared to other developed
nations. In this unique hot and humid climate, much dam-
age is caused by the high humidity. Although the humid-
ity itself is lower than that of say, London, Paris, or San
Francisco, Japan is at the top with regard to humidity-
related damage to houses. This is due to the fact that fungi
and bacilli that affect human health and cause damage
to houses are able to breed rapidly under the warm and
humid Japanese climate. To counter these adverse influ-
ences, elevated houses emerged in Japan as far back as the
nineth century. Elevated floors allow for underfloor ven-
tilation. The materials used for construction were paper,
wood, and soil. Some 50 years ago airtight houses were in-
troduced in Japan following examples in Europe and Amer-
ica. A new apartment house building trend then took root
in Japan. However, it has turned out that the Western air-
tight dwellings were unsuited to a humid climate, and thus
uncomfortable for living. The search for comfort led to the
introduction of various indoor implements—electric fans,
followed by coolers and air conditioners. Then the first oil

shock in 1973 forced Japanese to make significant reduc-
tions in their energy consumption, and the idea of airtight
and heat-insulated housing became national policy. In the
adoption of such dwelling, the technology to control indoor
temperature has improved considerably, although the hu-
midity has proved to be difficult to control. Because the
rooms in Japanese houses are small, the interiors of these
airtight dwellings tend to be inferior compared to houses in
Europe and America (4, 5). In fact the interior environment
in Japan has degenerated to a clutter of such appliances
humidifiers, dehumidifiers, and air cleaners (Fig. 3). Yet,
despite these measures, the sick house syndrome and al-
lergic diseases are continuing to proliferate. Compared to
1973, when the industrial energy consumption in Japan in
1997 was 104%, today dwellings consume energy as high
as 217%, and this figure has been rapidly climbing (6). The
energy increases have occurred even though much progress
has been made in the development of low-energy consump-
tion type of appliances.

The technological solution to this problem would be to
have a self-monitoring and self-regulating the indoor cli-
mate (humidity, in particular) by materials of the house—
the floor, walls, and ceiling materials—that have high P
value. At the same time, it is necessary to examine the
methods of synthesizing these materials from the perspec-
tive of not using even more energy and natural resources
for the synthesis—that is, to maintain a low (I + O) value.
If such materials could be developed, indoor climate control
could made effective even in the most airtight and heat-
insulated homes. Such materials would possess high value
as those to society with due consideration to humans and
the earth.

CLIMATE CONTROL BY POROUS BODIES

The humidity range in which a person feels comfortable
is said to be 40% to 70%. It has been reported that by
maintaining humidity within this range, allergy sources
such as mites, as well as the breeding of wood-eating bac-
teria, molds, and the like, that cause degradation of wood
in wooden houses, could be restricted (7). This humidity
range is also thought to be effective in curbing the spread
of viruses and even the accumulation of static electricity.
Chemical and physical methods of humidity regulation are
available, but here, let us think about a safe method, which
is humidity regulation by porous bodies.

The target material would be one that does not absorb
the water vapor when the humidity is less than 40%, but
if the humidity rises higher, it should work to lower the
humidity by rapidly absorbing the water vapor from the
atmosphere. Then, as the humidity starts to fall, the ma-
terial should act to increase the humidity rapidly to the
preferred 40% to 70%. In other words, the water vapor ab-
sorption isotherm of the material should be steep in the
40% to 70% humidity range (Fig. 4).

So these humidity-regulating porous materials should
be capable of making the water vapor in the atmosphere
to condense within the capillary pores that exist on their
surface when the humidity is high. Conversely, when the
humidity is low, they should function to vaporize the
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Figure 3. Earth and people conscious materials for the living environment.

condensed water. The relation between the vapor pressure,
P/P0, required for capillary condensation and pore size,
with curvature radii r1, r2, is expressed by Kelvin’s equa-
tion of capillary condensation:

ln
(

P
P0

)
= −

(
γ V

cos θ/RT

) (
1
r1

+ 1
r2

)
.

Here, r1 and r2 are the radii of curvature of the pores in
two perpendicular directions, γ is the surface tension of the
condensate, V is the molecular volume of the condensate,
and θ the contact angle of the condensate within the pore.

Calculations based on this equation, corrected for the
preexistence of a certain thickness of the adsorbed layer
prior to capillary condensation (8), yield pore radii values
of 3.2 nm for 40% relative humidity and 7.4 nm for 70%
humidity. High-humidity regulating performance can be

expected from materials synthesized with their pore radii
being controlled to be within this range.

USING THE GREATNESS OF NATURE WISELY

Utilizing Soil

There are many possibilities of synthesizing porous ma-
terials with humidity-regulating properties. For example,
taking petroleum as the starting material, the synthesis
could be done by chemical polymerization or biomimetic
methods. However, the use of these methods makes it
difficult to lower the input and output of the synthesized
material. For this reason, we should select “soil,” as the
starting material. Natural soil is a material containing in-
cipient micropores that can be effective in imparting hu-
midity regulating performance. Even after its use in the
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human ecosystem is over, soil will not inflict a large bur-
den on the natural ecosystem.

Soil appeared some 400 million years ago at a time when
plenty of oxygen was supplied by the atmosphere. The com-
position of soil is almost the same today. The excess oxy-
gen was decomposed in the stratosphere to form the ozone
layer. The ozone layer has prevented strong ultraviolet rays
from pouring onto the surface of the earth, and allowed the
movement of animals and plants from the sea to land to be-
gin. With the help of this organic matter, the land of stone
and sand turned into a land of green, and soil appeared for
from the weathering and decomposition of rocks (9). Were
it not for soil, the perfect recirculation performance of the
current natural ecosystem would not exist. So one cannot
ignore the benefits obtained from soil for the existence of
humankind. Humankind is, of course, indebted to soil with
regard to food crops, but more so, it was through the aid of
earthen dwellings that humankind was able to survive the
glacial era without running out of seed.

Soil contains numerous pores, both large and small.
These pores collect air, water, and many nutrients, allow-
ing soil to carry out its functions. For example, a survey of
the virgin forests of the Shiga plateau (Japan) has shown
that in a 1 m by 1 m by 15 cm volume of soil, there are
360 living creatures such as centipedes and earthworms
ranging about 2 cm in size, then some 2 mm in size thread
earthworms, beach fleas amounting to 2.3 million in count,
and finally any number of protozoan, mold, and bacteria
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Figure 5. Examples for the pore size distribution of the general
soil after dry-pressed under 30 MPa (solid line) and 20 MPa (bro-
ken line).

of more than 10 trillion in count (10). Figure 5 shows the
pore size distribution of common earth (soil). It is clear that
the 10 nm (0.01 µm) pores considered suitable for humidity
regulation are incipient in the material. It is also clear that
the cohesive structure in the neighborhood of 10 nm does
not collapse easily even under pressure. However, even
any kinds of soil if lost for some reason or the other, can-
not be regenerated for an extremely long time. Further-
more, because of its complex structure, soil is a material
that has not been successfully synthesized artificially up to
now.

Humankind has utilized earth very cleverly as a con-
struction material in many ways. In its natural state, it
has been used for cave-type and pit-type dwellings. Soil
has been processed and used to obtain various types of
construction materials such as sun-dried bricks. In Japan,
it was used as Tataki, or earthen walls. The humidity reg-
ulation and thermal insulation properties arising from the
innumerable pores in soil were utilized in Japan’s Edo
period to build earthen storehouses that protected stock
from wind, fire, and water. The technology of soil uti-
lization was even raised to an artistic level, as can be
seen from the Nurikabe walls of the Edo era. Once these
soil materials have served their purpose in the human
ecosystem, they can be returned to the natural ecosys-
tem. Therefore, soil is an extremely rare material that
can cross the system boundary zone freely. Unfortunately,
the use of earth as soil, is usually not the possible in cur-
rent construction practice. If, for example, soil is used in
its natural state for the flooring of today’s airtight and
heat-insulated dwellings, the house would become dusty
and the health of the inhabitants may be affected adversely.
In addition, there are problems regarding strength, dura-
bility, and workability.
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Figure 6. A culture of soil in human history.

Solidified ceramics such as bricks, blocks, and tiles made
their appearance early in history in order to solve these
problems. However, ceramics, which could be considered
to have been developed in the Stone Age, are produced
through high-temperature reactions. For this reason, it is
difficult to say that ceramics maintain the inherent prop-
erties and performance of soil. In order to sustain the
inherent properties and performance of soil (pore size
distribution), the temperature of manufacture of earthen
products must be lower than 500◦C. In the case of
earth/organic material composites, an even lower temper-
ature is desirable.

The new technology of solidifying soil by hydrothermal
treatment is a low-temperature process developed to ob-
tain a material with properties and performance between
those of soil and ceramics (6).

Hydrothermal Processing

The largest application of hydrothermal processing is in
the field of building materials manufacture. It was de-
veloped in Europe and has over 100 years of history as
represented by sand lime bricks (11,12). Usually, the pro-
cess involves mixing quartz (SiO2) with about 10% lime
(Ca(OH)2) and exposing the mixture to saturated steam
at about 200◦C. This results in the formation of acicular
calcium silicate hydrates (Fig. 7) (13). It is believed that
strength development is obtained because these hydrates
(tobermorite, xonotolite, etc.) are entwined with each other
in the solidified bodies. From the point of view of energy
consumption, this method of synthesis is an extremely
high efficiency process. Numerous studies have been made
regarding the reactions involved during synthesis by
hydrothermal treatment and regarding the behavior of

20 µ m

CaO + SiO2 + H2O CaO − SiO2 − H2O (C − S − H)
Hydrothermal

processing
Calcium silicate hydrates

Figure 7. Calcium silicate hydrates, the most important bond-
ing materials in the hydrothermally solidified building material
(photo: tobermorite in autoclaved sand lime brick).

calcium silicate hydrate materials, mainly in the CaO–
SiO2–H2O system (14–16). Although many of the reports
deal with the purity of the starting materials, it is gen-
erally accepted that it is desirable to use SiO2 with high
purity (12). Almost no studies seem to have been made
with significantly altered SiO2 compositions. Mitsuda et
al. (17,18) have studied the effects of Al2O3 source addi-
tions to the CaO–SiO2–H2O system and the replacement
of Si by Al in tobermorite (Ca5(Si6O18H2)· 4H2O). However,
the addition of Al2O3 in this study was up to Al/(Al + Si) =
0.16, which corresponds to the solid solution limit of Al in
tobermorite (19,20). An investigation by Kalousek has
reported that when kaolinite is used as the Al source,
hydrogarnet forms in the range Al/(Al + Si) = 0.12 − 0.5
(20). Generally, this hydrogarnet has a cubic structure
and contains Ca3Al2Si3O12–Ca3Al2H12O12 in solid solution
(21,22). In a recent study of metakaolin–quartz–lime se-
ries slurries, the effect of amount of metakaolin additions
and of quartz grain size on hydrogarnet formation have
been clarified (23–25). These reports indicate that with in-
creasing Al/(Al + Si) ratio in the CaO–SiO2–Al2O3–H2O
system, hydrogarnet forms in addition to calcium silicate
hydrates such as C–S–H (calcium silicate hydrate gels)
and tobermorite, and that the hydrogarnet becomes the
main phase for Al/(Al + Si) ratios higher than about 0.2.
However, in the composition range over which hydrogar-
net is the main phase formed, not much study seems to
have been carried out on the strength development of hy-
drothermally synthesized bodies. Investigations about the
relationship between strength development and the mi-
crostructural changes that accompany the formation of hy-
drogarnet cannot be found either. This is probably because
of the fact that it was thought that formation of hydrogar-
net causes strength deterioration in calcium silicate mate-
rials (26). Because of this belief, avoiding the formation of
hydrogarnet has been an important direction of research
up to now.
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CaO
(lime)

Ca5(Si6O18H2) ⋅4H2O
(tobermorite)

K/(K + Q)

SiO2
(quartz)

Al2Si2O5(OH)4
(Kaolinite)

Al2O3

Lime/(K + Q) = 0.2

0.50.10 0.9 1.0

Al/(Al + Si)< 0.16(molar ratio)
Al2O3 /(Al2O3 + SiO2)< 0.14(mass ratio)

Figure 8. Experimental compositions (mass ratio) in the CaO–
SiO2–Al2O3 system. Hatched area was mainly discussed in the
past.

An approach completely different from current direc-
tions of research is required here. Soil, which usually con-
sists of minerals such as quartz, feldspar, and kaolinite
(Al2(Si2O5)(OH)4), contains besides SiO2 a considerable
amount of Al2O3 (about 30%). For this reason, it is un-
suitable as the raw material for calcium silicate hydrate
formation. In order to produce solidified materials with
soil as the starting material, sufficient strength develop-
ment would be required in solidified bodies that contain
hydrogarnet as the main phase.

Hydrothermal Solidification of Kaolinite

An example of a solidification experiment using nearly
pure quartz (Indian quartz), kaolinite (Georgia kaolin—a
clay mineral without micropores), and lime (CaO) is out-
lined here. In this experiment, the mass ratio of quartz,
kaolinite, and lime were varied (Fig. 8, Table 1). So that

kaolinite
quartz + kaolinite

:
K

(Q + K)
= 0, 0.1, 0.5, 0.9, 1.0,

and

lime
quartz + kaolinite

= 0.21.

After weighing the materials, the lime was slaked and
a further 10% of water was added and mixed to allow for
easy forming. The specimens were obtained by uniaxial

Table 1. Compositions of the Experimental Mixtures

K/(Q + K) Al/(Si + Al) Ca/Al Ca/(Si + Al)
(mass ratio) (atomic ratio) (atomic ratio) (atomic ratio)

0.0 0.00 0.23 0.23
0.1 0.05 0.24 0.23
0.5 0.24 0.31 0.24
0.9 0.45 0.45 0.24
1.0 0.50 0.50 0.25

30
K /(Q + K)

0.1

0.5

1.0
0.9

0

20
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Figure 9. Generation of the flexural strength and the phases
along with the hydrothermal processing.

press forming of this mixture at 30 MPa. The press-formed
specimens were cured under saturated steam pressure at
200◦C for 2 to 20 hours. (The compositional range of the
specimens was Ca/(Si + Al) = 0.23 to 0.25, AI/(Si + Al) =
0.0 to 0.50.

The variation in the phases formed with treatment time
is shown in Fig. 9, together with the strength develop-
ment characteristics. It is recognized that in all specimens,
hydrothermal treatment results in increased flexural
strengths. It is also clear that hydrothermal solidification
is possible even in those specimens with Al/(Si + Al) =
0.24 to 0.50 where hydrogarnet is the main phase formed.
In the case of specimens with AI/(Si + Al) = 0 and 0.05 that
correspond to compositions investigated frequently in the
past, mainly calcium silicate hydrates are formed, and the
maximum flexural strength of about 30 MPa is attained
in 2 hours of treatment. Longer treatment times lead to
decreased strength, particularly for the specimens with
Al/(Si + Al) = 0.

In kaolinite-rich specimens with Al/(Si + Al) = 0.24 −
0.50, flexural strength reaches approximately 15 to 20 MPa
in 2 hours along with the formation of hydrogarnet. Longer
treatment times lead to only slight strength increases. The
flexural strength is maximum for specimens with Al/(Si +
Al) = 0.05, and becomes lower for larger Al/(Si + Al) values.
However, the rate of decrease in strength becomes small
with increasing Al/(Si + Al) value. In the specimens with
Al/(Si + Al) = 0.24 to 0.50, the decrease in maximum flex-
ural strength with increase in Al content is clearly smaller
than in those with Al/(Si + Al) < 0.24.

These results are extremely significant:

1. By making hydrogarnet as the main phase, sufficient
strength allowing the synthesized bodies to be uti-
lized as building materials is obtained, although the
strength may be somewhat lower than those of con-
ventional calcium silicate hydrate materials.

2. Although the strength decreases with increasing
amounts of kaolinite, it is possible to limit the
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Figure 10. Influence of the starting materials on the reaction
rates of Ca source with processing time.

strength decrease to acceptable levels by making
hydrogarnet as the main phase. As a result, in actual
practice, variations in composition of natural soil will
not significantly affect the final physical properties of
the synthesized material. In other words, this means
that the range of starting materials that can be used
is wide.

Unfortunately, the mechanism of strength development
by hydrogarnet formation still remains unclarified al-
though there is a possibility that this is related to the re-
action scenario of Ca as explained below. In the case of
specimens with Al/(Si + Al) ratios lower than 0.24, almost
100% of the calcium is consumed within the first two hours
of reaction (Fig. 10). For specimens with Al/(Si + Al) = 0.24
to 0.50, calcium is consumed rapidly during the first two
hours, but since little or no further calcium consumption
occurs, after that, the reaction ratio stagnates in the range
50% to 75%. This low reaction ratio may be one of the fac-
tors influencing strength development by hydrogarnet for-
mation.

Some interesting results are provided by microstruc-
tural evaluation (Fig. 11). For Al/(Si + Al) = 0 and 0.05,
acicular and platelike reaction products (identified by XRD
to be C–S–H, tobermorite) can be observed to fill up the
interparticle spaces after two hours of treatment. In con-
trast, for Al/(Si + Al) = 0.45 and 0.50, only platelike kaoli-
nite particles are recognizable, and hydrogarnet cannot
be observed despite the fact that its existence has been
confirmed by XRD. Hydrogarnet crystals in sizes rang-
ing from a few µm to some tens of µm have been re-
ported to have been observed in hydrothermally synthe-
sized bodies using slag as the starting material (27) and
in slurries (23–25). In the current specimens, however,
such hydrogarnet crystals could not be recognized, even
through TEM observation. This indicates the possibility

that the hydrogarnet formed may be existing as ultra-fine
particles.

There is a clear difference in the pore size distribution
between the specimens that contain mainly calcium sili-
cate hydrate phases and those that contain hydrogarnet
as the main phase formed (Fig. 12). The pore size distribu-
tion of specimens with Al/(Si + Al) = 0 and 0.05 shows a
peak at about 1 µm in the press-formed state. This peak
location shifts to smaller values and the total pore volume
decreases as hydrothermal treatment progresses. This in-
dicates that the 1 µm pores in the press-formed state are
filled by the C–S–H and tobermorite formed by hydrother-
mal treatment, and this densification is accompanied by
strength increase (28,29). When the treatment time is in-
creased to five hours or more in Al/(Si + Al) = 0, the peak
in the neighborhood of 0.01 µm formed by two hours of
hydrothermal treatment shifts toward coarser sizes. This
pore-coarsening phenomenon is due to the formation of gy-
rolite (28), and it appears to be connected to the observed
strength reduction.

The behavior of specimens with Al/(Si + Al) = 0.45 and
0.50 differs greatly from that of those with Al/(Si + Al) =
0 and 0.05. For Al/(Si + Al) = 0.45 and 0.50, the pore size
distribution in the press-formed state does not shift with
hydrothermal treatment time, but the number of pores de-
crease as the treatment time increases. As a result, pores
around 0.04 µm are formed. Another characteristic of these
compositions is that the pore volume hardly changes dur-
ing this time.

From the preceding results, it is clear that the changes
in pore size distribution of specimens with Al/(Si + Al) =
0.45 and 0.50, where hydrogarnet is the main phase
formed, are different from those with Al/(Si + Al) = 0 and
0.05 in which pores are filled up by the calcium silicate hy-
drates formed. The formation of hydrogarnet and strength
development without alteration of the pore sizes existing
at the time of press-forming suggests that the solidified
structure may be one that corresponds to that shown in
Fig. 13. It is envisaged that ultra-fine hydrogarnet parti-
cles grow densely and in situ from the surface of kaolin-
ite particles inward (forming 0.04 µm pores). Through this
solidification mechanism, bonding of the kaolinite particles
occurs with almost no alteration to the pore sizes existing
at the time of press forming. The reason for the amount of
hydrogarnet formed reaching a near-saturation level after
two hours of hydrothermal treatment may be that the re-
action has become diffusion controlled because of the kaoli-
nite particles being covered by the hydrogarnet layer.

In similar experiments using silica sand containing low-
purity clay minerals as the starting material, it has been
found that although the type of phases formed during hy-
drothermal treatment change greatly with the treatment
temperature and time, the strength of the solidified mate-
rial is strongly influenced not by the type but by the amount
of formed phases (Fig. 14) (30). On the other hand, it has
been clearly shown that the strength of bodies formed by
extrusion and casting processes, which require the addi-
tion of large amounts of water (binder) to the raw mate-
rial, is much lower than that of bodies formed by uniax-
ial pressing (dry pressing). Although the detailed mecha-
nism of strength development by hydrothermal treatment
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 11. SEM photographs of the fracture surface of the specimens (Al/(Al + Si) = 0 (a, b), 0.05 (c, d), 0.45 (e, f), and 0.50 (g, h) cured
for 2 hours (a, c, e, g) and 20 hours (b, d, f, h).
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(a) (b)

(c) (d)

Figure 12. Pore size distributions of the specimen with processing time, a = Al/(Al + Si) of 0, b =
0.05, C = 0.45, and d = 0.50.



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-S-DRV-II January 23, 2002 21:38

1024 SOIL-CERAMICS (EARTH), SELF-ADJUSTMENT OF HUMIDITY AND TEMPERATURE

Kaolinite

Hydrogarnet

Pore size; 0.04 µm
Pore size; 0.1 − 0.2 µm

Figure 13. Estimated schematic figure for the formation of hy-
drogarnet under higher Al/(Al + Si).

of soil needs further investigations, it is believed that the
strength development is attained through ultra-fine par-
ticles becoming uniformly dispersed within the densified
body, that is, through a mechanism similar to the that of
strength development in DSP (densified system particles—
containing homogeneously arranged ultra-fine particles)
(31–33).

As described previously, sufficient strength develop-
ment is obtained through hydrothermal treatment of bod-
ies that have been press-formed from a mixture of lime
and the starting material, kaolinite. The strength is be-
lieved to be attained not by the filling up of the pores in the
material but by the formation and dispersion of ultra-fine
hydrogarnet particles within the press-formed, dense body.
This solidification mechanism allows strength to be at-
tained without destroying the agglomerated micropore
structure. This is important from the point of view of the
humidity regulation performance of the solidified bodies.
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Figure 14. Examples for the generation of the flexural strength
with amount of formed phases under the various curing time. The
phases formed change with curing time and temperature. How-
ever, the strength seems to be controlled by the amount of the
formed phases independently.

(Waste) soil

Mixing

Soil (+ lime + water)

Forming

Earth ceramics

Autoclaving

150°C

Figure 15. Actual processing of the earth ceramics manufacture

PERFORMANCE OF THE HYDROTHERMALLY
SOLIDIFIED SOIL BODIES

Earth Ceramics

The industrial method of synthesizing hydrothermally so-
lidified soil bodies is illustrated in Fig. 15. A little lime and
water are added to the soil and mixed well. Since the treat-
ment temperature is low, straw or other organic additives
can be added if necessary in order to obtain higher strength
or to enhance the finish. The mixture is then dry-pressed
into tiles and then cured for a few hours at about 150◦C in
saturated steam pressure to obtain solidified bodies.

Among those industrial ceramics that utilize smaller
amounts of energy (34) for their manufacture, ceramic tiles
are considered to consume relatively little energy. The en-
ergy required for synthesizing earth ceramics is even lower,
being about 2.7 GJ/m3 (35), which is only 1/6th that of the
energy needed for ceramic tiles (Fig. 16).

Since there is little limitation with regard to the starting
materials and the energy required for synthesis is small, it
can be concluded from the point of view of nature’s ecosys-
tem that earth ceramics are materials with very small in-
put and output.

Pore sizes in earth ceramics are concentrated in two re-
gions: at around 0.05 µm corresponding to the initial pores
at the time of press forming, and at around 0.01 µm (10 nm)
reflecting the agglomerated structure of soil. This is about
1/10,000th of the pore diameters usually found in concrete
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Figure 16. Energy consumption of the
materials on processing.

and pottery (Fig. 17). The amount of water vapor absorbed
at equilibrium when the relative humidity is varied from
40% to 80% at 25◦C is shown in Fig. 18. Although the re-
sponse in the case of earth ceramics is somewhat slower, it
can be seen that they exhibit humidity absorbency proper-
ties as good as, or better than, that of wood because of the
presence of micropores in the starting material (soil).

Living in a House of Soil

Earth ceramic tiles (size: 200 × 200 mm) were used as the
flooring material for the living room of a highly airtight

0.01 0.1 1

Pore diameter (µm)

10 100

Earth ceramics
0.118 cm3/g

Concrete brick
0.102 cm3/g

Pottery
    0.068 cm3/g

Figure 17. Pore size distribution of the earth ceramics.

and heat-insulated apartment (Fig. 19), and the changes
in temperature and humidity were measured. An apart-
ment in the same apartment complex with acrylic carpet
flooring was used for comparison (reference apartment),
the floor plan and family makeup being the same for both
apartments. The measurements during the winter of 1997
(December to June) are shown in Fig. 20. The room with
earth ceramic flooring exhibits very stable temperature
variation. Since there were differences in the heating sys-
tems of the two apartments, the measurements were car-
ried out after the heaters were switched off for the night
(Table 2). The high heat insulation performance of earth ce-
ramics was confirmed by the fact that the average rate of
decrease in temperature (because of the difference between
indoor and outdoor temperatures) in the earth ceramic
floor apartment was 1.3◦C compared to 5.7◦C for the refer-
ence apartment. In the former apartment the humidity was
also unaffected by the outdoor atmosphere and remained
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Figure 18. Variation of the moisture absorption capacity with
time at 25◦C when specimens (earth ceramics, wood, and plaster-
board) were kept under relative humidity from 40% of the equi-
librium condition to 80%.
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Figure 19. Photo for the application of the earth ceramics flooring
in the room.
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Figure 20. (a) Example of the variation of the temperature when
the earth ceramics or carpet was used on the floor in winter. (b)
Example of the variation of the relative humidity when earth ce-
ramics or carpet was used on the floor in winter.

Table 2. Examples of the Temperature
Variation after Turning off the Air Conditioner

Earth Ceramics Carpet

2/5 1.1◦C 4.8◦C
2/6 1.6 9.6
2/7 0.9 3.0
2/8 1.8 4.2
2/9 1.2 6.6

2/10 1.4 3.3
2/11 1.4 8.4

Mean 1.3◦C 5.7◦C

stable. In highly airtight and heat-insulated houses, the
relative humidity increases as the temperature falls. The
superior ability of earth ceramics for self-regulation of hu-
midity is evident from the fact that the increase of rela-
tive humidity was 1.6%/◦C in the reference apartment, but
only 0.1%◦/C in the earth ceramic floor apartment (Table 2).
The variations of temperature and humidity measured at
6 am, 12 noon, and at 8 pm during one winter month are
shown in Fig. 21. The temperature and humidity in the
earth ceramic flooring were within the range 15 to 18◦C
and 40% to 50%, respectively. This shows that extremely
stable and comfortable living environment can be obtained
by the use of earth ceramics. The nighttime temperatures
in the earth ceramic floor apartment were about four or
five degrees lower compared to the reference apartment,
but there was little recognizable difference in the effec-
tive temperature felt by the human body. This might be
because the air temperatures near the ceiling, floor, and
intermediate locations were about the same, the tempera-
ture difference being only about 0.5 to 1.0◦C.

The measurements were continued for one year. It
was found that compared to the reference apartment, the
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Figure 21. Variations of temperature and relative humidity dur-
ing one winter month when the earth ceramics or carpet was used
on the floor.
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Table 3. Examples of the Relative Humidity
Variation after Turning off the Air Conditioner

Earth Ceramics Carpet

2/5 0.0%/◦C 1.7%/◦C
2/6 −0.6 1.0
2/7 −0.8 1.0
2/8 1.4 1.4
2/9 0.0 1.8
2/10 −0.8 2.4

Mean −0.1%/◦C 1.6%/◦C

variations of temperature and humidity were small
throughout the year in the earth ceramic flooring apart-
ment. In particular, the humidity was within the 40% to
70% RH range, which is the normal range of comfort for
humans. Therefore, the use of humidifiers or dehumidifiers
was not necessary, and the period of air-conditioner oper-
ation was short, resulting in low use of fossil energy. The
amount of energy utilized for living (electricity, gas, wa-
ter) in the apartment before and after the earth ceramic
floor was installed is shown in Fig. 22 converted into an
equivalent amount of CO2. After remodeling, the amount
of electricity thought to have been used for air-conditioning
dropped sharply, and the seasonal fluctuation of energy
consumption was controlled. On average, there was a 17%
reduction of energy consumption that year. This energy
consumption refers to the entire quantity required for liv-
ing in the apartment (floor area = 72 m2). The energy
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Figure 22. Amount of energy utilized for living (electricity, gas
and water) before (carpet) and after the use of the Earth Ceramics
floor.

consumption reduction effect with respect to the living
room (floor area = 32 m2) where the earth ceramics floor
was laid was considerably greater.

In addition to the above beneficial effects, earth ceram-
ics proved to be effective in controlling a chronic allergy
suffered by the occupants of the apartment. Breeding tests
with ticks, which are one of source of allergy, showed that at
25◦C, 90% RH, 200 ticks multiply in number to 990, 1470,
and 1895 in earth ceramics, vinyl cloth, and acrylic car-
pet, respectively. This clearly demonstrates the advantage
of earth ceramics over other materials in restricting the
breeding of allergy sources. It remains unclear at present,
however, whether the low breeding rate in earth ceramics
is due to the good humidity regulation characteristics of
the material or whether it is the result of changes in the
pH of the surface by humidity absorption.

NEW FUNCTIONAL MATERIALS

It is thought that hydrothermally solidified soil materials
attain strength through the ultra-fine hydrogarnet par-
ticles becoming uniformly dispersed within the densified
press-formed body, similar to DSP materials. This type
of material synthesis holds many possibilities as the pro-
cess for producing new functional materials. Such possibil-
ities need to be investigated through further experiments.
For example, another functional material could be tried in
place of the ultra-fine dispersed particles.

From the point of view of humidity regulation, the
author has investigated here only the process of hydro-
thermal synthesis. There are many other promising
possibilities of using low-energy processes for producing
new materials. One is the use of natural porous materials.
Sepiolite (Mg5Si8O20(OH)2 · 8H2O) contains micropores of
about 1 nm and mesopores that are a few nm in size. Allo-
phane (1–2SiO2· Al2O3 · nH2O) is an amorphous substance
alumino-silicate formed during the weathering of volcanic
glass, which is the major constituent of volcanic ash. It is
widely distributed in nature in the form of hollow spheres
of 3–5 nm in diameter (36, 37). As shown in the water vapor
absorption/desorption isotherms of Fig. 23, both sepiolite
and allophene exhibit high humidity absorption/desorption
ability. Even at relative humidities less than 40%, they
show this high ability. This is thought to result from the
disordered surface structure and micropores smaller than
1 nm formed by the adsorbates. By adding a small quantity
of binder to allophane-rich soil (Kanuma-soil/Japan), dry-
forming the material to shape and firing at about 900◦C, it
is possible to obtain a solidified material that has high hu-
midity regulation ability (trade name: Eco-carat). The hu-
midity absorption/desorption characteristics of Eco-carat
at 40% to 80% RH is shown in Fig. 24. Although there
is limitation in the choice of material, the micropore vol-
ume of Eco-carat is around three times that of earth ce-
ramics, and it shows extremely high humidity regulation
performance. However, since these micropores disappear
at about 1000◦C because of phase changes, it is not pos-
sible to raise the firing temperature. With this restricted
firing temperature, one cannot expect sufficient strength
to develop by the characteristic sintering mechanism of
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Figure 23. Water vapor absorption/desorption isotherms of sepi-
olite, allophane, and plasterboard.

ceramics. But because of the high humidity regulation per-
formance, sufficient performance is obtained even if thin
material is used. In actual practice, the material has been
laid on interior walls to good effect.

CONCLUSIONS

The present age is one in which ignoring the global envi-
ronment will have serious consequences for humankind.
In maintaining, as far as possible, the inherent highly ad-
vanced properties and abilities of nature, it is important to
develop technologies that convert, using the least amount
of energy possible, these gifts of nature into forms that can
be utilized in the human ecosystem. Earth ceramics can
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Figure 24. Humidity absorption/desorption characteristics of
Eco-carat at 40% to 80% RH.

be obtained using almost any kind of soil including waste
soil, and the temperature required for their solidification is
low enough to allow waste industrial heat to be utilized for
the solidification process. When used in the human ecosys-
tem, earth ceramics exhibit energy-saving characteristics
such as self-detection and self-regulation of temperature
and humidity. After use, they can be returned to nature
without burdening the natural ecosystem.

The development of new values of life and living by
changing today’s synthetic materials into smarter ones
that minimize the load on Mother Earth and creation of
such technology and culture should be considered as our
greatest responsibility toward the next generation.
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SOUND CONTROL WITH SMART SKINS

C.R. FULLER

Virginia Polytechnic Institute
and State University
Blacksburg, VA

INTRODUCTION

In the last decade, there has been an increased interest
in developing methods for the active control of sound ra-
diation from vibrating structures (1). In one promising
method, termed active structural acoustic control (ASAC),
actuators are attached directly to the structure and are
used to modify its structural vibration characteristics (spa-
tial and temporal) in order to minimize the sound radiation
(1). In ASAC, the actuators tend to be compact and thus
cover only a very small portion of the structure; their ef-
fect is achieved because of the distributed elastic response
of the structure. This technique has worked well for a num-
ber of applications, usually where the structure has a rea-
sonable mobility and a low modal density of response. In
some applications, however, the structure is quite massive
or stiff (e.g., an electrical transformer casing), and it is
extremely difficult to elicit the necessary control field re-
sponse with practical control actuators. In this article we
discuss a variant of the ASAC approach in which the con-
trol inputs come from a smart or active skin that covers all
or most of the vibrating surface. A schematic of the smart
skin approach is shown in Fig. 1.

The objective of the smart skin is to locally change the
radiation impedance (the resistive component) of the struc-
ture in order to control the total radiated power in contrast
to the conventional ASAC, which alters the dynamic re-
sponse of the host structure. The sound radiation levels
are directly coupled to the normal displacement wsk of the
smart skin. Thus modification of the transfer function be-
tween the structural displacement ws and the smart skin
displacement wsk will lead to a change in sound radiation.
This modification can occur via a decrease in the amplitude
of wsk, thus decreasing the sound levels, or via a change
in the amplitude distribution of wsk, causing the normal
skin surface to be an inefficient sound radiation over an
extended area. Since it does not drive the host structure,

Structure
Smart skin

Normal structural vibration

Normal skin vibration
wsk

ws

Sound radiation

Figure 1. Concept of a smart skin for sound radiation control.
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an active skin is suitable for heavy or stiff structures with
low mobility. The negative trade-off, however, of the active
skin approach, is that since it covers the structure com-
pletely, it may require many independent sections if the
structural response is complex and near or above the sound
radiation critical frequency (1). For illustrative purposes,
two different skins are described: one based on a composite
of acoustic foam and the piezoelectric polymer PVDF and
the other on ceramic piezoelectric elements arranged in a
motion amplification configuration.

SMART FOAM SKIN

Acoustic foam is commonly employed as a form of passive
liner or skin in order to reduce sound radiation. For exam-
ple, in aircraft interiors, a layer of acoustic foam is located
between the inside surface of the fuselage and the inte-
rior trim panels. Generally, the foam completely covers the
fuselage surface, and its acoustic purpose is to reduce noise
transmitting through the fuselage to the interior. How-
ever, it is well known that passive treatments such as foam
work well at high frequencies (>1000 Hz), and their per-
formance is poor at low frequencies. Here we describe the
use of a smart foam skin, which is a hybrid of the mate-
rials of passive foam and active piezoelectric elements (2).
The objective is to develop a flexible active skin that com-
bines good high-frequency passive performance with the
low-frequency performance of an active system.

The smart skin has to be of such a form that it can be
extended to cover complex, distributed surfaces similar to
conventional acoustic foam. A typical configuration of the
smart foam is shown in diagrammatic form in Fig. 2. The
smart foam can be seen to consist of conventional acoustic
foam with embedded layers of the flexible polymer piezo-
electric material, PVDF (1). Two aspects of the embedded
PVDF are significant. First, the PVDF is curved in order
to couple the predominantly in-plane piezoelectric effect

Leads to electrodes

+ Cell 1

+

−

−
Cell 2 Cell 4

Foam matrix

(a)

Cell 3

PVDF actuator

+

+

+

+

+ −

−

−

−

−

Foam matrix

(b) Leads to electrodes PVDF actuator

Electrode
etched on each side

Figure 2. PVDF actuator configuration: (a) Original and
(b) parallel.

(a)

(b)

Figure 3. (a) Actuator and error sensor configuration. (b) Spheri-
cal dome for power measurements.

with the required normal motion (in effect creating a mo-
tion amplifier as discussed below), and second, as shown
in Fig. 2(b), alternate half-wave sections of the PVDF can
be wired out of phase. This second aspect is designed to
increase the radiation efficiency of the active element (and
thus its control authority) by causing all the PVDF sections
to move in the same direction when a voltage is applied
across the PVDF electrodes.

Figure 3(a) shows a picture of a smart foam active
skin covering a plate of dimensions 170 × 50 × 1.5 mm(3).
The smart foam skin can be seen to be comprised of six
independently controllable skin cells constructed as de-
scribed above. In addition, each cell has a lightweight
balsa wood wall used to increase the normal displace-
ment by constraining the foam edge. Above each smart
foam cell is a microphone located close to the foam
surface and used as an error sensor in a MIMO feedfor-
ward Filtered-x LMS control approach (1) (see Fig. 11 for
a typical feedforward LMS arrangement). The plate and
smart foam skin is located in a rigid baffle located in an
anechoic chamber. Figure 3(b) shows a hemispherical ar-
ray of ten microphones located over the plate and in the
radiated sound field. The microphones are used to esti-
mate the total radiated sound power from the plate–smart
foam system. The disturbance to the plate was provided by
a piezoelectric patch actuator (1), bonded to the back. The
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Figure 4. Radiated power for a broadband
1I1O case using multiple smart foam modules
operating in phase.

reference signal for the LMS control approach was taken
from the internal signal generator used to drive the distur-
bance (termed internal reference).

Figure 4 presents the radiated power with and without
control, when all the smart skin cells are wired together
in phase as a single channel of control. The error signal is
provided by a single microphone located close to the smart
foam surface and at the plate-foam center. Also shown is
the passive effect of the smart skin when it is located on
the plate but not activated. It is apparent that the passive
effect of the skin is good at high frequencies above 1000 Hz
but is limited to resonant frequencies of the base plate be-
low this value. Turning on the active control provides rea-
sonable attenuation at low frequencies, though there are
some frequency ranges where the control is negligible, for
instance near 900Hz. In this case the smart skin transfer
function is reduced in level. We now extend the controller
so that the six smart skin modules can be controlled in-
dependently with a six by six LMS control arrangement.
Figure 5 presents these new results for the low frequency
range. For the results of Figure 5 three different reference
signals control configuration are also studied: one using
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Figure 5. Attenuated SPL for broadband 6I6O
case using multiple-independent smart foam
modules.

an internal reference, one using an external reference
signal taken from an accelerometer located on the plate
(representing a more realistic arrangement), and an ex-
ternal reference signal with feedback (FB) from the
active component of the smart skin removed (1). It is appar-
ent that much improved performance is achieved over the
SISO case of Fig. 4, particularly for the internal reference
case, due to the multicell active skin being able to match
the complex radiation impedance load near 900 Hz, for ex-
ample (3). In this case the smart skin transfer function is
also modified in a distributed manner.

Using an external reference signal also provides reason-
able attenuation; however, it is reduced from the internal
case implying that the system is acausal (1). Some of the
lost performance is recovered when feedback removal is
employed, indicating that the smart foam vibration has
some input to the plate system.

Recently the smart foam skin has been used to demon-
strate control of interior noise in aircraft (4). Figure 6
shows a smart foam skin covering four panels in the
crown section of the fuselage of a Cessna business jet. The
application is focused toward reducing cockpit noise due
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Error microphones

M3

C3

Top euselage ribs Microphone traverse

C4 C2

C1

M2 M1
M4

Figure 6. Cessna crown panel control arrangement.

to exterior flow separation over the crown of the aircraft.
Error microphones were located as shown at the ear lo-
cations of the crew and a microphone traverse was used
to measure the sound pressure levels in a plane at the
crew head height. The flow noise disturbance was simu-
lated by an exterior speaker located just over the crown
of the aircraft and driven by band-limited white noise. A
four by four feedforward LMS control approach was im-
plemented using a realistic reference signal taken from an
interior mounted accelerometer located on the fuselage at
the aircraft crown (i.e., just under the excitation location).
Figure 7 presents tabular results of the attenuation
achieved at the error sensors (near the crews’ ears) with
an excitation band of 500 to 900 Hz. The reference speaker
refers to the use of a reference signal from the signal driv-
ing the disturbance. The reference accelerometer refers to
the use of a fuselage-mounted accelerometer as a refer-
ence sensor and in this case attenuation of the order of 2
to 4 dB are achieved. The global attenuation measured us-
ing the microphone traverse was found to be 2.5 dB with
the active skin turned on. However, the active skin also
provides a passive attenuation of 4 dB when it is installed
over the bare fuselage panels and not turned on. Thus the
total global attenuation of the smart foam active skin is
around 6.5 dB, a significant difference. It also apparent
from Fig. 7 that one of the main limitations on achievable
attenuation is the causality of the controller when using an
accelerometer as a reference signal. When the reference
signal is taken from the speaker drive signal the control
path delay is less, and the performance increases markedly.
The results do, however, demonstrate the potential of the
smart foam skin in reducing structurally radiated sound
in a realistic application.

PIEZOELECTRIC DOUBLE AMPLIFIER SMART SKIN

Piezoelectric transducers tend to be high-force, low-
displacement devices (1). In contrast, active noise control
applications in air require high-displacement actuators,
particularly at very low frequencies. Thus much of the
work in developing piezoelectric based actuators for ac-
tive noise control applications has been in designing de-
vices that amplify their displacement. This amplification
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Figure 7. Averaged attenuation microphones for band-limited
500 to 900 Hz excitation.

is usually based on a geometric lever-type principle, and
thus results in lower output force. More explicitly, the ac-
tuators are designed to have the correct source impedance
relative to their load. In our application, the load is air with
a relatively low impedance, thus the device needs to have
a low source impedance for maximum power output.

Figure 8 shows a schematic diagram of a piezoelectric
double amplifier actuator, which is the basis of the second
active skin concept (5). The legs of the element consist
of piezoelectric bimorphs or unimorphs. In this case, the
piezoelectric transducers are manufactured from the ce-
ramic material PZT (1). These devices are amplifiers in
that due to their asymmetry, small in-plane motions are
amplified to larger transverse tip motions at the top of the
legs. The tops of the legs are connected to a triangular or
curved stiff, lightweight diaphragm as shown. Thus as the
legs move in, the diaphragm is squeezed upward. Since
the diapraghm axis is transverse to the tip motion, very
small tip motions cause very large diapraghm motions (i.e.,
amplify it) in a vertical direction. Thus the complete struc-
ture comprises a double amplifier actuator and gives am-
plification ratios of diaphragm to piezoelectric element
in-plane deflection of the order of 20 : 1. The whole
configuration can be built in heights typically ranging from

50 60

1.3

2
34

PZT-Brass-PZT
Bimorph leg

Speaker paper
diaphragm

0.56

Figure 8. The active skin element. (domains in mm)
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Vibrating plate surface

PZT Bimorphs

Active-Skin
diaphragm

Figure 9. Smart skin constructed from piezoelectric double-
amplifier elements.

3 to 6 cm, leading to a fairly compact device. In construct-
ing an active skin of such devices, a number of them are
positioned to completely cover the surface of a structure as
shown in Fig. 9. The devices can be either located directly
on the structure as shown or positioned just above it with a
small air gap. In addition, the devices can be wired together
as one channel of control or independently controlled, de-
pending on the complexity of the base structural response.

Figure 10 shows an actual device designed and
constructed by the Materials Research Laboratory at
Pennsylvania State University. The device is 50 × 60 mms,
34 mms high, and was found to have a maximum cover
displacement of 300 µm at 100 Hz. Figure 11 shows six
of the devices arranged to completely cover the surface of
a 170 × 150 mm aluminum plate of 1.5 mm thickness. In
this test arrangement, the active skin cells are located on a
perforated aluminum sheet which is located 5 mm from the
surface of the radiating plate. Thus the active skin has a
small air gap between its bottom surface and the radiating
surface of the structure (5). Small accelerometers located
on each active cell diaphragmn are also apparent in Fig. 11.
These accelerometers are used to provide time domain
estimates of the radiated pressure in the far-field from the

Figure 10. A single active-skin cell.

Figure 11. The active-skin in a top-mounted SAS configuration.

measured surface vibration data, termed structural acous-
tic sensing (SAS) and described in (6). Such approaches
allow integration of the sensors into the smart skin itself.

The test plate and the active cells were mounted in a
rigid baffle located in the anechoic chamber at VAL. A
noise disturbance to the plate was provided by a small
shaker attached to the back of the plate and driven
with band-limited random noise. The radiated sound from
the plate-skin structure was measured using an array of
16 microphones located on a hemispherical tube structure
as described above and a microphone traverse that could
measure the sound directivity in the horizontal midplane
of the plate. The total radiated power from the plate could
be calculated from the 16 pressure levels measured by the
microphone hemispherical array (5).

Figure 12 depicts a schematic of the experimental rig
and the control arrangement. The control approach used
was the Filtered -x LMS algorithm (1) implemented on
a TMSC40 DSP. The shaker was driven with band lim-
ited noise of 175 to 600 Hz. The Filtered -x algorithm was

Amplifier

Shaker

Aluminum
panel

Baffle

Microphones

Accelerometers

Active-skin

C40 DSP
Filtered-x LMS

controller

C30 DSP SAS
Filter controller

Figure 12. The active-skin experimental setup.
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Figure 13. Total in-plane acoustic directivity (SPL), top-mounted
accelerometer configuration with microphone error sensing.

executed with a 2000 Hz sample rate, and 175 and 96
tap FIR filters were used for the control and system iden-
tification paths, respectively. Since six independent cells
were located on the structure to comprise the active skin,
a six by six controller was implemented (5). Two tests were
performed using different error sensors. In the first test, six
microphones evenly distributed over the microphone array
were used as conventional pressure error sensors located
in the radiated far field. In the second test, the diaphragm
accelerometer signals were used in the structural acoustic
sensing approach, described in (6), to estimate the pres-
sures at the same locations as the previous error micro-
phones. These estimates were then used as error signals
for the LMS algorithm.

Figure 13 presents experimental results of the directiv-
ity of the total radiated sound power measured using the
far-field microphone traverse before and after the control
using the active skin elements. It is apparent that the
active skin provides global sound pressure level atten-
uation of the order of 10 dB, which is impressive since
the excitation band encompasses multiple modes of vi-
bration of the radiating plate (5). Figure 14 shows the
corresponding radiated power versus frequency. Good con-
trol is seen over the complete bandwidth of 170 to 600 Hz
except around 350 and 530 Hz, where anti-resonances
occur in the plate-active skin system. The overall sound
power reduction for the results of Fig. 14 is 10.9 dB. Fur-
ther experiments were conducted using the accelerometers
in the SAS approach, and the results are presented in
Fig. 15. Good attenuation is evident across the frequency
band, except near the system anti-resonance. The over-
all reduction is now 9.5 dB, which is still impressive.
Thus the results demonstrate that it is possible to utilize
an active skin that can provide significant attenuation of
sound radiated from a structure vibrating in complex re-
sponse shapes. The successful use of the accelerometers
is significant in that it shows that an active skin with
completely integrated actuators and sensors can be con-
structed to provide very significant broadband attenua-
tion of sound radiated from structures under broadband
excitation (5).
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Figure 14. Radiated sound power spectra, top-mounted accelero-
meter configuration with microphone error sensing.

SMART SKINS FOR SOUND REFELECTION CONTROL

It should be noted that the above mentioned smart skin
approaches could also be used to absorb sound imping-
ing on structures by coating the structure with the smart
skin. However, in this application, a modified sensing ap-
proach is needed in which the reflected or scattered wave
components are independently (than the total pressure
field) sensed and minimized by the controller. Fuller et al.
(7) discuss such approaches using the smart foam noted
above, and a combination of two microphones located near
the smart foam surface are used to separate out the re-
flected wave information from the total pressure field (7).
Figure 16 shows a schematic of the experimental testing
in a plane wave acoustic standing wave tube. The noise is
generated by a speaker at the right end of the tube and im-
pinges on the smart foam. The two microphones are used
to separate out the reflected and incident wave responses
from the total pressure field. The reflected wave signal is
used as error information to the LMS controller. The con-
troller thus provides a control signal to the smart foam to
minimize the reflected signal.

Figure 17 presents the measured intensity of the inci-
dent and reflected wave intensities versus frequency with
the control off and on. With the control off, the incident and
reflected intensities are almost equal at low frequencies
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Figure 15. Radiated sound power spectra, top-mounted ac-
celerometer configuration with SAS error sensing.
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Figure 16. Smart skin reflection con-
trol experimental arrangement.

below 300 Hz, implying that the smart foam is acting like
a rigid surface with very little sound absorption. Above
300Hz, as is expected, the foam provides increasing pas-
sive sound absorption, and the reflected intensity is less
than the incident. When the active control is turned on,
the incident intensity remains the same, but the smart skin
leads to a significant reduction in reflected sound energy
below 300 Hz. This reduction in reflected sound due to the
smart skin is apparent over the complete frequency range
of Fig. 17. The two microphones can also be used to measure
the acoustic impedance of the smart foam. When the con-
trol is turned on at low frequencies, the normal acoustic
impedance of the foam falls from very large values to be
almost identical to the characteristic impedance of the air.
Thus the active element in conjunction with the controller
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of the smart foam have modified the smart foam dynamics
so that it looks like a perfectly sound absorbing surface.

ADVANCED CONTROL APPROACHES FOR SMART SKINS

The conventional control approaches used with a smart
skin can be divided into two types; multi-channel feedfor-
ward, which is generally used when access to a coherent
reference signal is available, and multiple input-multiple
output state space feedback methods, which are often used
when such a convenient reference signal is not available.
These approaches are summarized in (1). As discussed
above, the smart skin approach relies on covering a ma-
jor part of the structure with independently controllable
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Figure 18. Biological control approach.

elements. It can thus be seen that when the structure
is large and/or the frequency of interest high (or wave-
length relative to the structure short), many smart skin
elements are required, implying a control approach with
a very high number of control channels. In this case, the
conventional approaches are likely to be unsuitable due
mainly to computational limits on the control processor
and stability/performance aspects. There are two different
approaches suitable for high sensor/actuator count sys-
tems (8, 9). Both approaches are hierarchical and are in-
spired by biological systems of muscle control. They are
thus termed BIO controllers.

In the first approach, the smart skin elements are ar-
ranged into groups of “slave” actuators under the con-
trol of a “master” actuator. A schematic of the controller
is shown in Fig. 18. A top-level centralized controller is
used to send signals to the master actuators. Simple local
control laws are used to modify and apply the same sig-
nal to nearby slave actuators. For example a very simple
local law discussed in (8) would be take the same control
signal, apply it to an in-phase, out-of-phase, or off-phase
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Figure 20. Schematic of a BIO controller arrangement.

slave actuator via simple analog switches and keep the
setting that gives the lowest cost function value. Figure 19
shows a block diagram realization of such a control system
for a feedforward approach. The process then continues
to the next slave actuator, and so on, in a predetermined
pattern. For the system of Fig. 19 the top-level controller
could be digital, while the local control changes occur via
simple analog-switching circuits. The approach in effect
takes many independent actuators and connects them to-
gether via the local controller to create a suboptimal dis-
tributed actuator driven by one (or few) channel of control
from the top-level centralized controller. The net result of
such approaches is a large reduction in control channels
to the top-level digital controller, and thus the computa-
tional overhead requirements are vastly reduced. The BIO
approach in effect takes advantage of some limited knowl-
edge of the dynamics of the distributed system to be con-
trolled in order to reduce the extensive number crunching
required in fully coupled optimal approaches.

In the second approach, local analog feedback loops are
closed around individual smart skin elements and associ-
ated sensors as shown in Fig. 20. The analog local feedback
loops have programmable feedback gains that are adapted
by a higher-level digital controller in order to minimize a
global cost function (obtained from an array of sensors)
such as radiated sound power from the structure covered
by the smart skin (9). Such approaches have been used
to control sound radiation from very large structures. As
with all feedback approaches, stability is an important is-
sue. Thus work has also been performed to increase the
stability margins via using directional feedback sensors to
partially de-couple each local feedback loops. In addition,
specialized distributed actuators are used that rolloff in
level in the higher-frequency regions where the local open
loop transfer function becomes non-minimum phase.

CONCLUSION

The results presented have demonstrated the high poten-
tial for the implementations of a smart skin approach for
reducing sound radiated from vibrating structures when
the radiating structure is massive, stiff (i.e., low mobility),
or the source vibration pattern is complex. The smart skin
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has also demonstrated the possibility of combining active
and passive control approaches in order to increase the
control bandwidth and the efficiency of the active portion.
A configuration has been demonstrated that further shows
that the error sensors can be integrated directly into the
skin and still result in a far-field sound reduction.
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Smart materials respond to their environment as illus-
trated by photochromic eyeglasses, that darken upon ex-
posure to ultraviolet light to attenuate additional ultra-
violet light. Hence, materials that have fast reversible
responses to environmental stimuli are sought as compo-
nents of smart systems. Similar to photochromic materi-
als, thermochromic materials reversibly respond to heat
and exhibit substantial color changes upon small changes
in temperature. Spin-crossover materials (1) are a class
of thermochromic materials that possess fast, reversible
color changes amenable to display and memory devices (2).
These color changes can also be induced by light (photo-
chromic) or pressure (piezochromic) as well as heat. Due
to the nature of the mechanism of their thermo-, photo-, or
piezochromic responses (i.e., redistribution of the electron
density at a metal ion site within the molecule), they are
extremely fast and reversible. As a consequence of the (1)
fast color change, (2) strong contrast between colors, and (3)
the intermolecular interactions within the solid, the differ-
ing colors can be maintained for a long period of time, and
(4) due to the lack of moving parts (i.e., no bond breaking
or forming), these materials are completely recyclable and
amenable to fast, low power-consuming, high-data-density
display (2,3) and storage devices and “smart” materials and
systems of the future.

Low spin
1A1g

Spectrochemical series
increasing ligand field, ∆

∆

High spin
5T2g

Figure 1. Switchover from a high-spin (S = 2) state to a low-spin
(S = 0), as a Fe(II) state compound is cooled, requires ligands in
the middle of the spectrochemical series. This transition can also
be induced by light or pressure.

Thermochromism results from transition-metal com-
plexes, such as Fe(II), which can be thermally stimulated
to change from a colored low-spin electronic state to a fre-
quently colorless high-spin state (1a) (Fig. 1). The high-
spin 5T2g ground state for Fe(II) has a t2g–eg splitting �,
of <11,000 cm−1, and the low-spin 1 A1g excited state for
Fe(II) has a � of >21,000 cm−1. � ∼16,000 cm−1 for Fe(II)
surrounded with six unsaturated nitrogen-bound ligands,
FeN6, can be induced to switch between the high-spin
and low-spin states. Upon switching between the high-
and low-spin states on cooling, FeN6 has a significant de-
crease in Fe–N distances by 19 ± 5 pm, and an increase
in the magnetic susceptibility χ due to a change of four
in the number of unpaired electrons. From a thermody-
namic perspective, the enthalpy �H is 10 ± 6 kJ/mol,
and the entropy �S is 52 ± 13 J/K �mol; hence, the transi-
tion is entropy-driven (1a). Additionally and importantly,
the color changes from deeply colored red/purple to color-
less upon switching to the high-spin state (see later). Con-
comitantly, the unit cell typically changes significantly.

The color change of the spin state switch is similar to
that of liquid crystal displays (LCD) prevalent in digital
watches; however, as a consequence of the mechanism, the
thermochromic metal complexes change colors much faster
without degradation upon cycling with respect to LCDs
(3). Due to the change from low to high spin, this class of
materials is referred to as spin-crossover materials. In
addition to the technologically important color changes,
spin-crossover materials also exhibit a small, but mea-
surable change in magnetic susceptibility. This sharp
transition in the change in the magnetic properties
is illustrated by the temperature dependence of the
magnetic susceptibility–temperature product for Fe(o-
phenanthroline)2(NCS)2, which undergoes a first-order
phase transition from a low- to a high-spin state at −97◦C
(4), (Fig. 2).

Materials that can be easily and reversibly stimulated
to change colors for an innumerable number of cycles have
been exploited for display devices. Liquid crystal displays
(LCD) found in digital watches, are a common example
(3). Materials that have greater switching speeds, sharper
contrast, and enhanced stability enabling more duty
cycles may lead to improved display and memory devices
in the future. Spin-crossover materials can exhibit sharp
color changes from small changes in temperature (i.e., they
are dramatically thermochromic). As a consequence of the
thermochromic mechanism (redistribution of the electron
density within the molecule without either bond breaking
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Figure 2. Temperature dependence of the magnetic suscepti-
bility–temperature product for Fe(o-phenanthroline)2(NCS)2,
which undergoes a first-order phase transition from a low- to a
high-spin state at 176 K (−97◦C) (4a).

or forming), they are extremely fast and recyclable and
hence are candidates for high-data-density display and
storage devices of the future.

For display/memory devices, it is necessary that the
transition temperature (T) is near room temperature,
∼22◦C. This is, however, insufficient because the ambient
temperature fluctuates and hence the transition needs to
be effected over a broad temperature range, 17 ± 27◦C. To
achieve this, the system must exhibit history-dependent
behavior (hysteresis) such that the transition temperature
for color change upon increasing temperature (T↑) ex-
ceeds the transition temperature for color change upon de-
creasing temperature (T↓) ideally by at least 50◦C, that is,
T↑ − T↓ > 50◦C. Molecules cannot exhibit hysteretic ef-
fects, but in a solid or film, interactions between molecules
can lead to hysteretic effects. Hysteresis has been reported
for FeL2(NCS)2 (L = (N2(CH)2N–)2], where T↑ = −128.7◦C
and T↓ = −149.5◦C (Fig. 3). (5) Thus, although the transi-
tion and T↑ − T↓ temperatures are too low to be practical,
the necessary phenomena have been demonstrated, and
new systems that exhibit higher temperatures are needed.

Using a mixture of triazole, HN(CH)2N2 (trz), and
aminotriazole, H2NN(CH)2N2 (H2Ntrz) ligands coordi-
nated with Fe(II), a polymer of [Fe(trz)3−3x(H2Ntrz)3x]
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Figure 3. Temperature dependence of the magnetic behavior
of FeL2(NCS)2 showing the low-moment (purple) behavior be-
low −149.5◦C (T↑) and high-moment (colorless) behavior above
−128.7◦C (T↓) (5).
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Figure 4. Temperature dependence of the magnetic behavior
of Fe(trz)2.85(H2Ntrz)0.15](ClO4)2

�nH2O showing the low-moment
(purple) (Figs. 5 and 6) behavior below 39◦C (T↑) and high-moment
(colorless) behavior above 13◦C (T↓) (6).

(ClO4)2
� nH2O composition has been isolated, which for

x = 0.05 exhibits T↑ = 39◦C and T↓ = 13◦C (2,6,7) (Fig. 4).
These values bracket room temperature and demonstrate
the feasibility of room temperature applications. In ad-
dition to the change in magnetic behavior, the color con-
comitantly as with hysteresis occurs (Fig. 5), from pur-
ple to colorless at 21◦C (Fig. 6). Solid solutions of triazole
and aminotriazole can be blended to lead to a systematic
change in the transition temperatures: T↑ = 296 − 160x
and T↓ = 313 − 180x in units of Kelvin.

Smart materials for future applications need to respond
to environmental stimuli, and spin-crossover materials (1)
are a moderately large class of materials that respond to
heat, light, and/or pressure. This summary focuses on the
use of heat to change the electronic structure of a material,
which in turn leads to substantial and reversible color,
magnetic, and structural changes. Most of the materials
discussed in this context are inorganic coordination com-
plexes demonstrating that (1) reversible first-order transi-
tions occur, (2) such materials exhibit the technologically
important property of hysteresis, and (3) both the transi-
tions and hysteresis can occur at room temperature.
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Figure 5. Temperature dependence of the optical density of
Fe(trz)2.85(H2Ntrz)0.15](ClO4)2

�nH2O at 520 nm showing hystere-
sis (purple) (1a).
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Figure 6. Dramatic color change for the dark purple low-spin
state of [Fe(trz)2.85(H2Ntrz)0.15](ClO4)2

�nH2O below 21◦C to the
colorless high-spin state at 21◦C (6).

ACKNOWLEDGMENTS

The author acknowledges continued partial support
by the Department of Energy Division of Materials
Science (Grant Nos. DE-FG02-86ER45271.A000, DE-
FG03-93ER45504, and DEFG0296ER12198) and helpful
discussions with Prof. O. Kahn.

BIBLIOGRAPHY

1. (a) P. Gütlich, A. Hauser, and H. Spierling, Angew. Chem. 33:
2024 (1994). (b) E. Konig, G. Ritter, and S.K. Kulshreshtha,
Chem. Rev. 85: 219 (1985), P. Gütlich, Struct. Bond. 44: 83
(1981).

2. (a) O. Kahn, E. Codjovi, Y. Garia, P.J. van Koningsbruggen,
R. Lapouyade, and L. Sommier, ACS. Symp. Ser. 644: 298
(1996). (b) O. Kahn and C.J. Martinez, Science 279: 44 (1998)
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INTRODUCTION

The encyclopedia of Chemical Technology (1) defines a
smart material as one that “responds to its environment
in a timely manner” and “receives, transmits, or processes
a stimulus and responds by producing a useful effect. . . .”
One of the most common everyday stimuli is, of course, tem-
perature. The effect of temperature on the vast majority of
materials is well known—as materials are heated, they ini-
tially expand in volume before eventually melting, sublim-
ing, or decomposing. Thermal expansion is often viewed as
a deleterious property. Engineers have to build expansion
gaps into structures such as railway lines and bridges; the
design of components in a car engine must be somewhat
compromised so that they function both during start-up on
a cold morning and when the engine is hot; historically,
clock pendulums had to be carefully engineered to prevent
slow running on warm days. Thermal expansion can, how-
ever, also be put to good use. It has long been known that
the walls of bowed buildings can be pulled back into shape
by a cooling iron bar; steel tires can be shrink-fitted onto
the wheels of railway carriages. Although these examples
represent a technologically useful response to the stimulus
of increased (or decreased) temperature, they do not quite
fall into the category of “smart.” However, the very simple
concept of coupling together two materials, one that has
a large and one a smaller coefficient of thermal expansion
to produce a bimetallic strip can certainly be considered to
create a smart composite body. Here, the strains induced
by the higher expansion of one material cause the strip
to bend as temperature is increased, leading to a simple
temperature-sensing/responsive device.

The vast majority of materials known and used in tech-
nological applications have a positive coefficient of thermal
expansion; the reasons for this behavior are discussed
later. Certain materials, however, display the opposite
property and contract in volume when heated. These mate-
rials thus have a negative coefficient of thermal expansion,
αl(vide infra), which has led to their somewhat confusing
description as “negative thermal expansion” (NTE) mate-
rials. The properties of these materials and the origin of
these effects form the main topic of this article.

Materials that have this unusual thermoresponse have
a number of important technological applications. Applica-
tions related to specific materials are discussed later; more
general comments are appropriate here. The first major
area of application is in producing composite bodies. By
mixing normal materials with a negative thermal expan-
sion phase, one can achieve a composite that has a precisely
controlled positive, negative, or even zero coefficient of

expansion. Second, certain of the materials discussed
later can be chemically doped to control their expansion
properties. Thus, one can envisage a single material that
could be adjusted to have zero overall expansion. Such
materials are of use where repeated thermal shock might
lead to mechanical failure (an everyday example is oven-to-
table cookware) or in optical devices such as high precision
mirrors where any thermal expansion might distort opti-
cal properties. Materials that have strong intrinsic thermal
contraction are most likely to be used as compensators for
the positive expansion of other phases. For example, there
is obvious interest in the electronics industry in producing
circuit boards and heat sinks whose expansion properties
match those of silicon; the dental industry would like ce-
ramic fillings whose properties match those of teeth; the ex-
pansion properties of materials used in optical components
such as refractive index gratings and optic fibers must be
precisely controlled.

The observation that normal materials expand when
heated can be explained at the most simple level by refer-
ring to Fig. 1 which shows a potential energy well for a typ-
ical diatomic molecule. As molecules are warmed, one ex-
cites higher and higher energy vibrational levels. Because
interatomic potentials are typically asymmetrical (bonds
are more extensible than compressible), this leads to an
increase in bond length with temperature. A more formal
explanation for the thermal expansion of solids is given
by the Gruneisen relationship that relates the thermal ex-
pansion of a material [αν = (1/V) (∂V/dT)P to its volume (V),
specific heat at constant volume (CV) and isothermal com-
pressibility (K = − (1/V) (∂V/dP)T]

αV = γ Cv K
V

. (1)

The Gruneisen parameter γ is defined by γ = − d(�nν)/
d(�nV), where ν is a vibrational frequency and reflects the
anharmonicity of a typical potential in a solid.

The frequencies of most modes in a normal crystal
decrease as the volume increases, and the Gruneisen
parameter of normal materials is typically positive in the
range of 1 to 3 and only weakly temperature-dependent.
Thus, the thermal expansion of normal materials may be
expected to have a temperature dependence similar to their
specific heat capacity. Therefore, one would expect thermal
expansion to be zero at absolute zero, to increase rapidly as
temperature is increased, and to approach a constant value
at temperatures above the Debye temperature of the mate-
rial. This simple behavior is at least approximated in many
materials. In “negative thermal expansion” materials con-
sidered in the remainder of this article, there will always be
an underlying expansive component caused by vibrational
modes that tend to increase bond distances. In certain
circumstances, however, these modes may be dominated
by other more exotic effects. It is well known that strong
chemical bonds (for example, those between highly charged
elements and oxygen: Si–O, W–O, etc.) expand significantly
less than weaker bonds (e.g., Na–O, K–O, etc.) (2). Thus

1040
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Figure 1. A typical interatomic potential well.

materials in which the unusual effects dominate normal
expansion will often contain strongly bonded atoms.

There are two simple expressions commonly found in
the literature to describe the thermal expansion of mate-
rials. The linear coefficient of thermal expansion may be
defined by the differential form αl = 1/l(dl/dT) or by
the average coefficient of thermal expansion αl = (l − l0)/
l0(T − T0). Because the expansion coefficient generally
changes as a function of temperature, it is important to
quote the temperature range for any value of αl. For aniso-
tropic materials, αl has been defined as 1/3αV . Values of αl

for typical materials are quoted in Table 1 and are plotted in
terms of % length extension for selected examples in Fig. 2.

ORIGINS OF NEGATIVE THERMAL EXPANSION

Phonons

The previous section described how thermal expansion can
be related to the specific heat capacity of a material and, in
turn to the population of vibrational modes. In general, this

Table 1. Thermal Expansion Coefficients
of Common Materials

Material α(×10−6) K−1a
Temperature (K) Ref.

Si +2.45 373–223 3
Cu +16.64 293 4
Ice −5 45 5
Ice 0 63 5
Ice +55 250 5
NaCl +39.6 293 4
Al2O3 +9.15 1000 6
α-Quartz 42 223–373 7
β-Quartz 0 575–1000 7
Fused quartz 0.5 300 4
Invar 0.07 278–303 8
NaTi2(PO4)3 +4.2 300–1000 9
NbTi(PO4)3 −2.3 300–1000 9
ZrW2O8 −9.1 0–350 10
ZrV2O7 −7.1 400–500 11
Sc2(WO4)3 −2.2 0–450 12
Y2(WO4)3 −7 15–1373 13
ALPO-17 −17 18–300 76

aα Values are, in general, temperature-dependent. Values are quoted at a
specific temperature or across a given temperature range.
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Figure 2. Thermal expansion curves for selected materials.

leads to positive thermal expansion. However, it was first
pointed out in the 1950s that certain vibrational modes can
lead to the opposite effect and negative thermal expansion
(14–16). The simplest example of such an effect can be
readily understood by referring to Fig. 3. If one considers
an metal–oxygen–metal linkage in a structure, a longitu-
dinal vibration (e.g., along an M–O–M bond) will lead to
an extension of the M–M distance. During a transverse
vibration, however, if the M–O distance remains essen-
tially unchanged, the M–M distance decreases. This can
be understood with respect to the Gruneisen constant for
such a mode. A simple analogy for a transverse mode in
a M–O–M linkage is a guitar string. If one plucks a note
(excites a transverse vibrational mode) on a guitar string,
then stretches the string using the tuning forks, the note
moves to a higher frequency. Therefore, the Gruneisen pa-
rameter, γ = −d(�nν)/d(�nV) for such a mode is negative.
The contribution to thermal expansion for such a mode will
also be negative.

Equation (1) is, of course, a simplification of the prop-
erties of a real material. In a real structure, different
vibrational modes have different energies and are pop-
ulated at different temperatures. In reality, one must
consider the actual population of modes and use the
average Gruneisen parameter at a given temperature
where γaν = ∑

ciγi/
∑

ci , and ci weights the contribution
of a mode to the overall specific heat CV . In general, trans-
verse modes have lower energy than longitudinal modes
and are preferentially populated at low temperature. Thus,

Temperature Temperature

Figure 3. Schematic representation of the effect of different types
of vibrational modes on thermal expansion. Shaded circles repre-
sent metal atoms and the open circle an oxygen atom. Longitudi-
nal vibrations tend to expand metal–metal distances; transverse
vibrations can lead to contraction.
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Figure 4. Thermal expansion curves of CuFeS2, using data of
Knight (17). The solid line represents a fit to a simple two Debye
type model. At low temperatures, the population of modes that
have negative Gruneisen parameters leads to negative thermal
expansion. At higher temperatures, modes that have a positive
Gruneisen parameter dominate.

they may dominate the overall Gruneisen parameter at low
temperatures and lead to negative thermal expansion. The
population of low-energy transverse modes is the origin of
negative thermal expansion at very low temperatures in
a number of materials. Examples of this phenomenon are
shown in Figs. 4 and 5. Figure 4 shows the cell volume of
CuFeS2 derived from powder neutron diffraction data as a
function of temperature (17). Here, the thermal expansion
is essentially zero at low temperatures [in accordance with
expectations of Eq. (1)], is negative at temperatures below
100 K, where modes that have negative Gruneisen param-
eters presumably dominate, & approaches a constant posi-
tive value at high temperatures. Similar phenomena occur
in many materials, including compounds that have rock
salt, diamond, and zinc blende structures. Barron and co-
workers have provided extensive data in this field (4). In-
teresting correlations can be made between the magnitude
of the negative thermal expansion and factors such as the
openness of the lattice and the rigidity (covalency) of the
chemical bonds.

In the context of phonon-induced negative thermal ex-
pansion, the properties of ice are worth mentioning. The
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Figure 5. Thermal expansion of ice using data of Rottger (5).

increase in volume of water when freezing is one of the
best known examples of an unusual thermoresponsive
effect. Both the normal hexagonal and cubic forms of ice
have a density (0.92 g/cm3) that is significantly lower than
that of water. This leads to the costly winter phenomenon
of frozen pipes bursting then leaking during a thaw, and it
also means that ice floats on water. For this reason, ponds
and lakes always freeze from the top down, giving rise to
a protective layer of ice on top of the water. This process is
essential for the survival of aquatic life. This expansion of
water can also be incorporated into simple, cheap devices
to monitor the temperature history of frozen food and other
commodities. Water can be sealed in a thin glass vial, and
surrounded by paper impregnated by a water-soluble dye.
When the water freezes, it expands and breaks the glass
vial. Subsequent warming of the vial causes the water to
melt, flow into the dye, and color the surrounding area.
Thus, one can monitor whether the temperature of a com-
modity has ever exceeded 0◦C during its storage/shipment.
Less well known is the fact that ice shows negative ther-
mal expansion in the solid state at temperatures below
about 60 K. Figure 5 shows the temperature dependence
of the cell volume of ice as determined by synchrotron X-
ray diffraction (5). This cell volume contraction is again
caused by the population of low-energy (<50 cm−1) trans-
verse vibrational modes at low temperatures (5,18).

Rigid Unit Modes

The previous section described how vibrational modes may
cause negative thermal expansion at low temperatures in
certain materials. The population/importance of individual
modes are intimately related to a material’s structure. Vi-
brational modes can, however, give rise to NTE across far
more extensive temperature regions in certain categories
of materials.

Figure 6 shows the structure of quartz (7). Its ther-
mal expansion properties are included in Fig. 2. At low

Figure 6. Structure of quartz viewed down the c axis showing
corner-sharing SiO4 tetrahedra. The ab plane of the unit cell is
shown in bold lines.
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temperatures, quartz has a positive coefficient of thermal
expansion; at high temperatures (>573◦C), the thermal ex-
pansion becomes low or even negative. The ideas that led
to an explanation of this phenomenon can be traced to the
structural description of phase transitions in quartz given
by Megaw (19). The structure of the high temperature (β)
form of quartz can be described as a network of corner-
sharing SiO4 tetrahedra that form paired helical chains
parallel to the crystallographic c axis (a 64 or 62 screw axis).
The intertwined chains give rise to the hexagonal channels
(important in the structure of β-eucrypite described later)
through the structure that are visible in Fig. 6. The struc-
ture of the low temperature (α) form of quartz can be de-
rived from that of β quartz by a coupled rotation of these
tetrahedra through an angle θ about the <100> axes. In
the more symmetrical β-quartz, θ is 0◦; in α-quartz, θ is
16.3◦ at room temperature (20). This coupled static rota-
tion of essentially rigid polyhedral groups leads to a rapid
reduction in volume on cooling and a large positive expan-
sion coefficient on warming. Similar dynamic rotations of
such groups at high temperature can explain the negative
thermal expansion of β-quartz.

Dove and co-workers built on the concepts of rigid
tetrahedral building blocks to produce models for nega-
tive thermal expansion in terms of such distortions (21).
Figure 7 shows a schematic representation of a simple
two-dimensional structure that can be considered a logi-
cal extension to the 1-D schematic of Fig. 3. If this figure
represents a hypothetical 2-D structure containing metal
atoms strongly bound to a square coordination environ-
ment of oxygen atoms, it can be readily appreciated that
the structure has inherent flexibility. Certain distortions
of the structure are possible in which (strong) M–O dis-
tances and (rigid) O–M–O bond angles remain unchanged.
Such distortions are likely to be energetically facile and
thus are good candidates as low energy vibrational modes
of the material. Dove and co-workers termed such modes
“rigid unit modes” (RUMs) and developed methodologies
for identifying them in real 3-D structures.

Temperature

Temperature

Figure 7. Schematic representation of rigid unit mode vibrations
in a framework oxide structure as polyhedral and atomic views.
Metal atons are shaded: oxygen atoms are open circles.

It can also be seen that this type of mode is directly
analogous to the negative Gruneisen parameter transverse
vibration of Fig. 3. In fact, the area of the unit cell of Fig. 7
is proportional to the tilt angle θ . The thermal average of
this angle <θ>T increases with temperature so that the
overall cell area A(T) is given by

A(T) = Aocos2 θ ≈ (1− < θ2 >T). (2)

If one assumes simple harmonic motion and the principle
of equipartition of energy, A(T) can be related to the tem-
perature T, the moment of inertia I of the rigid body, and
the vibrational frequency ν by

A(T) = Ao

(
1 − ηA

kBT
Iν2

)
, (3)

where kBis the Boltzmann constant and ηA is a constant
specific to the mode in question (22).

A more detailed description of the thermal expansion
properties of β-quartz has recently been given in which
the ideas of RUMs are developed within the standard
Gruneisen theory of thermal expansion (22). This work
emphasized the importance of optical modes of the type
shown in Fig. 7 but also showed that acoustic modes
can make an important contribution to negative thermal
expansion.

Concepts of RUMs can also be used to understand
displacive phase transitions of the type displayed by
quartz and many other framework materials. It is in-
teresting to note, and it is a general feature of many
framework materials that display negative thermal ex-
pansion, that displacive phase transitions and NTE be-
haviour are intimately linked. Many framework materials
possess a large positive coefficient of thermal expan-
sion as they are warmed. This may be viewed as evi-
dence that the rigid units are “unwinding” in the struc-
ture. Once materials reach their high symmetry (maxi-
mum volume) structures, they display negative thermal
expansion.

Phase Transitions

As suggested by Fig. 1, chemical bonds usually expand
as temperature increases. Consequently, the majority of
materials have positive expansion coefficients. There are,
however, unusual circumstances, often in the region of
structural phase transitions, in which at least average
bond distances can actually decrease as temperature in-
creases. The ideas of bond valence which originate in the
work of Pauling and were developed extensively by Brown
and O’Keeffe (23,24) showed that the contribution of a
given bond to the valence sum of any atom depends ap-
proximately exponentially on the bond length v = exp(r0 −
r/0.37), where r0 is a constant for a given E-X combination
of elements and v is the valence contribution due to bond
length r. This observation can be thought of at the sim-
plest level as short bonds being proportionately stronger
than long bonds. From the form of this relationship, one
can readily appreciate that if a metal coordination environ-
ment changes from being distorted to being more regular
at a phase transition, the average bond length decreases.
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Figure 8. Cell parameters of PbTiO3 as it approaches its
tetragonal–cubic phase transition.

For example, the bond length r in an undistorted MO6

octahedron is always shorter than the average bond dis-
tance in a distorted octahedron that has, for example, three
short and three long bonds.

One example of this effect will be discussed here.
Figure 8 shows the temperature dependence of the cell
parameters of PbTiO3 as it approaches its ferroelectric-
paraelectric phase transition at 490◦C (25). PbTiO3 con-
tains highly distorted Ti octahedra at room temperature,
Ti–O bond lengths are 1.766, 4 × 1.979, and 2.390 Å (26).
When warmed, these octahedra become less distorted, and
the average Ti–O bond length decreases from 2.012 to 1.983
Å (this represents a bond length expansion coefficient of
αl = −3 × 10−5 K−1). The overall coefficient of thermal ex-
pansion of PbTiO3 from 30–400◦C is αl = −3.3 × 10−6 K−1

(27). Presumably, the contraction of the Ti–O bond lengths
in this material dominates the normal expansion of other
bonds.

Negative volume changes at phase transitions have also
been described in materials such as Co2P2O7. As described
later, such phases have been included as fillers in glass
bonding frits to help match thermal expansion coefficients
of materials to be joined. Control of displacive phase transi-
tions is also important in the thermal expansion properties
of ZrV2−xPxO7 and A2(MO4)3 families and will be discussed
later.

Magnetic Transitions

Magnetostrictive phenomena in the region of magnetic
phase changes can also give rise to materials of low ther-
mal expansion. The “normal” phonon-driven positive ther-
mal expansion of materials that have a significant mag-
netoelastic coupling can be compensated for by a large
contraction driven by changes in the magnetic structure.
This is the case for alloys such as “Invar”, Fe0.65Ni0.35 (see
later), and transition metals such as Cr and α-Mn. Cor-
rectly processed, Invar has been quoted as having a ther-
mal expansion coefficient of 0.02 × 10−6 K−1, though across
a restricted temperature range (28,29). Materials such as
Lu2Fe17 and Y2Fe17 also exhibit negative thermal expan-
sion below approximately 400 K (30).

Linking Themes

Perhaps the best framework in which all of these phenom-
ena may be described is to consider the change in the in-
ternal pressure of a solid caused by heating. This internal
pressure, will in turn, gives rise to a volume change. The
volume coefficient of thermal expansion can be related to
the isothermal compressibility K and the internal pressure
by

αV = 1
V

(
∂V
∂T

)
P

= K
(

∂ P
∂T

)
V

= K
(

∂S
∂V

)
T

. (4)

Thus the sign of the coefficient of thermal expansion can
be related to the sign of

(
∂S

/
∂V

)
T. The entropy of normal

materials (or the amount of structural disorder) decreases
as pressure increases and volume decreases; materials
that have NTE, however, increase in disorder as volume is
reduced.

A further link between many of the materials of the
next section is their proximity to a structural phase
transition. Many of the Invar phases described in the next
section are close to a structural phase transition to a body-
centered structure. Cubic zirconium tungstate discussed
later is thermodynamically unstable at temperatures be-
low 1000◦C with respect to more condensed binary phases
and undergoes a number of phase transitions as a function
of applied pressure and temperature. These instabilities
are relevant to its unusual properties. Interestingly, metal-
lic plutonium, which has negative thermal expansion in its
δ and η phases has no less than six allotropes (α, β, γ , δ,
η, ε) at atmospheric pressure; the NTE δ phase has an
atomic volume 26% larger than the α.

Thus, it is possible to identify several criteria that might
be expected to give rise to unusual thermoresponsive ef-
fects in solids:

1. proximity of the material to a structural phase
transition

2. proximity of the material to a magnetic or electronic
transition

3. the presence of a framework structure containing
strong metal anion bonds and two coordinate anions

4. the absence of interstitial cations in a framework
structure

5. framework structures in which volume-reducing dis-
placive phase transitions are frustrated

Finally, it is interesting to note that it is possible to
make composites that exhibit negative thermal expansion
without relying on any of these mechanisms. Sigmund and
Torquato showed that it is theoretically possible to pro-
duce three-phase composites that exhibit isotropic nega-
tive thermal expansion by engineering a topologically spe-
cific combination of two materials whose thermal expan-
sion is positive (one high, one low) and empty space (31).
In theory, such composites can be designed so that when
heated, the bimaterial interfaces of the composite bend into
the void space and the overall composite contracts—the
material literally folds in on itself.
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MATERIALS THAT DISPLAY NEGATIVE
THERMAL EXPANSION

Invar

Probably the first technologically exploited example of an
“unusual” thermoresponsive effect occurred in 1897 when
Swiss physicist Charles Edwarde Guillaume working at
the International Bureau of Weights, Sevres, discovered
that an Fe/Ni alloy of approximate composition Fe0.65Ni0.35

showed almost zero thermal expansion across a broad tem-
perature range. This material was christened “Invar,” and
because of its discovery, Guillaume was awarded the Nobel
prize for Physics in 1920. Invar is used in manufacturing
many high precision devices. Perhaps the most widespread
current application of Invar is in television and computer
screens where it is used as a mask to prevent the electron
beam from unintentionally hitting phosphor spots of the
wrong color that would lead to blurred images. The low ex-
pansion of Invar is essential in this application due to the
possibility of heating by the electron beam. Historically,
Invar was used in clock pendulums where its low expan-
sion prevented losses in accuracy as temperature changes.
Other areas of application include waveguide tubes, sur-
veying tapes, molds for shaping composites in aircraft prod-
ucts, and thermostat controls. Invar is also used in both
tankers and tubing for liquid natural gas facilities. In typ-
ical applications, Invar has an expansion less than one-
tenth that of steel, yet retains strength and is typically
cheaper than a material such as Ti. Guillaume is also cred-
ited with the invention of “Elinvar” which has extremely
small changes in elasticity and hence, mechanical strength
as a function of temperature. Thus, this material was used
in producing watch springs.

It was realized very quickly that the unusual expansion
properties of Invar were intimately connected to its mag-
netic properties. Invar itself is a disordered face-centered
cubic alloy that has a magnetic phase transition at around
500 K. Invar has an extremely low coefficient of thermal
expansion below this temperature and a more normal one
above it.

The connection between magnetism and thermal ex-
pansion led Weiss to propose the “2γ state” model to ex-
plain the Invar effect (32). There are two different magnetic
states in this model, separated by a low energy barrier: a
ferromagnetic ground state in which magnetic spins are
parallel and the volume is larger, and an antiferromagnetic
(antiparallel spins) state at a slightly higher energy, but
with a smaller volume. As temperature is increased, the
higher energy state becomes increasingly populated, and
its smaller volume compensates for the usual expansion
effects caused by thermal vibrations. Very recently, van
Schilfgaarde et al. described ab initio calculations of the
volume (and hence temperature) dependence of the mag-
netic and thermodynamic properties of Invar (33). Their
work describes how noncollinear spin arrangements are
crucially important in the Invar system. The magnetic
structure undergoes a continuous transition from a high
volume ferromagnetic state to a disordered noncollinear
spin arrangement at lower volumes. This noncollinearity
leads to an unusual dependence of the binding energy as a

function of volume and hence, to unusual thermal expan-
sion properties.

Many other materials (both crystalline and disordered)
exhibit the Invar effect, including Fe3Pt, Cr, α-Mn, Lu2Fe17,
and Y2Fe17. There is also a related phenomenon known as
the anti-Invar effect in which a magnetic phase transition
leads to an anomalously high thermal expansion. Such a
property could be used as an activator in a micromachine.

ZrW2O8

The thermal expansion properties of ZrW2O8 are perhaps
the most unusual of any crystalline material. ZrW2O8 can
be prepared as a simple cubic phase that displays isotropic
negative thermal expansion from 2 to more than 1000 K
(34). The magnitude of this effect is significant; the coeffi-
cient of thermal expansion from 2 to 350 K is −9.07 × 10−6

K−1( 10). No other material displays such large isotropic
contraction across such a wide temperature range. Even
though this material has been known since the late 1950s,
only in the last few years have its structure and unusual
properties been fully understood.

The structure of α-ZrW2O8, determined by powder neu-
tron diffraction, is shown in Figure 9. It is a cubic material
(space group P213) and can be described as a network
of corner-sharing ZrO6 octahedra and WO4 tetrahedra.
Each octahedron shares all six corners with a WO4 tetra-
hedron; each tetrahedron shares only three of its four
corners with an octahedron leaving one oxygen strictly

(a)

(b)

Figure 9. The structure of cubic ZrW2O8. (a) A polyhedral repre-
sentation of corner-sharing ZrO6 octahedra and WO4 tetrahedra.
(b) A ball-and-stick view of a section of the framework structure. Zr
small dark circles, W small light circles, oxygen large grey circles.
The one-coordinate oxygen is shaded a lighter gray.
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Figure 10. Thermal expansion behavior of ZrW2O8. The plot
shows the cubic unit cell parameter of ZrW2O8 from 2 to 1443
K. Data are derived from powder neutron diffraction and dilato-
metric studies (see text for details). The dilatometric data, where
the physical length of a ceramic bar is measured, have been scaled
to the cell parameter derived from neutron diffraction data at 298
K. Regions of overlap have been omitted for clarity. ZrW2O8 is ki-
netically stable up to 1050 K, unstable in the dotted region of the
curve, and thermodynamically stable at 1443 K.

one-coordinate. The temperature dependence of the cubic
unit cell of ZrW2O8 is shown in Fig. 10. Data points from 2
to 520 K were determined by powder neutron diffraction,
where the unit cell parameter is measured directly. Data
from 520 to 960 K were determined by dilatometric mea-
surements on a ceramic block of the material, whereas the
single data point at 1443 K was determined by neutron
diffraction. The only region of this graph where ZrW2O8

is thermodynamically stable is the single data point at
1443 K. Below approximately 1050 K, however, ZrW2O8

is metastable for extended periods of time. The origin of
this negative thermal expansion can be directly traced
to the structure of the ZrW2O8 framework. Dove and co-
workers showed that the topology of the structure is such
that ZrW2O8 has intrinsic flexibility and can support a
large number of rigid unit modes (35). Thus, ZrW2O8 is a
three-dimensional analog of the simple 2-D model of Fig. 7.
Their calculations predict that ZrW2O8 will support a large
number of low-energy vibrations that tend to contract the
lattice.

Experimental evidence for this model has been obtained
by a number of techniques. David et al. showed how infor-
mation about the Gruneisen parameter weighted vibra-
tional density of states can be extracted directly from the
cell parameter information of Fig. 10 by using maximum
entropy techniques (Fig. 11) (36). This work shows that the
negative thermal expansion can be attributed to a family
of modes whose energy ranges from 3 to 8 meV. Ernst et al.
used inelastic neutron scattering to probe the phonon den-
sity of states directly (Fig. 12) (37). These measurements
show that there are a significant number of low-energy
phonons in ZrW2O8, and again led the authors to conclude
that modes in the energy range of 1.5–8.5 meV are most im-
portant for NTE. Specific heat capacity measurements by
Ramirez and Kowach again highlighted the importance of
low-energy vibrations in ZrW2O8 (38). Recent calculations
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Figure 11. A maximum entropy reconstruction of the Gruneisen
parameter weighted phonon density of states extracted from the
cell parameter data of Fig. 10. The negative peak around 55 K
(4.7 meV) corresponds to a family of low-energy modes that tend
to contract the lattice; those centered at 850 K (73 meV) tend to
expand the lattice.

provide further support for the importance of these vibra-
tions (39).

It has been shown that the structure of ZrW2O8 gives
this material a number of other highly unusual proper-
ties as a function of both applied temperature and pres-
sure. As the material is warmed to 450 K, it undergoes
a phase transition to β-ZrW2O8 in which the lighter shaded
oxygen atoms of Fig. 9 become dynamically disordered
(34,40). Oxygen migration at such low temperatures is
highly unusual. Under an applied pressure of around
0.3 GPa, ZrW2O8 undergoes a further phase transition to
γ -ZrW2O8, which also involves the migration of oxygen
atoms to new sites in the structure (41–43). When heated
to 100◦C, the γ form reverts to the low pressure α form.
This series of phase transitions it has been suggested, is
a potential method of energy storage. At higher pressures,
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Figure 12. Generalised phonon density of states g(w) of ZrW2O8
at 300 K. Data recorded by inelastic neutron scattering using time-
of-flight (<40 meV) and filter-analyzer spectroscopy (>40 meV)
[reproduced from article by Ernst et al., with permission(37)].
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the material becomes amorphous (44). Recently Wilkinson
et al. successfully prepared a new room temperature
polymorph—trigonal ZrW2O8. Taken together, these ob-
servations suggest that the unusual thermoresponses of
ZrW2O8 are related to the metastability of the material,
its unusual topology, and its proximity to a number of dif-
ferent phase transitions.

Other materials such as HfW2O8 and ZrW2−xMoxO8

have been prepared recently and characterized (45–48).

AM2O7 and Related Phases

It has been known for a number of years that members
of the cubic AM2O7 family (e.g., ZrV2O7 and ZrP2O7) ex-
hibit unusual thermal expansion properties. Their struc-
ture (Fig. 13) is closely related to that of ZrW2O8 and again
contains corner-sharing ZrO6 octahedra and AO4 tetra-
hedra. In contrast to ZrW2O8, however, the tetrahedra
form A2O7 pyrophosphate/vanadate units and thus share
all four of their corners; therefore, all oxygens are two-
coordinate. This basic structural type is known for a range
of A metals, including A = Si, Ge, Ti, Re, Mo, Nb, Sn, Zr,
Mo, W, Pb, Ce, U, and Th, and for M = P, V. The structural
properties of many of these materials as a function of tem-
perature are complex. At high temperatures, they have the
simple cubic structure of Fig. 13. When cooled, however,
many members of this family undergo displacive phase
transitions. In ZrP2O7, the unit cell parameter as a func-
tion of temperature shows a single phase transition to
what is apparently a 3 × 3 × 3 cubic supercell at room tem-
perature (49). ZrV2O7, on the other hand, undergoes two

(a)

(b)

Figure 13. Structure of ZrV2O7. (a) ZrO6 octahedra share corners
with VO4 tetrahedra. (b) VO4 tetrahedra share corners to form
V2O7 pyrovanadate groups.

clear phase transitions, initially to an incommensurately
modulated ∼3 × 3 × 3 superstructure, then, finally to an
ordered 3 × 3 × 3 superstructure (50). Both SiP2O7 and
TiP2O7 show similar behavior (51,52).

Thus, these structures show the classic behavior of
framework materials, as described previously: a strong
positive coefficient of thermal expansion as they approach
a displacive phase transition, followed by low or nega-
tive thermal expansion thereafter. High temperature co-
efficients of thermal expansion are αl = −7.1 × 10−6 (400–
500 K) and +5.4 × 10−6 K−1 (600–700 K) for ZrV2O7 and
ZrP2O7 respectively.

Interestingly, Sleight and co-workers showed how the
formation of solid solutions of the type ZrV2−xPxO7 can be
used to suppress these phase transitions and extend the
range of negative thermal expansion to include room tem-
perature (53). Figure 14 contains dilatometric data for se-
lected members of the family Materials such as ZrVPO7

have low or negative thermal expansion at room tempera-
ture and below. This represents an important way in which
thermal expansion properties may be effectively controlled
and material properties fine-tuned.

NZP Phases

The NZP or Nasicon family of materials is one of the most
widely investigated for controllable low or negative ther-
mal expansion properties. This family derives its name
from the parent composition NaZr2(PO4)3 and has general
formula M1

1M2
3A2(BO4)3, where M1, M2, A, and B can be

a variety of metal cations. The name Nasicon is usually
reserved for the Na1+xZr2(SiO4)x(PO4)3−x family that has
been widely investigated as a solid-state electrolyte due to
its high ionic conductivity [see, for example, Breval et al.
for a review (54)] Nasicon derives its name from Na supe-
rionic conductor.

The structure of NZP is shown in Fig. 15. It can be de-
scribed as a framework of fully corner-sharing ZrO6 oc-
tahedra and PO4 tetrahedra. Two octahedra are linked
by three PO4 tetrahedra to form Zr2(PO4)3

− units. These
groups align in chains that run parallel to the c axis and
are cross-linked via PO4 groups to adjacent units to form
a 3-D framework. The framework created contains a num-
ber of interstitial sites where charge balancing M1 and M2

cations are located. Within the Zr2(PO4)3
− units, there is

a trigonal prismatic site that is usually empty. There are
approximately octahedral sites (site symmetry –3) between
adjacent Zr2(PO4)3

− units in the same chain that are oc-
cupied by Na in the parent structure. In addition, there
are three more approximately octahedral sites between
the chains. This network of full and empty sites provides
the low-energy migration pathways that give these phases
their ionic conduction properties.1

1The description here is of the rhombohedral R 3̄c form of the
material. Several NZP compositions [e.g., LiZr2(PO4)3 at room
temperature and Na1+xZr2(SiO4)x(PO4)3−x for 1.8<x<2.2) un-
dergo a phase transition to a monoclinic structure when cooled
from elevated temperatures. This phase transition is displacive
and involves static rotations of the polyhedra. The essential fea-
tures of the structure remain unchanged, though thermal expan-
sion properties are influenced.
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Figure 14. Dilatometric data recorded for various
members of the ZrV2−xPxO7 family (53). (data pro-
vided by the authors).
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Figure 15. The structure of NZP materials. ZrO6 octahedra share
corners with PO4 tetrahedra to form a 3-D framework. Na cations
(circles) sit in interstitial sites in this framework. (a) A view down
the c axis of the material. (b) A view perpendicular to the c axis em-
phasizing the chains of polyhedra in the structure. The “lantern”
group of two octahedra and three tetrahedra linked together is
also present in the structure of Sc2(WO4)3 (Fig. 16).

The NZP family meets many of the critera laid out
previously. The structure contains a framework of corner-
sharing polyhedra that have two-coordinate bridging
oxygen atoms and a significant number of “vacant” inter-
stitial sites that can accommodate vibrational modes of the
polyhedra.

Interest in this family of materials was originally stim-
ulated by a paper by Boilot et al. (55) who described dilato-
metric data for Na1+xZr2(SiO4)x(PO4)3−x materials, where
x ranges from 1 to 3, and gave the prescient statement
that “the compound x = 1 displays an important shrink-
age which could allow this material to be useful when ex-
pansion is undesirable.” Stemming from this original com-
ment, there has been a considerable body of work on these
materials, most notably by Roy, Agrawal, McKinstry, and
their co-workers at Pennsylvania State University.

Diffraction measurements show that the low overall
thermal expansion in the simple MZr2(PO4)3 phases (M =
Li, Na, K, Rb, Cs) is due to significant anisotropy in the
thermal expansion of the a and c axes; the c axis typically
shows an expansion, and the a axis shows a contraction.
Lenain et al. (56) related this fact to the observation that
similar changes in cell parameters are observed as one
substitutes successively larger alkali metals at the M site.
An elegant model was proposed to explain this anisotropy
based on geometrically coupled rotations of the polyhedral
units of the structure. Expansion of the M1 site causes cou-
pled displacements of the framework polyhedra. The infer-
ence from this work was that increasing temperature has
an effect comparable to increasing the size of the alkali
metal. Sleight and Khosrovani (57) took a more quanti-
tative approach and used a combination of the tempera-
ture dependence of M–O distances from the literature and
the purely geometric distance least squares (DLS) model-
ing technique to rationalize the properties of these phases.
Variable temperature diffraction studies of LiGe2(PO4)3

by Alami and more recently by Lightfoot and co-workers
(58–61) support these models and confirm the basic ideas.
The overall change in cell parameters as a function of
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Table 2. Thermal Expansion Coefficients of Selected NZP Related Materials. Thermal Expansion
Coefficients for These Materials Are Highly Dependent on Sample Preparation Methodsa

α(diffraction) × 10−6 K−1 α(dilatometry) × 10−6 K−1 Temperature Range

NaZr2P3O12 3.7 −3 25–500
KZr2P3O12 0.3 −7.5 25–500
Ca0.5Zr2P3O12 −0.07 −2.11 25–500
Sr0.5Zr2P3O12 2.0 3.2 25–500
Ca0.25Sr0.25Zr2P3O12 −0.1 1.4 rt–500
NaTi2P3O12 4.28 −4.55 27–1000
NbZrP3O12 −1.5 – rt–800

aData in this table have been selected from those in an extensive review (62) and are examples where the results of both
diffraction and dilatometry were presented in the same study.

temperature is caused by changes in the size and shape
of the M1 site which causes the octahedra and tetrahedra
to undergo geometrically coupled rotations along with mi-
nor internal distortions (octahedra typically distort to a
greater extent than tetrahedra).

One of the most technologically significant features of
the NZP structure is the wide range of both iso and alio-
valent cation substitutions possible at the M1, M2, A, and
B sites. The M cations can be substituted by a range of
species, including H+, Li+, K+, Rb+, Cs+, Ag+, NH+

4 , Mg2+,
Ca2+, Sr2+, and Ba2+; the Zr site by Na+, Mg2+, Mn2+, Ni2+,
Cu2+, Zn2+, Al3+, Co3+, Fe3+, In3+, Sc3+, Y3+, Yb3+, Nd3+,
Ti4+, Ge4+, Sn4+, Hf4+, Th4+, U4+, and Nb5+; and the P site
can be substituted by Si4+, Ge4+, As5+, and S6+. This combi-
nation of doping possibilities leads to an essentially infinite
family of materials whose low thermal expansion proper-
ties are controllable (see Table 2). In terms of cation substi-
tution, NZP is one of the most flexible inorganic materials
known. Another potential use of these materials is in nu-
clear waste storage. Roy et al. showed that NZP will accom-
modate all of the ions in a normal nuclear fuel reprocessing
scheme to form a single-phase ceramic; this has clear en-
vironmental implications.

The vast majority of NZP phases actually expand at
the unit cell level, even though they show strong bulk
contraction (as measured, for example, by dilatometry).
NaTi2(PO4)3, for example, has a bulk expansion report-
edly as low as −4.55 × 10−6 K−1 (62), yet the intrinsic cell
volume change from the same study is +3.2 × 10−6

K−1 (22–1000◦C). This discrepancy between intrinsic and
extrinsic behavior can again be related to the marked
anisotropy of expansion of these phases; the overall prop-
erties of a ceramic body depend strongly on intergrain in-
teractions. The anisotropy can lead to microcracking in
bulk specimens due to stresses induced by different expan-
sions of neighbouring grains in the ceramic body and can
frequently lead to hysteresis in the thermal expansion of
composites. The healing of microcracks gives an additional
component to the contraction on warming; their formation
on cooling an expansion. Breval et al. (63) showed that in-
troducing Si in NZP phases can lead to the formation of
glassy grain boundaries that soften at relatively low tem-
perature and lead to further discrepancy between extrinsic
and intrinsic properties.

An important consequence of the possibility of aliova-
lent doping in NZP is the ability to prepare materials where
the M1 site is either fully occupied [e.g., NaZr2(PO4)3],

50% occupied [e.g., Ca0.5Zr2(PO4)3], 33% occupied [e.g.,
La0.33Zr2(PO4)3], or fully vacant [e.g., NbTi(PO4)3].
Because the behavior of the M1 site influences polyhedral
tilts in these materials to such an extent, one has a rel-
atively straightforward method of controlling thermal ex-
pansion properties. For example, though phases such as
NaZr2(PO4)3 show a positive expansivity of the c and neg-
ative expansivity of the a axes, this situation is reversed
in certain materials such as Ca0.5Zr2(PO4)3, with the c axis
contracts, and a expands. The presence of a partially va-
cant and therefore compressible M1 site provides a flexible
buffer to accommodate expansion of the full sites.

Ca0.5−xSrxZr2(PO4)3 is one system that has been inves-
tigated in some detail. This interest was again prompted
by the observation that in Ca0.5Zr2(PO4)3, the a axis con-
tracts and c expands whereas in Sr0.5Zr2(PO4)3 a expands
and c contracts.2 Workers at Penn State were successful
in synthesizing Ca0.25Sr0.25Zr2(PO4)3 in which αa and αc re-
mained nearly constant when heated to 500◦C. Acoustic
emission studies showed that microcracking in such a ma-
terial when cooled can be greatly reduced (64). The overall
coefficient of thermal expansion of such a composite was
reported to be −0.1 × 10−6 K−1 between 298 and 873 K.

Another interesting phase is NbTi(PO4)3 which has fully
vacant M sites. It is unusual among the NZP family be-
cause it shows intrinsic negative thermal expansion; the a-
axis contraction dominates the c-axis expansion. Woodcock
et al. (65) provided detailed thermal expansion data for
this compound and found that αl (defined as 1/3 αV)
ranges from –3 at room temperature to around +0.5 ×
10−6 K−1 at 1000◦C. The larger alkali metal (K and Rb)
systems have also been reported to show intrinsic contrac-
tion. LiZr2(PO4)3 exhibits sharp contraction [αl = −10.1 to
−22.2 × 10−6 K−1) between 20 and 155◦C (66).

Agrawal and Roy also demonstrated that low expan-
sion composite bodies can be made between NZP mem-
bers and other ceramics such as MgO, ZnO, Nb2O5, ZrSiO4.
Another interesting application of NZP phases in produc-
ing smart high-tech materials was described by Agrawal
and co-workers (67). Carbon–carbon composites have a
number of properties that make them ideal for certain

2The observation that Ca0.5Zr2(PO4)3 shows the behavior typi-
cal of an ordered R3̄c structure rather than the behavior of a disor-
dered R3̄ structure has been rationalized in terms of the vacancy
site in Ca0.5Zr2(PO4)3 which is smaller and thus less compressible
than in the Sr compound.
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applications in space vehicles. These include a high
strength to weight ratio, good strength retention at high
temperature, and good resistance to thermal shock. They
do, however, have one major drawback—they are read-
ily oxidized at high temperatures. A number of materi-
als have thus been tested as potential protective coat-
ings. Most, however, suffer from poor thermal mismatch
to C–C composites, which leads to their ultimate failure.
Agrawal et al. showed that members of the NZP fam-
ily whose coefficients of thermal expansion match those
of the composites can be successfully used as coatings.
Ba0.875Zr2(SiO4)0.175(PO4)2.825, for example, can be success-
fully hot pressed around composite bars, and the resultant
body can be heated to 1200◦C without any significant oxi-
dation of carbon.

The Sc2(WO4)3 Family

Negative thermal expansion has also been reported in the
A2(MO4)3 family of materials with Sc2(WO4)3 related struc-
tures. These materials can be described as containing AO6

octahedra that share all six of their corners with MO4

tetrahedra (Fig. 16). These materials crystallize in the or-
thorhombic space group Pnca at high temperatures, as
originally described by Abrahams and Bernstein, though
several members of the family undergo a volume-reducing
displacive phase transition to a monoclinic structure when
cooling (68,69). These materials meet many of the crite-
ria laid out previously (strong metal-to-oxygen bonds, rigid
polyhedra, no interstitial cations), and it is not surpris-
ing that they show low or negative expansion coefficients.
It is also relevant to emphasize their structural similar-
ities to several of the other materials described before.
Corner-sharing octahedra and tetrahedra are common to
the ZrW2O8, ZrV2O7, and NZP families of materials. In
particular, the A2(MO4)3 family is closely related to the
interstial cation-free members of the NZP family such as
NbTi(PO4)3; the basic building blocks of the two structures
are identical, but their 3-D connectivity differs.

xz

y

Figure 16. The structure of Sc2(WO4)3. ScO6 octahedra (white)
share corners with WO4 tetrahedra (shaded).
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Figure 17. Thermal expansion properties of selected members of
the In2−xAlx(WO4)3 family of materials.

This family of materials also has a high degree of chem-
ical flexibility. The A3+ site can be doped by using a variety
of elements ranging in size from Al3+ (r = 0.535 Å) to Gd3+

(r = 0.938 Å). Additionally, aliovalent doping using, for ex-
ample, Zr4+ on the A site and P5+ on the M site to pro-
duce phases such as Zr2(PO4)2(WO4) is possible. These
substitutions again lead to controllable thermal expansion
properties (70–73). Y2(WO4)3, which contains the largest
A3+ cation studied crystallographically, has the most
negative coefficient of thermal expansion (72). The mon-
oclinic to orthorhombic phase transition can also be influ-
enced by the A-site electronegativity. In2(WO4)3 undergoes
a monoclinic to orthorhombic transition at around 600 K
(Fig. 17); Al2(WO4)3 is orthorhombic at all temperatures
above 300 K. By preparing solid solutions such as
AlIn(WO4)3 it is possible to produce ceramic bodies dis-
playing near zero net expansion (Fig. 17). Expansion coef-
ficients for selected materials are included in Table 3.

It is worth noting that, like the NZP materials, most
members of the Sc2(WO4)3 family display anisotropic
expansion. Intrinsic expansion (measured by diffraction
methods) can be very different in bulk properties.
Sc2(WO4)3, for example, has a cell volume expansion coef-
ficient αV = −6.5 × 10−6 K−1 corresponding to αl = −2.2 ×
10−6 K−1 but can show linear expansion coefficients as low
as −11 × 10−6 K−1 as a bulk ceramic body.

Zeolites

Zeolites are another group of materials that meets many
of the criteria laid out previously for unusual expan-
sivity. Zeolites can be described as frameworks built up
from corner-sharing SiO4 and AlO4 tetrahedra and have
charge-balancing species (atomic or molecular) located in
voids of the frameworks. Thus, their general formula can
be expressed as Mx/n[(AlO2)x(SiO2)2−x].yH2O, where Mn+

cations occupy cavity sites in the framework. There are
around 200 aluminosilicate frameworks known of which
around 40 are natural minerals. In addition to the zeolites,
there are a significant number of materials, often called
zeotypes, that contain elements such as P, Be, Ga, and
Zn at the tetrahedral sites. Of particular interest in the
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Table 3. Thermal Expansion Coefficients of Selected A2(MO4)3 Materialsa

α (diffraction) × 10−6 K−1 α (dilatometry) × 10−6 K−1 Ref.

Sc2(WO4)3 −2.2 (10–450) −11 (303–1073) 12
Sc2(MoO4)3 −2.1 (180–300) −5 (303–1073) 87
In2(WO4)3 +10 (303–803) 70
AlIn(WO4)3 +0.5 (303–803) 70
Al2(WO4)3 −3 (303–803) 70
Y2(WO4)3 −7 (15–1373) 13
Lu2(WO4)3 −6.8 (400–900) 72
Zr(PO4)2(WO4) −3.0 (100–400) −5.5 (303–873) 70

aValues are derived from dilatometric data on bulk samples and diffraction data. Linear coefficients
of thermal expansion from diffraction measurements are defined as 1/3αV . Temperature range in K
is given in parentheses.

search for negative thermal expansions are the pure silica
frameworks [i.e., x = 0 in the preceding general formula]
in which there are no interstitial cations. Therefore,
they can be described as (metastable) polymorphs of
silica. Cation-free frameworks are also found in the
Al/P framework materials such as AlPO4. The thermal
expansion properties of the zeolites provide an interesting
example in which computer modeling predicted an un-
usual property before it was experimentally measured. In
1993, Parker and co-workers used atomistic simulations
to predict that certain zeolites should contract as tem-
perature increases (74). These properties were confirmed
by subsequent diffraction experiments. In 1995, they
modeled 18 different zeolite structures and predicted that
all but two ought to contract as temperature increases.
This behavior was subsequently confirmed by diffraction
measurements. Negative thermal expansion has since been
found in a number of zeolites, including pure SiO2 poly-
morphs of faujasite and chabazite ITQ-1, ITQ-3, ITQ-9,
SSZ-23, ZSM-S, AlPO-5, and ALPO-17 (75–80). Park
et al. (79) emphasized the difference in thermal expansion
properties of synthesized and calcined zeolites. Typical
coefficients of thermal expansion are included in Table 4.

β-Eucryptite/Spodumene

β-Eucryptite, LiAlSiO4, can be described as a “stuffed-
quartz” structure (20). Half of the Si atoms of quartz are
replaced by Al atoms, and charge-balancing Li+cations

Table 4. Expansion Coefficients of Zeolitesa

Zeolite α (diffraction) × 10−6 K−1 Temperature Range Ref.

Chabazite −16 293–873 81
ITQ-4 −4.3 95–510 81
Si-faujasite −4.2 25–573 77
ALPO-17 −17 18–300 76
ITQ-1 −12.1 323–773 75
ITQ-3 −11.4 323–823 75
SSZ-23 −10.3 323–773 75
MFI −15.1 393–975 79
AFI (AlPO4 − 5) −14.5 424–774 79
DOH −3.1 573–996 79
MTN −5.0 463–1002 79
DDR −8.7 492–1185 79

aAll values are defined as 1/3 αV derived from cell parameter data in the literature.

reside in the sixfold channels visible in Fig. 6 (at the cell
origin). Al/Si atoms are ordered parallel to the c axis lead-
ing to a doubling of the unit cell c axis, and Li ordering
in the various tetrahedral sites of the channels leads to
doubling of the a and b axes. β-Eucryptite has been well
studied due to its low or negative thermal expansion; αv

is −6 × 10−6 K−1 from 20 to 523 K and +0.29 × 10−6 K−1

from 523 to 873 K (82). This low expansion is achieved via
significant anisotropy; the c axis contracts, and the a axis
remains approximately constant (<298 K) or expands. As
a result, β-eucryptite and other structurally similar com-
pounds in the Li2O–Al2O3–SiO2 (LAS) system are used ex-
tensively in low-expansion glass ceramics. Products based
on these systems include oven-to-table cookware and high
precision engineering components.

Various workers have proposed mechanisms to explain
the low expansion of β-eucryptite. Recently Xu et al. com-
pared the expansion properties of ordered and disordered
Al/Si samples (82). They concluded that a variety of mecha-
nisms determine the overall expansion properties, includ-
ing tilting of the Si/Al tetrahedra, tetrahedral distortion,
and disordering of the Li atoms. This Li ion disordering
also gives rise to significant ionic conductivity parallel to
the c axis of the material. Several authors have discussed
how the population of different Li sites at different tem-
peratures may influence thermal expansion properties. At
low temperatures, however, the principal mechanisms un-
derlying anisotropic expansion are tetrahedral tilting and
the expansion of an unusually short O–O bond which arises
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from edge sharing of LiO4 and SiO4 tetrahedra; tetrahedra
are described as lengthening parallel to c and shortening
perpendicular to this axis.

A second important member of the LAS family is β-
spodumene (LiAlSi2O6). Whereas β-eucryptite can be de-
scribed as a stuffed quartz structure, β-spodumene can
be described as derived from keatite, a high pressure
form of SiO2that has not been found in nature. Keatite
is a tetragonal material built from corner-sharing SiO4

tetrahedra and contains five- seven-, and eight membered
rings. β-Spodumene is derived from this structure and con-
tains Al/Si disordered across two tetrahedral sites and Li
disordered across four sets of split tetrahedral sites. β-
Spodumene again shows highly anisotropic behavior; the
c-axis expands and the a and b axes contract as temper-
ature increases. This effect has again been explained by
coupled rotations of tetrahedral groups.

One interesting application which has been demon-
strated for β-eucryptite, and for which materials such as
ZrW2O8 are also being investigated, is for athermalizing
fiber Bragg gratings (FBGs). FBGs are created in opti-
cal fibers by introducing a periodic modulation into the
refractive index of a material and can be manufactured
so that they have precisely controlled optical transmission
and reflection properties. As such they can be used to con-
trol the wavelength of light, combine lights of different
wavelengths, and split certain wavelengths from a fiber.
These are important properties needed, for example, in
wavelength-division multiplexing (WDM) for optical com-
munication networks.

One problem of FBGs is the thermal variation of the
Bragg wavelength λB, which is influenced by both the tem-
perature dependence of the refractive index (frequently
the dominant term) and the thermal expansion of the ma-
terials used. A typical temperature dependence in GeO2-
doped SiO2 at 1550 nm is 0.012 nm K−1. This temperature
dependence can be elminated by actively controlling the
temperature of the unit, though this is an expensive and
complex option. Passive control can be achieved by mount-
ing the grating on a negative expansion support. Early
designs relied on using two materials that have differ-
ent (positive) expansion to achieve this effect. By using an
NTE mount, both the reliability and ease of manufacture
may be improved. Corning, for example, reported a system
based on a β-eucryptite glass ceramic substrate in which
the temperature dependence of λB is reduced from 0.012
to 0.001 nmK−1. In this application, the microstructure
(determined by processing conditions) of the NTE support
is extremely important. By correct processing, it is possible
to reduce the expansion coefficient of β-eucryptite ceramics
from their crystallographic value of ∼ −0.4 × 10−6 K−1 to
as low as −7 × 10−6 K−1 (293–393 K). Achieving this high a
negative coefficient is important because the temperature
dependence of λB can be approximated by

dλB

dT
= 2�

[
dn
dT

+ nα

]
, (5)

where � is the grating spacing. For an average refrac-
tive index of n = 1.461 and a value of dn/dT = 11 ×
10−6 K−1 , a thermal expansion coefficient around −7.5 ×

10−6 K−1 is required to compensate for refractive index
changes (83).

A second interesting technical challenge in the develop-
ment of such devices is the production of frits for bonding
fibers to low or negative thermal expansion substrates. For
the device described before, Corning used SnO–ZnO–P2O5

inorganic frits containing Co/Mg2P2O7 fillers (84). These
fillers themselves undergo a martensitic transition that is
accompanied by a significant decrease in volume. This vol-
ume change can be used to adjust the expansion properties
of the frit to match the components it must bond.

Cordierite

Cordierite (Mg2Al4Si5O18) has been widely investigated
for its low thermal expansion properties (85). The struc-
ture can again be described in terms of a framework of
corner-sharing Al/SiO4 tetrahedra that form four- and six-
membered rings. There is an additional octahedral site
that is occupied by Mg. The Al and Si atoms in cordierite
are ordered in six-membered tetrahedral rings that have
an overall orthorhombic symmetry. In many synthetic sam-
ples, however, there is no such order, and the symmetry is
hexagonal; such materials have been called indialites. The
structure of cordierite is closely related to the mineral beryl
(Al2Be3Si6O18) in which the tetrahedral sites are occupied
by a mixture of Be and Si. Like many silicates, a variety
of cations can be doped into this structural type. Synthetic
solid solutions have been investigated using elements such
as Ga, Ge, and Mn; cation substitution again leads to con-
trollable changes in thermal expansion properties. Cation
substitutions in the beryl framework are also evidenced
in commercially important phases such as emerald (Cr/Fe
substitution) and related minerals such as aquamarine
(blue green), morganite (pink), and heliodor (yellow).

These materials (similarly to β-eucryptite and β-
spodumene) achieve a low overall volume expansion (typi-
cally <∼2 × 10−6 K−1 between 298 and 873 K) via signi-
ficant structural anisotropy. Most substituted cordierites
expand in the a–b plane and contract along the c axis. The
magnitude of c-axis contraction typically decreases as T
increases. In cordierite itself, c reaches a minimum value
around 500◦C. This behavior can again be ascribed to cou-
pled rotations of the constituent polyhedra. Cordierite ma-
terials are used extensively as low-expansion catalyst sup-
ports, especially in automative catalytic converters.

Selected Commercially Available Materials

Zerodur is a glass ceramic material developed by Schott
Glass for various applications where controlled low ther-
mal expansion is required (86). An initial glassy mate-
rial is produced that contains predominantly SiO2/Al2O3/
P2O3/Li2O, though it also has smaller amounts of cations
such as Zn, Mg, Ti, Zr, Na, and As. This glass is then sub-
jected to careful heat treatment to produce a composite
glass–ceramic containing approximately 70–78% crys-
talline material. The crystalline component has the β-
quartz structure and displays a negative coefficient of
thermal expansion which compensates for the positive
expansion of the glassy component. Correctly processed,
Zerodur can have a coefficient of thermal expansion as low
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as 0 ± 0.02 × 10−6 K−1. Zerodur is routinely fabricated in
blocks weighing several tons, and still larger blocks can
be manufactured for special applications. Circular mirror
blanks for high powered telescopes up to 8.6 m in diame-
ter that weigh 45 tonnes have been manufactured. Zerodur
also has extremely low permeability to He which has led
to its use as building frames for laser gyroscopes which
are used for angle measurements in aircraft, helicopters,
and in spacecraft such as the Ariane rocket. Other areas
of application include temperature stable distance spacers
in lasers, supports in microlithography, and in the imaging
optics for microchip manufacture.

In the 1960s Corning developed “ULE”, an ultra low
expansion titanium silicate glass. The average coefficient
of thermal expansion between 5 and 35◦C is certified as
0 ± 0.03 × 10−6 K−1. The thermal expansion properties of
ULE are unchanged by thermal cycling, regardless of the
heating rates employed. ULE lightweight mirror blanks
can also be produced that are reduced in weight up to
95% by using a frit bonding process to produce a “honey-
comb” structure whose cell walls are as thin as 1.3 mm. A
fusion-based process leading to an 80% weight reduction in
which small pieces of ULE are welded together was used to
manufacture the 2.4-m mirror blank for the Hubble Space
Telescope.
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INTRODUCTION

Triboluminescence is the emission of photons caused by
applying mechanical energy to a solid. The word Tribolu-
minescence, coined by Wiedemann (1) in 1895, has its root
in the Greek “tribein” to rub. The word has broad general
usage and covers a variety of mechanical methods of exci-
tation, spectroscopic origins of luminescence, and mecha-
nisms of excitation.

Triboluminescence (TL) has very long history. To the
best of our knowledge, TL was first reported by Francis
Bacon in the early seventeenth century and is mentioned
in The Advancement of Learning (2,3). He observed that
lumps of sugar emit light when they are scraped. At
present, it is known that nearly one-half of all inorganic
compounds and between one-quarter to one-third of all or-
ganic compounds exhibit TL. Spectroscopic examination
and characterization of the emitted light are useful for de-
termining the excited-state origins of TL. The best general
spectroscopic characteristics that can be expected from a
crystal is that the TL is similar to photoluminescence (PL)
at the same temperature. TL and PL spectra are expected
to be identical if the sole effect of a fracture is a population
of excited electronic states. The importance of perturba-
tions to the crystal and/or the emitting centers caused by
fracture is evidenced by the differences between PL and TL
spectra. For instance, some crystals show TL at room tem-
perature but do not exhibit PL at that temperature. More
commonly, a triboluminescent crystal exhibits PL, but the
TL spectrum contains features that are absent from the
PL spectrum. These features may be emission bands that
do not occur in the PL spectrum or changes in the relative
intensities of bands in the TL spectrum compared to those
in the PL spectrum.
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A number of different mechanisms are required to ac-
count for the phenomenon of TL, although its details are
still poorly understood. In this review, the mechanisms of
different types of TL along with their spectroscopic experi-
mental examples are given first. Then, our experimental
results on TL in inorganic crystals that contain rare-earth
ions are presented. Finally, the potential applications of TL
are briefly described.

CLASSIFICATION OF TL

The mechanisms by which TL is excited have not yet been
well clarified. Thus, in addition to elucidating excited-state
origins and spectral features that are possible due to ad-
vances in TL spectroscopy, classification of the mechanisms
of TL is required to understand the phenomenon. The four
mechanisms of triboexcitation that are currently under ac-
tive consideration can be broadly categorized as electri-
cally induced, thermally induced, chemically induced and
mechanically induced. Each consists of a broad range of
physical processes. As will be seen, the problem is not an
absence of mechanisms that can explain the excitation, but
rather is too many variable possibilities. The purpose of
this section to present briefly the mechanisms currently
under consideration.

Electrically Induced TL

The electrical mechanisms that have been proposed all
require that mechanical energy generates free electrons,
which leads to the emission of photons by electron collision
with molecules, recombination luminescence of cations and
anions, or electroluminescence (EL).

Piezoelectricity in a crystal from pressure requires that
the crystal be noncentrosymmetric (4). When a piezoelec-
tric crystal is cleaved or fractured, one of its newly created
surfaces becomes positively charged and the other surface
of the crack is negatively charged (Fig. 1). Generally, all
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Figure 1. Schematic illustration of charge separation in the crack
of a piezoelectric crystal. The crystal is subjected to a tensile stress
σ directed along a polar axis of the crystal.

Table 1. Examples of Triboluminescent Materials
Induced by Piezoelectricity

Materials References

Ditriphenylphosphine oxide manganese (7,8,10)
bromide

Triethylammonium tetrakis (dibenzoylmethide) (9,10)
europate

Sucrose (11)
Tartaric acid (6)
Uranyl nitrate hexahydrate (5,12)
Acenapthene (10,13)
Phthalic anhydride (10,13)
Phenanthrene (10)
Hexaphenylcarbodiphosphorane (14,15)
N-Isopropyl carbazole (16,17)
N-Acetyl anthranilic acid (10,14)
Doped zinc sulfide (ZnS) (18)

piezoelectric crystals exhibit the phenomenon of TL, and
the crystals that do not show TL are nonpiezoelectric (5).
Furthermore, several polymorphic crystals that belong to
the piezoelectric point group exhibit TL, whereas crystals
that do not belong to the piezoelectric point group do not
show TL (5). Walton et al. (6) calculated the voltage gen-
erated by the fracture of a piezoelectric crystal under the
assumption that the crystal is subjected to a tensile stress
directed along a polar axis of the crystal and estimated
whether or not the voltage is sufficient to initiate gas dis-
charge. The piezoelectric constant in this direction is gen-
erally of the order of 10−12C/N, and the stress near the tip
of a crack is of the order of 108N/m2. Thus, if it is assumed
that the relaxation time of the stress is less than the time
it takes for the fracture to spread across the crystal, the
charge density of the newly created surfaces is of the or-
der of 10−4C/m2. The electric field between the oppositely
charged density of newly created surfaces is ρ/ε0, that is,
nearly 107 V/m, where ρ is the charge density and ε0 is
the permittivity constant. Such a field has sufficient mag-
nitude to cause dielectric breakdown of the ambient gas.
Several examples of materials where triboluminescence is,
induced by piezoelectricity during facture are tabulated in
Table-1 (5–18). The TL of the first two materials is so in-
tense that it can be seen in daylight.

The TL spectrum of sucrose provided clear evidence of
emission from nitrogen gas molecules. The nitrogen emis-
sion observed corresponds to 3�u →3�g fluorescence (19). A
well-defined vibronic band structure is observed, as shown
in Fig. 2 (11). A minimum energy of 8.9 × 104cm−1 is needed
to excite nitrogen to its 3�u excited state. The ultraviolet
part of the nitrogen gas discharge can excite the PL of sur-
rounding materials; the TL of uranyl nitrate hexahydrate,
for instance, has such an origin (5,12). On the other hand,
it was found that the TL spectrum of Cu, Ag or Mn-doped
ZnS that is piezoelectric corresponds to the PL spectrum
that has a small shift in the energy of the peak maxima
(18). All of these shifts in TL spectra were in the same di-
rection as those observed upon applying hydrostatic pres-
sure. The spectrum of Cu-doped ZnS exhibits two bands
and matches the EL spectrum more closely than the PL
spectrum.
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Figure 2. Triboluminescent spectrum of sucrose, corresponding
to emission from a nitrogen molecule [from (11)].

In several cases, the crystals and glasses whose struc-
tures possess a center of symmetry and are nonpiezoelec-
tric exhibit TL. This means that processes other than piezo-
electricity are also responsible for charging newly created
surfaces. In alkali halides such as LiF and NaCl without
piezoelectricity, direct evidence of positive and negative
surface charges on fresh fracture surfaces was provided
by Wollbrandt et al. (20) using an electrostatic probe that
had a 100-µm spatial resolution. Such electrical activity
was so strongly supported by the observation that electro-
magnetic radiation in the radio range was detected coin-
cident with the fracture of LiF, NaCl, and MgO (21,22).
One possible source for creation of charged surfaces is the
motion of charged dislocations intersected by the fracture
surface (23,24). Another source is internal electrification
at cleavage or shear planes in the crystal (23,24). If the
charge density is sufficiently high, microdischarge takes
place in the vicinity of the crack tip, where catastrophic ion-
ization results in dielectric breakdown of the ambient at-
mosphere. The electrical discharge yields emission of pho-
tons, electron, and other particles that accompanies the
fracture of solids, including metals, semiconductors, and
insulators (25–27). The emission of photons, electrons, and
other particles can also excite other luminescent centers,
such as impurity ions or defect centers. Even in the ab-
sence of microdischarging, local concentrations of surface
charge accelerate previously emitted electrons toward the
surface. Because the energy of emitted electrons is in the
keV range (28), electron bombardment can be sufficiently
energetic to cause further emission of photons, electrons,
and other particles.

In the 1965 Matsushiro earthquake swarm, where
many cracks and fissure zones were formed at the surface
(29), luminescence, as well as an anomalous change in the
earth’s potential, was observed (30). Such surface crack-
ing causes emission of charged particles such as the exo-
electron, which is responsible for exciting luminescence,
as suggested by Brady and Rowell (31). They recorded the
emission spectra of photons induced by the fracture of rocks

such as granite and basalt in argon, helium, air, water, and
vacuum and found that the emission consists of line spectra
corresponding to the excitation of the ambient atmosphere.
Although many rock materials contain minerals, known as
piezoelectrics, the basalt was free from any strong piezo-
electric minerals. In addition, the spectrum of basalt in
argon was identical to that produced by granite in argon.
Deformation of piezoelectric minerals does occur during
fracture of rocks, but these facts imply that the piezoelec-
tric mechanism is not associated with TL in these minerals.
It was proposed that an exoelectron bombardment mecha-
nism is responsible for exciting the ambient atmosphere.

Moreover, photons, electrons, and other particles are
emitted by the fracture of silica glass (32–34). Silica glass
has excellent optical properties that can be used for prac-
tical applications. One of the superior properties of silica
glass as an optical material is high transparency, which
makes it possible to use silica glass as windows, lenses,
prisms, waveguides, and fibers for optical telecommunica-
tions. Kawaguchi (34) investigated the time-resolved TL
of silica glass in vacuum and nitrogen atmosphere. Two
emission bands at 1.9 and 2.7 eV were observed in the
spectra. The 1.9-eV band peaks around 5µs and decays
around 100µs after the instant of fracture. The 2.7-eV
band rises in about 50 µs, peaks around 500 µs, and decays
in several tens of milliseconds after fracture. The energy
position and the time response of the two bands were
similar to those in PL. The 2.7-eV band was ascribed to the
luminescence of oxygen vacancies on the fracture surface
of the silica glass, and the 1.9-eV band was related to
relaxation of nonbridging oxygen hole centers. A plausible
mechanism by which TL can be excited is that the defect
centers created at fracture are excited by collisions of
emitted electrons and ions. Another mechanism is that the
defect centers are excited directly during defect formation
by mechanical energy supplied.

Chemically Induced TL

Chemical reaction takes place between atoms and ions lib-
erated during the fracture of crystals, and subsequently,
the release of energy gives rise to luminescence. Moreover,
molecules of the surrounding gases are absorbed or ad-
sorbed on newly created surfaces when the solid is frac-
tured, and the release of energy in this process causes lumi-
nescence. Kasemo and Walden (35) reported spontaneous
emission of photons and electrons during chemisorption of
chlorine on sodium. Kasemo (36) also observed lumines-
cence during chemisorption of oxygen on aluminum and
magnesium surfaces.

Thermally Induced TL

When fracture occurs, plastic work is transformed into
heat. The heat produced near the crack tips either stim-
ulates the defect centers and causes luminescent excita-
tion or leads to blackbody radiation or incandescent emis-
sion if it is very high. Although incandescent emission does
not involve luminescence, it is included here to account for
different processes of light emission during deformation or
fracture.



P1: GIG/GIG P2: GIG/GIG QC: FCH/UKS T1: FCH

PB091-T-DRV January 24, 2002 15:36

TRIBOLUMINESCENCE, APPLICATIONS IN SENSORS 1057

Wick (37) pointed out that the TL of X- or γ -ray irradi-
ated synthetic fluorites (CaF2) that contain different rare-
earth ions occurs by deformation-induced thermolumines-
cence. The TL spectra were composed of emission bands
characteristic of trivalent rare-earth ions such as Dy and
Tb. Deformation-induced thermoluminescence was also ob-
served for X- or γ -ray irradiated alkali halides (6). On the
other hand, by solving the thermal conduction equation,
it was shown that temperatures of the order of 104 K can
be sustained within the plastically strained regions in the
vicinity of crack tips (6). Fracture of alkali halide crystals
such as LiF, NaF, and NaCl in vacuum was accompanied by
flashes of high temperature luminosity, that is, incandes-
cent TL (6). The blackbody curves were fitted to the spectra
by assuming a temperature of 104 K for LiF and NaF and of
6 × 103 K for NaCl. Because these temperatures are higher
than the melting points of the samples, it was postulated
that the time taken by the crack to grow by a length equal
to the diameter of the local hot spot is less than the time
for the heat to be conducted away through the body of the
crystal.

Chapman and Walton (38) measured TL spectra of a va-
riety of glasses and of crystalline quartz cut slowly by a ro-
tating diamond-impregnated saw blade and found that the
TL spectra resemble the emission of a blackbody radiator at
a temperature that corresponds to that of the heated ma-
terial. Emission temperatures were estimated at around
1850 K for armor plate glass, 2100 K for Pyrex glass, 2400 K
for soda lime glass, 2300 K for high-density lead glass, and
2800 K for cut quartz. Because the TL spectra of quartz and
glasses did not contain incandescent emission during frac-
ture, it seems that the blackbody emission produced during
cutting of these materials by an diamond-impregnated saw
blade is attributable to the heat produced by the friction
between the blades and the samples.

Mechanically Induced TL

There is a possibility that thermally activated electronic
transitions occur in large strain or high stress regions. This
effect is the inverse of thermal radiationless quenching of
excited states. When displacements along the configura-
tion coordinate fluctuate greatly, the potential curves of
the ground and excited states cross each other (Fig. 3),
and the subsequent transition of excited electrons to the
ground state gives rise to luminescence. The mechanism
of radiationless transitions that lead to a population of
excited electronic states in large strain or high stress re-
gions near a crack tip was theoretically advanced by Lin
et al. (39). Recently, Li and his co-workers (40,41) inves-
tigated TL during cleavage of semiconductors, and found
that when the number of atomic bonds that are broken on
an average cleaved pair of surfaces is about 1015, the num-
ber of emitted photons is nearly 108–109. The observation
that the number of emitted photons is much less than the
number of broken bonds reveals that the cleavage process
is mainly nonradiative. It appears that the TL of Si, Ge,
InP, and other semiconductors is caused by radiationless
transitions via thermal excitation, where the interatomic
distance among some of the atoms of broken bonds is very

E

E
ne

rg
y

Configuration coordinate
r

|g>

|e>

Figure 3. Schematic illustration of TL originating from an ex-
cited electronic state via radiationless transition. The |g 〉 and |e 〉
represent the potential energy curves of ground and excited states,
respectively.

large and therefore, the thermal movement of electrons
from the ground state to the excited state is possible.

On the other hand, Chapman and Walton (42) observed
TL for single crystals of fluorite (CaF2) doped with Tb3+,
Dy3+, Sm3+, or Eu3+. The crystals were chosen because
the possibility of piezoelectrically induced TL can be ruled
out. When the crystals were cut by a diamond-impregnated
circular saw, the TL spectra show significantly more struc-
ture than the room-temperature PL spectra. Although the
excited-state origins of TL are rare-earth ions, it is likely
that emitting rare-earth ions are located in the vicinity
of the tip of a growing crack and/or on the faces of the
virgin crack, where the applied stress is concentrated in
a severely distorted crystal lattice. Hence, the rare-earth
ions are subjected to a significantly distorted environment
for time of the order of an atomic vibrational period. This,
in turn, leads to changes in the Frank–Condon factors and
thus to enhanced vibrational spectral components. The per-
turbing effect of high stress or large strain on electronic
structures unambiguously appears in TL spectra. How-
ever, questions remain as to whether or not the TL of
fluorites doped with rare-earth ions originates from the
population of excited electronic states by radiationless
transitions because the microdischarge of gas molecules
takes place in nonpiezoelectric crystals, as mentioned be-
fore. Photons that originate from the microdischarge may
excite the rare-earth ions, and subsequently yield TL. Mea-
surements of TL in fluorites without rare earths are needed
to reveal the detailed mechanisms of TL.

TL OF OXIDE CRYSTALS DOPED WITH RARE EARTHS

Rare-earth-doped inorganic crystals and glasses have op-
tical properties that are interesting and important from
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fundamental and practical viewpoints. The optical prop-
erties of rare-earth-doped inorganic materials are appli-
cable to the development of optoelectronics devices such
as lasers, optical amplifiers, optical memories, and op-
tical modulators. As mentioned in the previous section,
some inorganic crystals doped with rare-earth ions ex-
hibit TL. For instance, TL was observed in single crys-
talline fluorite (CaF2) doped with trivalent rare-earth ions,
and it was shown that the rare-earth ions are responsi-
ble for TL (42). As for oxide materials, our research group
found that polycrystalline hexacelsians (BaAl2Si2O8 and
SrAl2Si2O8) doped with rare-earth ions exhibit TL caused
by the 4f–4f and/or 4f–5d electronic transitions of rare-
earth ions (43–45). Intense TL was also observed in poly-
crystalline Sr3Al2O6:Eu,Dy and SrAl2O4:Eu2+, as revealed
by Akiyama et al. (46) and Xu et al. (47,48), respectively. In
addition, Sage et al. (49) demonstrated TL in a rare-earth
complex and urged its application to sensing of structural
damage and fracture.

In the next section, we describe our recent experimental
results for TL in polycrystalline oxides doped with rare-
earth ions.

TL of Hexacelsians Doped with Rare Earths

The fact that polycrystalline barium hexacelsians
(BaAl2Si2O8) doped with rare-earth ions exhibit TL was
accidentally discovered by Ishihara et al. (43). The poly-
crystalline samples were prepared from reagent-grade
BaCO3, Al2O3, SiO2, and rare-earth oxides. After the raw
materials were mixed thoroughly, the mixture was heated
above the melting point of BaAl2Si2O8. A densified body
of polycrystalline BaAl2Si2O8 doped with rare-earth ions
was obtained by cooling from its liquid state. The crystal
structure of BaAl2Si2O8 is schematically illustrated in
Fig. 4. The structure consists of layers of silicate and
aluminate structural units between which Ba2+ layers are
inserted.

TL was measured at room temperature while press-
ing the polycrystalline samples with a pressure device. TL
spectra were obtained by using a CCD detector equipped
with a multichannel analyzer. Photoluminescence (PL)
spectra were measured using a fluorescence spectropho-
tometer for comparison. As an example, TL (solid circles)
and PL (solid line) spectra of BaAl2Si2O8:Dy3+ are shown
in Fig. 5. The emission lines at 483, 576, and 662 nm in
both TL and PL spectra are ascribable to the 4F9/2–6H15/2,
4F9/2–6H13/2, and 4F9/2–6H11/2 transitions of Dy3+, respec-
tively. The peak positions and the relative intensities of the
emission lines in the TL spectrum are almost identical to
those in the PL spectrum. It is unambiguous that the TL is
caused by the electronic transitions of the doped Dy3+ ions.
Figure 6 shows TL (solid circles) and PL (solid line) spec-
tra of BaAl2Si2O8:Tb3+. The excitation wavelength for PL
is 350 nm. All of the emission lines observed in the TL spec-
trum are assigned to the 5D4–7FJ and 5D3–7FJ transitions
of Tb3+, as indicated in the figure. The emission lines due
to the 5D3–7F4 and 5D3–7F5 transitions in the TL spectrum
do not appear in the PL spectrum, presumably because the
excitation wavelength (350 nm) is not suitable for emission
from the 5D3 state. In fact, these emission lines become

BaAl2Si2O8

Hexagonal
a = 0.525 nm
c = 0.784 nm

Ba
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Figure 4. Schematic illustration of crystal structure of
BaAl2Si2O8.
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Figure 5. TL (closed circles) and PL (solid line) spectra of a
BaAl2Si2O8:Dy3+ polycrystal.
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Figure 6. TL (closed circles) and PL (solid line) spectra of a
BaAl2Si2O8:Tb3+ polycrystal.

visible in the PL spectrum when the excitation wavelength
is changed to 250 nm. Similar TL and PL spectra were
obtained for polycrystalline SrAl2Si2O8:Tb3+. Thus far, TL
characterized by the electronic transitions of doped rare-
earth ions was observed in BaAl2Si2O8 doped with Eu2+,
Sm2+, Sm3+, Yb2+, or Ce3+ and SrAl2Si2O8 doped with Eu2+

or Dy3+, in addition to the examples previously mentioned.
In our early work on the TL of hexacelsians, we argued that
the emission peak of TL is shifted to a longer wavelength
compared with PL for 4f–5d transitions (44). However, the
difference in the peak position between TL and PL spectra
is explained mainly in terms of the incomplete sensitivity
correction of the detector used for measuring TL, in ad-
dition to the fact that the S/N ratio in the TL spectra is
very low.

It is also known that TL is observed in BaAl2Si2O8 with-
out intentional dopants. The TL spectrum of BaAl2Si2O8

without intentional dopants manifests intense emission
lines at around 315, 335, 355, and 380 nm, as shown in
Fig. 7. Whether or not a crystal exhibits TL depends on its
crystal structure. Table 2 shows the relationship among
crystal structure, piezoelectricity, and the presence of TL,
as summarized by Chandra (5). The hexacelsian has a
space group of symmetry D6h (P6/mmm) which precludes
piezoelectricity according to this table. Nonetheless, TL is
observed for a hexacelsian without intentional dopants, as
shown in Fig. 7. Brady and Rowell (31) proposed that the
light emission observed in earthquakes is caused by exo-
electron excitation of the ambient atmosphere. Nakayama
(50) found that many charged particles are emitted from
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Figure 7. TL spectrum of a BaAl2Si2O8 polycrystal without any
intentional dopants.

mica when it is scratched and argued that triboemission
originates from a discharge from ambient atmosphere in
the vicinity of the frictional surface. A comparison between
Figs. 2 and 7 reveals that the TL spectrum observed for
BaAl2Si2O8 without intentional dopants is ascribable to
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R3Al5O12

RAlO3

(R = Eu, Dy)

Figure 8. X-ray diffraction pattern of a SrAl2O4:Eu2+,Dy3+ poly-
crystalline sample prepared by the conventional solid-state reac-
tion. All of the diffraction lines but those indicated by closed and
open circles, which are ascribable to R3Al5O12 and RAlO3 (R cor-
responds to Eu3+ and/or Dy3+), are assigned to SrAl2O4.
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Table 2. Relationship among Crystal Structure, Piezoelectricity, and TL proposed by Chandra (5)

Point Group

International Schoenflies
Crystal System Symbol Symbol

Piezoelectricity Triboluminescence
(present: + (present: +
absent: −) absent: −)

Triclinic 1 C1 + +
1 C1 − −

Monoclinic 2 C2 + +
m = 2 Cs + +
2/m C2h − −

Orthorhombic 222 D2 + +
mm2 C2v + +
mmm D2h − −

Tetragonal 4 C4 + +
4 S4 + +

4/m C4h − −
422 D4 + +
4mm C4v + +
42m D2d + +

4/mmm D4h − −
Trigonal 3 C3 + +

3 S6 − −
32 D3 + +
3m C3v + +
3m D3d − −

Hexagonal 6 C6 + +
6 C3h + +

6/m C6h − −
622 D6 + +
6mm C6v + +
6m2 D3h + +

6/mmm D6h − −
Cubic 23 T + +

m3 Th − −
432 O + +
43m Td + +
m3m Oh − −

the light emission brought about by the discharge from ni-
trogen molecules. The discharge presumably results from
cleavage at the Ba2+ layer of the BaAl2Si2O8. Doped
rare-earth ions are excited by photons caused by the dis-
charge from nitrogen molecules because a TL was mea-
sured in air. The excited rare-earth ions lead to lumines-
cence due to 4f–5d and/or 4f–4f transitions.

TL of Alkaline-Earth Aluminates Doped with Rare Earths

As described before, intense TL was observed from poly-
crystalline Sr3Al2O6:Eu,Dy and SrAl2O4:Eu2+ (46–48).
Rare-earth-doped strontium aluminate crystals are very
interesting because some of them exhibit long lasting phos-
phorescence (51). In particular, SrAl2O4 doped with Eu2+

and Dy3+ shows intense phosphorescence that lasts a very
long time. The long lasting phosphorescence is a phe-
nomenon where a solid irradiated by UV or white light
beforehand continues to emit light even after the excita-
tion ceases. In this section, we mention our experimen-
tal results for TL of polycrystalline SrAl2O4:Eu2+,Dy3+,
Dy3+-doped (Sr,Ba)Al2O4, and (Sr,Ca)Al2O4 polycrystals.

An interesting application of the TL of SrAl2O4:Eu2+ for
sensing stress was demonstrated by Xu et al.(47,48) and is
cited in the following section.

Figure 8 shows the X-ray diffraction pattern of polycrys-
talline SrAl2O4:Eu2+,Dy3+ prepared by the conventional
solid-state reaction. Although very weak diffraction lines
ascribed to R3Al5O12 and RAlO3 (R corresponds to Eu3+

and/or Dy3+) are observed, as indicated by solid and open
circles in the figure, almost all of the diffraction lines are
attributable to SrAl2O4. In addition, although Dy3+ and
Eu3+ form the crystalline phases previously mentioned,
some of the Dy3+ and Eu2+ ions are incorporated into the
SrAl2O4 phase and replace the Sr2+ ions because the sam-
ple exhibits long lasting phosphorescence.

Figure 9 shows photographs of TL taken at various peri-
ods using a video camera after uniaxial compressive stress
was applied to the SrAl2O4:Eu2+,Dy3+polycrystal. In the
figure, the periods calculated from the shutter velocity of
the video camera are represented below each photograph
as times of 0s to 11/30s, respectively. No luminescence was
found before the fracture of the sample (at 0s). A green
emission is clearly observed in the photographs after the
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0s 1/30s 2/30s

3/30s 4/30s 5/30s

6/30s 7/30s 8/30s

9/30s 10/30s 11/30s

Figure 9. Photographs of the TL of a SrAl2O4:Eu2+,Dy3+polycrystal. The photographs were taken
at various periods after a uniaxial compressive stress was applied to the sample. In (48), a real-time
image of stress-induced luminescence was also demonstrated for SrAl2O4:Eu2+. Here, it should be
stressed that our TL data are based on the fracture of solids, whereas nondestructive deformation
of the crystal gives rise to TL in (48).
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Figure 10. TL (closed circles) and PL (solid line) spectra of a
SrAl2O4:Eu2+,Dy3+ polycrystal.

fracture of the sample, although the stress required for
the fracture could not be estimated by using our equip-
ment. Because the TL was measured after the long lasting
phosphorescence ceased, the luminescence in Fig. 9 is un-
doubtedly caused by fracture of the sample. In Fig. 9, it is
observed that the part that exhibits green emission within
the sample varies from place to place with time. This time
dependence results from the possibility that the stress is
not applied uniformly to the polycrystalline sample.

TL (solid circles) and PL (solid line) spectra of
SrAl2O4:Eu2+,Dy3+ are shown in Fig. 10. The excitation
wavelength for PL is 330 nm. A broad band is observed
at around 500–520 nm in both spectra. The wavelength
region of this broad band coincides with the green emis-
sion. A comparison of the broad band between TL and PL
spectra reveals that the peak position and the profile are
similar to, indicating that the origin of the luminescence
is the same as that of TL. This broad band is ascribable to
the 4f65d–4f7 transition of the doped Eu2+ ion. Emission
due to the 4f–4f transitions of Dy3+ is not observed in the
TL nor the PL spectrum.

In PL, light at a wavelength of 330 nm excites Eu2+

ions, and radiative decay in Eu2+ is observed. It is thought
that Dy3+ plays the role of acceptor for an electron or a
positive hole in long lasting phosphorescence (51,52). As
for TL, emission of electrons, ions, and photons takes place
when triboluminescent solids are fractured. Hence, the fol-
lowing model is proposed for the mechanism of TL in a
SrAl2O4:Eu2+,Dy3+ polycrystal. Initially, photons emitted
by the fracture of SrAl2O4 excite Eu2+ ions. Some excited
electrons relax to the ground state of Eu2+ and radiate.
Other electrons and positive holes also formed by the ex-
citation are trapped at defect sites relevant to Dy3+, and
luminescence due to recombination of the hole and elec-
tron at the Eu2+ site takes place via long lasting phospho-
rescence. We speculate that the former process is domi-
nant because the emission does not last for a long period,

as indicated in Fig. 9. The intensity of green emission de-
cays rapidly (within one second or so), as found in the pho-
tographs in Fig. 9. Another possible cause of TL is fracture-
and/or deformation-induced thermoluminescence (53). The
frictional heat generated by the fracture and/or deforma-
tion of a crystal stimulates an electron and trapped at a
defect site in advance, and the recombination of the re-
leased electron and a hole trapped beforehand at the Eu2+

site (i.e., Eu3+) yields the emission due to Eu2+. It is com-
monly known that the europium ion can be in its trivalent
state (Eu3+) in many solids.

Note that another mechanism was proposed by Xu et al.
(47) for TL based on the nondestructive deformation of
SrAl2O4:Eu2+. They argued that a positive hole trapped
at a certain localized level in the energy gap is released
by the movement of a dislocation which is caused by the
deformation of the crystal, and that the recombination
of the hole with an electron trapped at the Eu2+ site
(i.e., Eu+) gives rise to the emission of photons as TL.
Nonetheless, the monovalent state of europium ion (Eu+)
is unusual from the chemical viewpoint, and the existence
of Eu+ is unclear, to date. Thus, the mechanism of TL in
this material is controversial.

To clarify the influence of crystal fracture on the local
structure and on the luminescent properties of doped rare-
earth ions in alkaline earth aluminates, we have measured
TL in Dy3+-doped (Sr,Ba)Al2O4 and (Sr,Ca)Al2O4 polycrys-
tals. Dy3+ was selected because the coordination state rele-
vant to Dy3+, including the coordination symmetry around
Dy3+ and the electronic state of the chemical bond between
Dy3+ and a ligand, can be readily deduced from the rela-
tive intensity of the emission lines assigned to the 4f–4f
transitions of Dy3+. Besides, one can alter the ligand field
around Dy3+ systematically by using a solid solution such
as (Sr,Ba)Al2O4 and (Sr,Ca)Al2O4 as the host material. It is
known that broad composition ranges of solid solution are
present and the compositional dependence of the lattice pa-
rameter manifests a monotonic variation in the SrAl2O4–
BaAl2O4 and SrAl2O4–CaAl2O4 systems (54). According to
X-ray diffraction analysis, the substitution of Sr by Ba in
the (Sr,Ba)Al2O4 system does not lead to any change in
the crystal structure when the amount of Ba that replaces
Sr is less than 40 mol%. The structure of Sr1−xBaxAl2O4

polycrystals prepared by the conventional solid-state re-
action is mainly monoclinic (α-SrAl2O4 structure) at least
for x < 0.4, although the hexagonal phase (BaAl2O4 struc-
ture) exists mainly when the concentration of Ba2+ is larger
than 40 mol%. On the other hand, for the SrAl2O4–CaAl2O4

system, a drastic change in the X-ray diffraction pattern,
that is, crystal structure, is observed when the composition
changes from Sr0.9Ca0.1Al2O4 to Sr0.8Ca0.2Al2O4, whereas
the crystal structure of SrAl2O4 is very similar to that
of Sr0.9Ca0.1Al2O4. The Sr1−xCaxAl2O4 polycrystals take
pseudohexagonal and monoclinic structures for x > 0.2 and
x < 0.2, respectively.

TL spectra of (Sr,Ba)Al2O4 and Sr0.9Ca0.1Al2O4 doped
with Dy3+ are shown in Fig. 11. Three emission lines are
observed in all of the spectra. These lines are assigned
to the 4f–4f transitions of Dy3+; the emission lines at
around 480, 575, and 660 nm are attributable to the 4F9/2–
6H15/2, 4F9/2–6H13/2, and 4F9/2–6H11/2 transitions of Dy3+,
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Figure 11. TL spectra of Dy3+-doped (a) Sr0.6Ba0.4Al2O4,
(b) Sr0.8Ba0.2Al2O4, (c) Sr0.9Ba0.1Al2O4, (d) SrAl2O4, and
(e) Sr0.9Ca0.1Al2O4. The assignment of emission lines is indicated
in the figure.

respectively, as indicated in the figure. These samples ex-
hibit PL as shown in Fig. 12. These spectra were obtained
under excitation at 350 nm. All of the emission lines in
the figure are attributed to the 4f–4f transitions of Dy3+,
as indicated in the figure. Noted that TL was barely ob-
served in Sr0.8Ca0.2Al2O4:Dy3+ and Sr0.6Ca0.4Al2O4:Dy3+,
although these compounds exhibit PL under excitation
at 350 nm. Presumably, this occurs because the crystal
structure of Sr0.8Ca0.2Al2O4 and Sr0.6Ca0.4Al2O4, a pseu-
dohexagonal structure, is different from those of the other
compounds; the other crystalline phases take a monoclinic
structure, as mentioned before.

Comparison of Figs.11 and 12 suggests that the inten-
sity ratio of the 480-nm emission (4F9/2–6H15/2 transition)
to the 575-nm emission (4F9/2–6H13/2 transition) is almost
independent of the composition for the TL spectra, whereas
the relative intensity of the 480-nm emission to the 575-nm
emission varies with composition for the PL spectra. Be-
sides, the intensity ratio of 480-nm emission to 575-nm
emission is smaller in the TL than in the PL spectra.
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Figure 12. PL spectra obtained under excitation at 350 nm
for Dy3+-doped (a) Sr0.6Ba0.4Al2O4, (b) Sr0.8Ba0.2Al2O4,
(c) Sr0.9Ba0.1Al2O4, (d) SrAl2O4, and (e) Sr0.9Ca0.1Al2O4.
The assignment of emission lines is indicated in the figure.

To visualize this relationship, the integrated intensity
was evaluated for the 480-nm and 575-nm emissions, and
the intensity ratio was plotted against the mean ionic
radius of the alkaline earth in the crystal in Fig. 13. The
open and closed circles correspond to TL and PL, respec-
tively. The ratio I(480nm)/I(575nm) increases as the mean ionic
radius increases for PL, whereas the ratio is almost inde-
pendent of the mean ionic radius for TL. The intensity ra-
tio is also smaller for TL than for PL. Two possibilities are
suggested to explain this phenomenon. One is the effect of
self-absorption (55); the photons emitted from an optically
active center such as rare-earth ions are reabsorbed by the
other active center in TL. Because TL usually occurs within
the bulk, photons are reabsorbed until they come out of the
bulk. A comparison among TL, PL, and excitation spectra
for the transition that corresponds to 480 nm is shown for
SrAl2O4:Dy3+ in Fig. 14. The TL, PL, and excitation spec-
tra are represented by closed circles, solid line, and open
circles, respectively. An overlap of the PL and the excita-
tion spectra is observed at around 475 nm. Although it is
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Figure 13. Variation of integrated emission intensity ratio,
I(480 nm)/I(575 nm) vs. the mean ionic radius of the alkaline earth
in the crystals. Open and closed circles denote the TL and PL,
respectively.

difficult to compare the integrated intensity of these emis-
sion and absorption lines quantitatively, the possibility of
self-absorption cannot be ruled out.

Another possibility for the difference in relative emis-
sion intensity between TL and PL spectra involves the
characteristics of the ligand field around Dy3+. It is well
known that the emission intensity for each electronic tran-
sition of a rare-earth ion can be approximately connected
to ligand fields via the Judd–Ofelt theory (56,57). Accord-
ing to this theory, the radiative transition probability for
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Figure 14. TL (closed circles), PL (solid line), and excitation (open
circles) spectra at around 480 nm for SrAl2O4:Dy3+.

the electric dipole transition A is expressed as

A =
(

64π2e2

3h (2J + 1)

) (
1
λ3

) (
n(n2 + 2)2

9

)
S(aJ : bJ ′), (1)

where h is Planck’s constant, J is the total angular momen-
tum, n is the refractive index, e is the elementary electric
charge, λ is the peak wavelength of the emission line, and
S(a J :b J′) is the line strength for the transition between
the |a〉 and |b〉 states. The line strength S(aJ :bJ ′) is ex-
pressed by

S(aJ :bJ ′) =
∑

t=2,4,6

�t|〈aJ‖U(t)‖bJ ′〉|2, (2)

where 〈aJ‖U(t)‖bJ′〉 is the reduced matrix element that can
be calculated for each electronic transition of rare-earth
ions. The reduced matrix element is independent of the
difference in the environment in which the rare-earth ion
is located. On the other hand, because the parameter �t

includes the distance between the rare-earth ion and the
ligand, the charge of the ligands, and so forth, �t varies
depending on the kinds of ligand fields and the rare-earth
ions. The line strength in Eq. (2) is proportional to the inte-
grated intensity of the lines in the optical absorption and
emission spectra, so that the � parameter which repre-
sents the characteristics of ligand fields is reflected by the
integrated intensity of absorption and emission lines. It
is thought that �2 is relevant to the coordination sym-
metry of ligands and �6 is an indicator of the covalency
of the chemical bond between a rare-earth ion and a lig-
and (58,59). As for the Dy3+, the integrated intensity ra-
tio of 480-nm to 575-nm emissions correlates with �6/�2.
This suggests that the integrated intensity ratio becomes
small when the coordination symmetry for Dy3+ is low (60).
Hence, the variation of the relative integrated intensity for
PL shown in Fig. 13 indicates that the ligand field for Dy3+

changes as the size of alkaline earth ion changes, as ex-
pected. Presumably, this variation is based on the average
coordination structure around Dy3+ because Dy3+ ions can
occupy at least two different positions at Sr2+ sites in the
SrAl2O4 crystal (61). On the other hand, the fact that the
relative integrated emission intensity is almost indepen-
dent of the mean ionic radius of the alkaline earth in TL
suggests that the average coordination symmetry for Dy3+

which gives rise to the TL does not change even though the
kind of alkali-earth ion is varied. Furthermore, the smaller
value of I(480 nm)/I(575 nm) in TL spectra compared with PL
spectra indicates that the average coordination symmetry
for Dy3+, which brings about the TL, is low. Consequently,
it is suggested that the TL observed is the emission of pho-
tons from Dy3+ placed in a distorted site such as a fractured
surface and/or the vicinity of a crack tip.

APPLICATIONS OF TL

Recent findings for rare-earth-doped materials that show
intense TL have attracted attention because of their po-
tential application for sensing structural damage, fracture,
and deformation. We describe one example of sensing de-
formation demonstrated by Xu et al. (47,48) using the
SrAl2O4:Eu2+ polycrystal. They mixed the SrAl2O4:Eu2+



P1: GIG/GIG P2: GIG/GIG QC: FCH/UKS T1: FCH

PB091-T-DRV January 24, 2002 15:36

TRIBOLUMINESCENCE, APPLICATIONS IN SENSORS 1065

powder with an optical epoxy resin to make a composite
disk 25 mm in diameter and 15 mm thick. A compressive
stress was applied in the direction of the diameter. As a re-
sult, an intense green emission was observed. Besides, the
emission intensity was distributed within the disk, and
the distribution of emission intensity fairly coincides with
the distribution of deformation calculated by using a the-
ory of elastics. Similarly, Xu et al. (62) showed that an ar-
tificial skin that consists of piezoluminescent film (ZnS)
could act as a self-diagnosing material to detect mechan-
ical stress remotely by visible light emission. Sage et al.
(49) also proved the effectiveness of TL for sensing struc-
tural damage. They prepared composite materials doped
with Eu, Tb, and Mn complexes that exhibit intense TL.
They successfully showed that these materials are useful
for real-time monitoring of the magnitude and the location
of structural damage. These experiments demonstrate that
the distribution of stress and damage within a solid can be
visualized by using TL materials.
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INTRODUCTION

Structural systems that have a built-in capability to sense
external stimulus and respond to it depending on a prede-
termined criteria are commonly referred to as smart struc-
tures. An example of a smart structure is a flexible satellite
antenna that can sense its own vibration and apply correc-
tive action to dampen it out. A smart structure consists of
four major components: the structure itself, sensors, actua-
tors, and the control system. Smart structures can achieve
performance objective that cannot be achieved by a tra-
ditional passive structure. Through the use of an active
control system, a lightweight structural member can repli-
cate the vibration suppression characteristics of a heavy
structural member. To be effective, the design of the struc-
ture and the achievable control performance must be con-
sidered in an integrated manner. This approach enables
the trade-offs among structural weight, geometry, and con-
trol performance to be optimized to achieve a specified op-
erational characteristic.

Large flexible space structures (LFSS) have lightly
damped vibrational modes that range from very low
to high frequencies. The degradation to mission perfor-
mance caused by structural flexibility must be elimi-
nated. Conflicting requirements of structural stiffness and
lightweight must be balanced by the structural engineer.

There are two possible ways of dealing with flexibility in a
structure: use stiffer structural members, which increase
weight, or augment the inherent damping in the structure.
Due to weight restrictions, only the second approach is fea-
sible. Viscoelastic materials can be used to passively aug-
ment the damping of the high-frequency modes. Unfortu-
nately, these materials do not provide significant damping
for low-frequency modes. As it is the low-frequency modes
that most severely impact structural performance, active
damping is required.

Active damping techniques make use of sensors and ac-
tuators to measure structural deflection and perform cor-
rective action. This minimizes the maximum deflection am-
plitude and the settling time of the undesired oscillations.
These techniques require a knowledge of the dynamic be-
havior of a structure. Complex structures are modeled
mathematically using analytical techniques based on fi-
nite element analysis, or experimental model identification
based on modal testing. In our research, we use analytical
techniques to develop a dynamic model. The model is then
validated by empirical modal tests.

One issue that arises, when modeling a dynamic system
for control purposes, is the accuracy of the model behavior,
compared to that of the actual structure. The dynamics
of a LFSS are theoretically characterized by infinite-order
eigenfunction expansions. In practice, some form of model
reduction is used to develop a finite-order state-space
model. The state space model is used for both controller de-
sign and simulation. The modeling error of dynamics takes
two forms: neglected high-order modes and inaccurately
modeled low-order modes. The errors associated with the
low-order modes are due to uncertainty in the knowledge of
mechanical parameters, and simplifications taken during
the modeling process. The analytical modeling approaches
assume an a priori damping factor of zero. Empirical tests
must be used to determine the correct damping factors.
Empirical testing of the LFSS in a terrestrial laboratory
is problematic, due to the effects of gravity and the atmo-
sphere, as the structures are intended for use in the zero
gravity and vacuum of space. Accordingly, the controller
design methodology must be able to cope with the inher-
ent uncertainty in the model of the structural dynamics.

Active Vibration Control of Flexible Structures

The linear–quadratic–Gaussian control method, or LQG
control, was developed in the 1960s and is capable of ob-
taining controllers for multiple input–multiple output sys-
tems such as the ones in consideration in this article.
LQG controllers give good response when model dynam-
ics are known exactly. However, LQG controllers do not
necessarily cope well with model uncertainty (1). Further-
more, the infinite bandwidth of LQG controllers can excite
unmodeled higher-order dynamics. This effect is termed
the “spillover problem” (2). Allen et al. (3) applied the
LQG method directly to the problem of vibration sup-
pression in a truss structure. They employed a frequency-
weighted LQG method in which the system dynamics are
augmented with bandpass filters for the input and output
signals. This compensated for the traditional deficiencies
of LQG controllers: the bandpass filters restricted the con-
trol bandwidth to frequencies over which the structural
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dynamics were well modeled. They demonstrated the lim-
ited bandwidth and robustness characteristics of their con-
troller design on an experimental truss structure.

The H∞ control design method (4–6) has recently been
applied to the problem of control of large flexible space
structures. This method enables the design of a controller
that robustly stabilizes a system in the presence of bounded
structured and unstructured uncertainties. Furthermore,
the control design can also incorporate performance re-
quirements that must be met in the presence of uncertain-
ties. Current research is focused on the manner in which
uncertainties and performance can be specified to obtain a
useful controller design.

Buddie et al. (7) used a “weighted gap optimization”
approach for the synthesis of the H∞ controller, employ-
ing input and output weighting functions to “shape” the
open loop response of the system. Experiments performed
on both a flower-shaped structure and a truss structure
successfully achieved an increased damping for partic-
ular modes while maintaining a specified level of ro-
bustness. Their experiments made use of momentum ex-
change actuators that were operated by linear dc motors.
The accelerometer sensors were collocated at the actua-
tor locations, and their signals are integrated to provide
velocity.

A good survey on the subject of vibration problems asso-
ciated with flexible spacecraft is provided by van Woerkom
(8). In particular, he discusses the OGO series of satellites
and the Hubble space telescope. He gives an overview of
the various control techniques that were applied to stabi-
lize these satellites.

Piezoelectric Materials in Smart Structures

The use of piezoelectric materials as sensors and actuators
in flexible systems has been a topic of research since the
mid-1980s. Hubbard and his collaborators (9,10) proposed
the application of piezoelectric polymer (PVDF) as actuator
for the active damping of beams with different boundary
conditions. The sensors employed were tip-mounted lin-
ear and angular accelerometers for the case of cantilever
beams and a base-mounted angular accelerometer for the
case of the simply supported beam. They used several lin-
ear and nonlinear velocity–feedback control techniques to
artificially increase the modal damping ratios of the flexi-
ble beams. These control laws were applied to rectangular
and spatially varying distributed PVDF films, with volt-
age levels of up to ±250 V. A significant level of damping
increase was attained, particularly when using nonlinear
on–off velocity–feedback control.

Crawley and de Luis (11) developed a quasi-static
analysis procedure for modeling the interaction between
rectangular piezoelectric materials and the structure to
which they are attached. They considered the cases of

Table 1. Dimensions and Mechanical Properties of Polycarbonate Tubing

Outside Diameter Thickness Young’s Modulus Density
Material (mm) (mm) (N/m2) (kg/m3)

Polycarbonate 12.7 1.5875 2.35 × 109 1.2 × 103

surface-bonded and embedded actuators, in bending and
extension. Their predictions were compared to experi-
ments performed on cantilevered beams of various mate-
rials and actuator placement. Lee and Moon (12) analyzed
the effect of etching and splicing to shape the electrode
of a piezoelectric film. Lee and Moon constructed a modal
sensor that was able to observe a single mode of a flexible
plate. Miller and his co-workers (13,14) showed that spa-
tial filters could also be realized in terms of etched piezo-
electric films. A state feedback control law can be imple-
mented by etching piezoelectric films; this has the poten-
tial of simplifying the hardware required for control. Vaz
(15–18) used the quasi-static analysis procedure of Craw-
ley and de Luis to develop interaction equations for model-
ing the behavior of shaped piezoelectric sensors and actu-
ators. The interaction equations were validated through
experimental testing; (19–21). The interaction equa-
tions were generalized into a finite element framework
in (7,22,23).

TRUSS STRUCTURE CONFIGURATION

A truss structure was designed to be a testbed for evalu-
ating potential control techniques for LFSS using piezo-
electric actuators and sensors. The design criteria for the
selection of the final configuration were the following:

1. Have similarity to structures used in flexible struc-
ture literature.

2. Include at least 10 modes under 100 Hz.
3. Not include local bending of truss members in first 5

modes of vibration.
4. Meet cost, weight, and actuation power require-

ments.

The structure was constructed from polycarbonate tub-
ing with 12.7 mm outer diameter, connected at the nodes by
joining blocks. The polycarbonate material was selected be-
cause of its advantages over metals such as aluminum and
steel in this application. The main selection criteria were
cost, machinability, weight, strength, electrical properties,
ease of assembly, and bonding of piezoelectric materials
to the structure. Table 1 shows the mechanical properties
and the dimensions of the polycarbonate tubes used in the
structure, including the parameters needed for the finite
element simulation. The configuration of the structure is
shown in Fig. 1. The truss members represented by the
dark lines undergo the most strain during vibration of the
truss structure. These truss members are ideally suited to
sensor and actuator placement.

The truss structure was vertically cantilevered at the
bottom, and it was composed of six vertical bays, each a
300-mm cube. The thick lines represent the active truss
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Figure 1. Configuration of the truss structure.

members, which are fitted with sensors and actuators. Not
all the active truss members are to be used in the control
design simultaneously. The design was iterated until the
desired design criteria were met. The structure was ap-
proximately 1800 mm high. Figure 2 gives a detailed view
of two bays of the structure, showing more clearly the topo-
logy of the truss. At each junction there is a joining block,
also made of polycarbonate material.

Figure 2. Detail of two bays.

Figure 3. Experimental truss structure.

The experimental truss structure is shown in Fig. 3. The
truss members are bonded to the junction blocks using a
liquid plastic solvent containing methylene chloride. The
associated electronics are shown in the background. The
five gray boxes contain the custom designed high-voltage
amplifiers. The amplifiers are powered by an HP 6521A dc
power supply. Accelerometers are placed at the top of the
structure. The lower portion of the truss structure is shown
in closeup in Fig. 4. The active truss members are the lower
truss members that have bonded piezoelectric films.

The active truss members are fitted with two identi-
cal polyvinyldene fluoride (PVDF) rectangular piezoelec-
tric sensors. One sensor measures the open circuit voltage,
which is proportional to the strain. The second measures
the short circuit current, which is proportional to the strain
rate. In the midspan of the active truss member, there is
a piezoceramic actuator, which receives the control signal
and transforms it into actuation forces.

FINITE ELEMENT AND MODAL ANALYSIS
OF THE TRUSS STRUCTURE

In the finite element method, a continuous structure is dis-
cretized into a finite number of elements (24). This con-
verts the dynamics of the continuous structure, with infi-
nite number of degrees of freedom, to a finite-dimensional
representation. The discretized structure has dynamics
that are characterized by a system of ordinary differential
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Figure 4. Active truss members.

equations, whereas the continuous structure dynamics
are characterized by a system of partial differential
equations.

Assembly of Finite Element Model

The truss members are modeled by an interconnected set of
rod elements. A rod element has two nodes with one degree
of freedom per node that corresponds to the displacement
in the axial direction. Figure 5 shows a diagram of the
rod element. The displacement is varies linearly along the
rod element. The nodes are labeled with a local numbering
scheme LNODE = {1, 2}. The axial displacement of at local
node i is denoted by ξi for i = 1, 2.

The mesh used for the finite element model with rod el-
ements is shown in Fig. 6. The nodes are placed at the junc-
tions, and are indicated by star symbols. The cross section
of the rod elements is indicated by the ovals at midspan.
Using rod elements is equivalent to assuming that the
structure is pin-jointed, and thus the strain profile along
each element is constant. For this reason, increasing mesh
density, by partitioning the truss members with additional
rod elements, would not alter the strain profile. Concen-
trated mass elements are added at each junction to sim-
ulate the effect of the extra weight of the junction blocks,
and are denoted in by small squares coincident with the
nodes. The finite element model has 83 rod elements and
28 nodes. Each node has 3 degrees of freedom; hence the
structure has a total of 84 degrees of freedom. The struc-
ture is fixed at the base; this restricts 3 degrees of freedom
at each of the four base nodes, for a total of 12 constrained
degrees of freedom.

Local Node 1 Local Node 2 

k
1ξ  

k
2ξ  

Figure 5. Rod element k.

Figure 6. Finite element mesh for the rod element model.

The nodes are labeled with a global numbering scheme
GNODE = {1, 2, . . . , n}, where n = 28. Each truss member
is associated with a unique rod element. The rod ele-
ments are labeled with a global numbering schemeGELEM =
{1, 2, . . . , m}, where m = 83. The function GNODE maps a
global element number and a local node number to global
node number; that is, GNODE: GELEM × LNODE → GNODE.

Each node has three coordinates that define its unde-
formed position with respect to a global coordinate frame.
We let pα

1 , pα
2 , and pα

3 respectively denote the x, y, and z po-
sition coordinates of node α, α ∈ GNODE. The 123 coordinate
frame is an alternate representation of the x-y-z coordinate
frame: 1 corresponds to x, 2 to y, and 3 to z. We consider
a rod element k with nodes α and β, where k ∈ GELEM, and
α, β ∈ GNODE. The projection of the length of rod element k
on axis i of the global the coordinate coordinate frame is
given by

�pk
i =

∣∣∣pα
i − pβ

i

∣∣∣, i = 1, 2, 3. (1)

The length of rod element k, denoted by Lk, is given by

Lk =
√(

�pk
1

)2 + (
�pk

2

)2 + (
�pk

3

)2
. (2)

The direction cosines for rod element k are computed as

cos θk
i = �pk

i

Lk
, i = 1, 2, 3. (3)

When the truss structure is subjected to forces, the rod
elements deform and the nodes move from their rest posi-
tion. To illustrate this, we let qα

1 , qα
2 , and qα

3 , respectively,
denote the x, y, and z coordinates of the displacement of
the deformed position of node α, α ∈ GNODE, from its unde-
formed position. We consider a rod element k with nodes α

and β, where k ∈ GELEM, and α, β ∈ GNODE. The components
of the deformation of rod element k, in the global coordinate
frame, can be found by subtracting the node displacements
as follows:

�qk
i =

(
qβ

i − qα
i

)
sgn

(
pβ

i − pα
i

)
, i = 1, 2, 3. (4)

The component of deformation �qk
i corresponds to an elon-

gation if �qk
i > 0, and a compression if �qk

i < 0. The total
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deformation �qk
TOTAL of the rod element k is given by

�qk
TOTAL = �qk

1 cos θk
1 + �qk

2 cos θk
2 + �qk

3 cos θk
3 , (5)

where cos θk
i is the direction cosine of element k and axis i.

The strain of element k, denoted by εk, is given by

εk = �qk
TOTAL

Lk
. (6)

Now, let qα denote the displacement vector at node
α, α ∈ GNODE. The composite displacement vector q com-
prises the displacement vectors at each node of the struc-
ture. These vectors are defined as

q =




q1

...
qn


 , qα =




qα
1

qα
2

qα
3


 . (7)

Let �qk denote the deformation vector of element
k, k ∈ GELEM. The composite deformation vector �q com-
prises the deformation vectors at each element of the struc-
ture. These vectors are defined as

�q =




�q1

...
�qm


 , �qk =




�qk
1

�qk
2

�qk
3


 . (8)

The composite total deformation vector �qTOTAL comprises
the total deformations of each element of the structure. In
particular, �qTOTAL is defined as

�qTOTAL =




�q1
TOTAL
...

�qm
TOTAL


 . (9)

The composite strain vector ε comprises the strains of each
element of the structure. In particular, ε is defined as

ε =




ε1

...
εm


 . (10)

The 3m× 3n matrix S is constructed so that

�q = Sq. (11)

In particular, the ab element of S, denoted by (S)ab, is given
by

where 1 ≤ a ≤ 3m and 1 ≤ b ≤ 3n.
The m× 3m block diagonal matrix R is constructed so

that

�qTOTAL = R�q. (12)

In particular, R is given by

R= diag
[(

cos θ1
1 ,cos θ1

2 ,cos θ1
3

)
, . . . ,

(
cosθm

1 ,cos θm
2 ,cosθm

3

)]
.

(13)

The m× m matrix N is constructed so that

ε = N�qTOTAL. (14)

In particular, matrix N is given by

N = diag
[

1
L1

,
1
L2

, · · · , 1
Lm

]
. (15)

Consider further an element k with local displacements
ξk

1 and ξk
2 as shown on Fig. 5. The local displacements

can be determined from the displacement vector q. In
particular,

ξk
1 = cos θk

1 qGNODE(k ,1)
1 + cos θk

2 qGNODE(k,1)
2

+ cos θk
3 qGNODE(k ,1)

3 , (16)

ξk
2 = cos θk

1 qGNODE(k ,2)
1 + cos θk

2 qGNODE(k ,2)
2

+ cos θk
3 qGNODE(k ,2)

3 .

In accordance with the above expressions, a 2 × 3n matrix
Gk

e is constructed so the following relationship holds.[
ξk

1

ξk
2

]
= G k

e q. (17)

In particular, the ab element of Gk
e , denoted by (Gk

e)ab, is
given by

(
Gk

e

)
ab

=




cos θk
i

0

if some i ∈{1, 2, 3} and k ∈ GELEM satisfies
a = 1 and b = 3 [GNODE (k, 1) − 1] + i,
or
a = 2 and b = 3 [GNODE (k, 2) − 1] + i,
otherwise,

The following mass and stiffness matrices are obtained
from finite element modeling (24): the rod element k has
a consistent mass matrix Mk

e , and a consistent stiffness

(S)ab =




sgn
(

pGNODE(k,1)
i − pGNODE(k,2)

i

)
if some i ∈ {1, 2, 3} and k ∈ GELEM satisfies
a = 3(k − 1) + i and b = 3[GNODE (k, 1) − 1] + i,

sgn
(

pGNODE(k,2)
i − pGNODE(k,1)

i

)
if some i ∈ {1, 2, 3} and k ∈ GELEM satisfies
a = 3(k − 1) + i and b = 3[GNODE (k, 2) − 1] + i,

0 otherwise,
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matrix K k
e given by

Mk
e = ρk Ak

CSLk

6

[
2 1
1 2

]
and Kk

e = Ek Ak
CS

Lk

[
1 −1

−1 1

]
.

(18)
Element k has the parameters density ρk, cross-sectional
area Ak

CS, Young’s modulus of elasticity Ek, and length Lk.
The mass matrix of the complete structure, M, is given by

M =
m∑

k=1

(
G k

e

)T
Mk

e G k
e . (19)

The matrix M is positive definite. To incorporate the effect
of the junction block masses, concentrated mass elements
are added at the nodes. The stiffness matrix of the complete
structure, K, is given by

K =
m∑

k=1

(
G k

e

)T
K k

e G k
e . (20)

The matrix K is positive semidefinite.
The result of a finite element discretization of a struc-

ture is a system of ordinary differential equations, which
are called the free system model:

Mq̈ + Kq = f, (21)

where q is the displacement vector and f is a vector of actu-
ation forces applied to the structure. The vector f is defined
in a later section where the operation of piezoelectric film
actuators is explained. Equation (21) does not incorporate
the boundary conditions associated with the structure. Ac-
cordingly, Eq. (21) has n = 84 degrees of freedom.

In the structure shown in Fig. 1, the bottom four nodes
are clamped to the support base. Hence the displacements
at nodes 1, 2, 3, and 4 are zero; that is, qα

i = 0 for i =1,
2, 3 and α =1, 2, 3, 4. Hence there are 12 restricted de-
grees of freedom. There are n = 72 constrained degrees of
freedom. The constrained displacement vector q only in-
cludes the components qα

i , i =1, 2, 3, and α ∈ GNODE, that
are not forced to be zero. The n × n matrix P maps q to q
by q = Pq. For our truss structure, the corresponding P
matrix is given by

P = [0n×12, In×n]. (22)

Note that the following relationship also holds: q = PTq.
The constrained mass matrix M and the constrained stiff-
ness matrix K are given by

M = PMPT and K = PK PT. (23)

The matrices M and K can be from obtained from M and K,
respectively, by deleting the rows and columns associated
with the clamped nodes. The constrained system model is

M q̈ + K q = f , (24)

where f = Pf .

Modal Analysis

The constrained system model, Eq. (24), is used to model
the dynamics of the structure. The vibrational mode shapes
and their frequencies are obtained from an eigenvalue
analysis of Eq. (24). Since M is positive definite, the fol-
lowing eigenvalue problem has n solutions:

ω2
j M v̂j + K v̂j = 0 for j = {1, 2, . . . ,n}. (25)

Order the eigenvalues ω2
j and eigenvectors v̂ j so that

ω2
j ≤ ω2

j+1. Construct the modal matrix � so that � =
[v̂1, . . . , v̂n]. Construct the modal frequency matrix � so
that � = diag[ω2

1, . . . , ω
2
n]. The vectors vj, j = {1, 2, . . . ,n},

are normalized according to the following relationships:

�TM� = I,
(26)

�TK� = �.

The modal matrix � defines a coordinate transformation
from the modal coordinate vector η to the physical coordi-
nate vector q, that is,

q = �η. (27)

Substituting this in the system model and premultiplying
by �−1, the system model yields the modal model of the
system:

�TM�η̈ + �TK �η = �T f ,

which is equivalent to

η̈ + �η = �T f . (28)

To account for structural damping, a diagonal modal damp-
ing matrix H can be added.

η̈ + Hη̇ + �η = �T f . (29)

The matrix H has the following form

H = diag[2ζ1ω1, 2ζ2ω2, . . . , 2ζnωn], (30)

where ζ j is the damping factor for mode j, 0 ≤ ζ j ≤ 1, j =
{1, 2, . . . ,n}. The form of the model in equation (30) has
the advantage that it is uncoupled, since the matrices
� and H are both diagonal. The damping factors ζ j, j =
{1, 2, . . . ,n}, can be determined from either material prop-
erties or experimentation.

The finite element modeling program I-DEAS (25) is
used to analyze the truss structure. The program allows a
structure to be defined in a graphical manner. The program
constructs a representation of Eq. (24) once the material
properties and boundary conditions are defined. The modes
of the structure are obtained by solving Eq. (25) to obtain
the mode shapes v̂ j and frequencies ω j for j = {1, 2, . . . ,n}.
The graphical representations of the first four mode shapes
are given in Fig. 7.
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Figure 7. Mode shapes and frequencies of the structure.

ACTUATOR AND SENSOR CONSTRUCTION

Table 2 shows some of the relevant mechanical and piezo-
electric properties of the piezoelectric materials used in
this research. For sensor construction, polyvinyldene flu-
oride (PVDF) piezoelectric film was selected. This mate-
rial was chosen because it produces relatively large volt-
ages for a given strain (high g31 coefficient). For actuator
construction, the piezoceramic material lead zirconate ti-
tanate (PZT) was selected. Piezoceramics produce a rela-
tively high strain for a given electric field (high d31 coeffi-
cient).

The sensors and actuators piezoelectric films are at-
tached to the tubular truss member as illustrated on Fig. 8.
The actuators are cylindrical shells of ceramic PZT mate-
rial, split longitudinally to facilitate the installation in the
active truss members. The sensors are rectangular pieces
of PVDF. The sensors are installed in pairs: one PVDF film
measures strain, whereas the other measure strain rate.
The dimensions of the sensors and actuators are given
in Table 3. The length is measured along the axis of the
truss member; the width refers to the dimension along the

circumference of the member, and the thickness is mea-
sured across the radius, as shown on Fig. 8. A sensor film
has length Lk

s , width Wk
s , and thickness tk

s , whereas an ac-
tuator has length Lk

a, width Wk
a , and thickness tk

a .
For later convenience, we introduce the following nota-

tion: Let SSEN = {1, 2, . . . , r} be the index set for the piezo-
electric film sensor pairs on a truss member. The function
SEN maps a sensor number to a global element number;
that is, SEN: SSEN → GELEM. Let SACT = {1, 2, . . . , r} be the
index set for the piezoelectric film actuators on a truss
member. The function ACT maps an actuator number to
a global element number; that is, ACT: SACT → GELEM.

FORMULATION OF THE STATE SPACE DYNAMIC MODEL

In this section the dynamic interaction equations for the
piezoelectric sensors and actuators with the finite element
model are derived. The interaction equations are used to
formulate the state space model of the dynamic equations.
The state space model is the canonical form for designing
control systems and simulation.
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Table 2. Properties of Piezoelectric Materials

Young’s
d31 g31 Modulus Permitivitty

Material Application (C/N) (V m/N) E (N/m2) ∈ (F/m)

PVDF Sensor 23 × 10−12 216 × 10−3 2 × 109 106 × 10−12

BM527 (PZT) Actuator 215 × 10−12 7 × 10−3 6.9 × 1010 3.54 × 10−8

Observation Matrix for
the Piezoelectric Sensor

The open circuit voltage voc(t) of a piezoelectric film sensor
is proportional to the strain of the film. The short circuit
current isc(t) of a piezoelectric film sensor is proportional
to the strain rate of the film. Let vk

oc(t) and ik
sc(t) denote the

open circuit voltage and short circuit current associated
with the piezoelectric film attached to the truss member
k, k ∈ GELEM. Lee and Moon (12) developed equations relat-
ing the deformation of a piezoelectric film and the resulting
open circuit voltages and short circuit currents. Adapting
these equations yields the following equations for the open
circuit voltage vk

oc(t) and short circuit current ik
sc(t):

vk
oc(t) = −dk

31s Ek
s Wk

s

Ck
s

Lk
s∫

0

εk
s (x, t)dx, (31)

ik
sc(t) = −dk

31s Ek
s Wk

s

Lk
s∫

0

∂εk
s (x, t)
∂t

dx, (32)

where dk
31s is the transverse piezoelectric charge to stress

ratio, Ek
s is the Young’s modulus of the film, Wk

s is the width
of the piezoelectric film, Ck

s is the capacitance of the film,
and εk

s (x, t) is the strain profile of the piezoelectric film.
Note that the subscript s denotes parameters of the sensor
film, while superscript k denotes the rod element associ-
ated with the truss member to which the sensor is attached.

Modeling the truss member with rod elements yields a
strain profile that is constant along the tubular truss mem-
ber. Hence the strain for element k can be represented as
εk(t), and determined from Eq. (6). Due to the negligible
thickness of the PVDF sensor films, and the hardness of

kr

k
sL

Piezoelectric Element
 

Tubular Truss 
Member k 

k
sW

k
st

Figure 8. Piezoelectric film attached to tubular truss member.

the epoxy, we assume εk
s (x, t) = εk(t). Accordingly, the ex-

pressions for the open circuit voltage and closed circuit
current simplify as

vk
oc(t) = γ k

Voc
εk

s (t), γ k
Voc

= −dk
31s Ek

s Wk
s Lk

s

Ck
s

, (33)

ik
sc(t) = γ k

Isc
ε̇k

s (t), γ k
Isc

= −dk
31s Ek

s Wk
s Lk

s . (34)

>From the preceding equations, it is easy to see that mea-
surements of open circuit voltage and short circuit current
can be employed to obtain the strain and strain rate in a
truss member. By using Eqs. (6), (10), and (11), the above-
mentioned voltage and currents can be related to the dis-
placement of vector q in Eq. (7).

Let the composite vector of open circuit voltages Voc(t),
and the composite vector of short circuit currents Isc(t) be
given by

Voc(t) =


vSEN(l)

oc...
vSEN(r)

oc


 and Isc(t) =


iSEN(l)

sc ...
iSEN(r)
sc


 . (35)

Matrices MVoc and MIsc of size r × m can be constructed so
that

Voc = MVocε and Isc = MIsc ε̇. (36)

In particular, the ab elements of matrices MVoc and MIsc are
given by

(
MVoc

)
ab

=
{

γ SEN(a)
Voc

if b = SEN(a),
0 otherwise,

(37)

(
MIsc

)
ab

=
{

γ SEN(a)
Isc

if b = SEN(a),
0 otherwise,

(38)

where 1 ≤ a ≤ r and 1 ≤ b ≤ m.

Control Matrix for the Piezoelectric Actuator

In the following derivation, perfect bonding between a
piezoelectric film and the truss member is assumed. This
is a valid assumption due to the hardness of the epoxy used
to bond the piezoelectric films. The manner in which the

Table 3. Dimensions of Sensors and Actuators

Length Width Thickness
Application Material (mm) (mm) (mm)

Sensor PVDF 42 17.0 28×10−3

Actuator BM527 (PZT) 25.4 39.9 1.0
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strain in a substructure varies when it is bonded to a piezo-
electric film is given by a coupled set of partial differential
equations analyzed in (11,16). For the case of perfect bond-
ing, with a substructure undergoing axial deformation, the
following simplification is possible. The piezoelectric strain
εa

(
ξ̄
)

at the normalized coordinate ξ̄ , where ξ̄ = −1 de-
notes one end of the piezoelectric film, and ξ̄ = +1 denotes
the other end, is given by the formula

εa
(
ξ̄
) = �

� + 2

[
ε+

SUB + ε−
SUB

2
−

(
ε+

SUB − ε−
SUB

2

)
ξ̄ + 2

�
�

]
(39)

The strain of the substructure at ξ̄ = −1 and ξ̄ = +1 are
denoted by ε−

SUB and ε+
SUB, respectively. The stiffness ratio

between the piezoelectric film and the substructure is de-
noted by �. The effective strain of due to the piezoelectric
effect is denoted by �. Although the strain of the piezo-
electric film is the same as the strain of the substructure
underneath the film, the strain of the substructure is dif-
ferent in locations not covered by the film.

We will now adapt Eq. (39) to the case where the sub-
structure is a truss member modeled by a rod element.
In such a case, the substructure strains at either end of
the piezoelectric film are identical; this corresponds to
ε−

SUB = ε+
SUB. Hence the strain over the piezoelectric film

is uniform. The strain of a piezoelectric film bonded to the
truss member associated with rod element k is denoted by
εk

a, and given by

εk
a =

(
�k

�k + 2

)
εk +

(
2

�k + 2

)
�k

a, (40)

where εk is the strain of the truss member k on the por-
tion not underneath the piezoelectric film, and �k

a is the
effective strain due to the piezoelectric effect. The effective
strain �k

a is given by

�k
a =

(
dk

31a

tk
a

)
vk

a, (41)

where vk
a is the voltage applied to the piezoelectric film

associated with element k. The stiffness ratio for element
k is given by

�k = Ek tk

Ek
a tk

a
, (42)

where Ek and Ek
a are, respectively, Young’s modulus of elas-

ticity for the truss member k and the piezoelectric film ac-
tuator attached to it; tk and tk

a are, respectively, the thick-
ness of truss member k and the piezoelectric film actuator
attached to it.

When there is perfect bonding between a piezoelectric
film and its substructure, the force exerted by the piezo-
electric on the structure is concentrated at the ends of the
piezoelectric film (11,16). Let gk

e denote the force exerted
by the ends of piezoelectric film on the truss member as-
sociated with element k. Summing the stress at the end of

the piezoelectric yields

gk
e = Ek

a Ak
aCS

(
εk

a − �k
a

)
, (43)

where Ak
aCS is the cross-sectional area of the piezoelectric

actuator film bonded to truss member k. The transmitted
forced can be rearranged as

gk
e = gk

eSTIFF + gk
eACTIVE, (44)

where

gk
eSTIFF = µk

STIFF εk, (45)

gk
eACTIVE = µk

ACTIVE vk
a, (46)

and

µk
STIFF = Ek

a Ak
aCS

(
�k

�k + 2

)
, (47)

µk
ACTIVE = −Ek

a Ak
aCS

(
�k

�k + 2

) (
dk

31a

tk
a

)
. (48)

The force gk
e has two components. The component gk

eSTIFF
is the passive force due to the intrinsic elasticity of the
piezoelectric film, which augments the stiffness of the truss
member. The component gk

eACTIVE is the active force con-
tributed by the piezoelectric effect that varies with the ap-
plied voltage vk

a.
Equations (45) and (46) only define the forces gk

eSTIFF and
gk

eACTIVE for truss members k that have a piezoelectric film
actuator; that is, k = ACT( j) for some j ∈ SACT. We extend
the definition to all truss members in the following manner.
For all k ∈ GELEM,

gk
eSTIFF =

{
µk

STIFF εk, if k = ACT ( j) for some j ∈ SACT,

0 otherwise;

and

gk
eACTIVE =

{
µk

ACTIVE vk
a, if k = ACT ( j) for some j ∈ SACT,

0 otherwise.

Let the composite vector of passive element forces gk
eSTIFF,

and the active element forces geACTIVE be given by

geSTIFF =




g1
eSTIFF

...
gm

eSTIFF


 and geACTIVE =




g1
eACTIVE

...
gm

eACTIVE


 .

(49)
Let the composite vector of applied voltages Va be given

by

Va =




vACT(l)
a ...

vACT(r̄)
a


 . (50)
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The m× m matrix YSTIFF is constructed so that

geSTIFF = YSTIFF ε, (51)

where strain vector ε is given by Eq. (10). In particular, the
ab element of matrix YSTIFF is given by

(YSTIFF)ab =



µACT(a)
STIFF if a = b and a = ACT ( j) for some

j ∈ SACT,

0 otherwise,

for 1 ≤ a ≤ m and 1 ≤ b ≤ m.
The m× r matrix YACTIVE is costructed so that

geACTIVE = YACTIVEVa. (52)

In particular, the ab element of matrix YACTIVE is given
by

(YACTIVE)ab =
{

µACT(b)
ACTIVE if a = ACT (b) and b ∈ SACT,

0 otherwise,

for 1 ≤ a ≤ m and 1 ≤ b ≤ r.
In the context of finite element model, Eq. (21), the ap-

plied force f has two components:

f = fSTIFF + fACTIVE, (53)

where

fSTIFF = ST R TYSTIFF NRS q (54)

and

fACTIVE = ST R TYACTIVEVa. (55)

Matrices S, R, and N are defined in Eqs. (11), (13), and (15),
respectively.

State Space Model Construction

In this section, we construct a state space model for the
modal model of Eq. (29). The canonical form of a state space
is shown below.

ẋ = Ax + Bu,

(56)y = Cx + Du.

The state x of the modal model is the composite vector
of mode amplitudes η and mode amplitude rates η̇. The
input vector u is the vector of voltages applied to piezo-
electric actuators Va. The output vector y is the composite
vector of open circuit voltages and short circuit currents
for the piezoelectric film sensors. In particular, x, u, and y
are given by

x =
[

η

η̇

]
, u = Va, and y =

[
Voc

Isc

]
.

The dimension of the modal amplitude vector η is the num-
ber of modes in the model. Although the constrained sys-
tem model in Eq. (29) has n =72 modes, we can construct
a model with a reduced set of modes. This is typically done
to simply the computational complexity of control design.
For a ñ mode model, 1 ≤ ñ ≤ n, state space matrices are
A, B, C, and D are given by

A =
[

0 Iñ×ñ

−�ñ −Hñ

]
+ �T

ñ ST RTYSTIFF NRSPT�ñ, (57)

B = �T
ñ ST RTYACTIVE, (58)

C =
[

Mνoc NRSPT�ñ 0
0 MIsc NRSPT�ñ

]
, (59)

D = 02r×r̄, (60)

where

�ñ = [v̂1, v̂2, . . . , v̂ñ], (61)

�ñ = diag
[
ω2

1, ω
2
2, . . . , ω

2
ñ

]
, (62)

Hñ = diag [2ζ1ω1, 2ζ2ω2, . . . 2ζñωñ]. (63)

The modal matrix �ñ contains the first ñ eigenvectors of
Eq. (25).

Two state space models are used for modeling the dy-
namics of the truss structure. A low-order design model
is used for controller design, and a high-order evalua-
tion model is used to simulate the controller performance.
The design model retains the first five modes (ñ = 5) and
assumes no damping (ζ j = 0, j = 1, 2, . . . , 5). This is con-
sistent with the fact that the true damping of structure
is not known until it is tested. The evaluation model
retains the first 30 modes (ñ = 30) and uses the esti-
mated modal damping factors (ζ j = 0.004, j = 1, 2, . . . , 30)
obtained from empirical tests on the structure.

CONTROL DESIGN AND SIMULATIONS

LFT Framework for H∞ Feedback Control Design

A robust H∞ feedback controller has been designed for the
truss structure. To obtain the controller using this tech-
nique, the dynamic model of the system has to be written
in lower linear fractional transformation (LFT) form. This
formulation framework is convenient because it allows for
the inclusion of the effects of the sensor and control dis-
turbances, as well as loop-shaping weights on the inputs
and outputs. Figure 9 shows the block representation of the
lower LFT form of the control problem. The signal z is the
exogenous output, y is the controlled output, w is the exo-
genous input, and u is the control input. The relationship
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Figure 9. Lower LFT representation of control problem.

between these signals can be represented in the following
manner:

ẋ = Ax + B1 w + B2 u,

z = C1x + D11 w + D12 u, (64)

y = C2x + D21 w + D22 u.

In the LFT framework, it is desired to minimize the H∞
norm from w to z. The nature of these signals and their
relationship to controller design is explained later.

Consider the state space model of the truss dynamics in
Eq. (56). The model has the matrix transfer function P̂(s)
that is given by

P̂(s) = C(sI − A)−1 B + D (65)

Figure 10 shows the conventional block diagram of the
closed loop control system, including the sensor noise nand
disturbances d to the control. In order to put the problem
in the LFT framework, we aggregate the unwanted inputs
n and d into an exogeneous input signal w. We also aggre-
gate the signals that we wish to penalize, the state x and
the control input u, into an exogenous output signal z. The
resulting exogenous input and output vectors are

w =
[

d
n

]
, z =

[
x
u

]
. (66)

Different frequency ranges in the input signals and outputs
can be penalized through the use of loop-shaping filters.
This is illustrated in Fig. 11 for a system in lower LFT
form with an input filter Ŵ1 and an output filter Ŵ2.

)(sP )(sK

n
+

+

+

+

d

y u

Figure 10. Block diagram of the closed loop system.

Figure 11. Shaping of the open loop.

The system model can be uncertain over different fre-
quency ranges. For example, uncertainty in the high-
frequency region can result from modal truncation. Uncer-
tainty in the low frequency can result from low-frequency
disturbances being applied to the system due to ground
movements. The uncertainty can be handled by specify-
ing appropriate filters in Ŵ1, such as a bandpass filter,
to introduce robustness to the perturbations in the model
dynamics. The output filter Ŵ2 can be used to introduce
performance requirements by placing weights on different
elements of the control signal and state space. These speci-
fication techniques are explained by Zhou et al. (6)

The dynamic controller that minimizes the H∞ norm of
the closed loop is given by (26)

K̂ = Ck(sI − Ak)−1 Bk + Dk (67)

The state space matrices that form the controller are found
from the solution of the following matrix inequality

HXL + Q∗ J∗ PXL + PXL JQ < 0, (68)

where the unknowns are XL and J. The matrices in equa-
tion (65) are defined as follows.

J =
[

Ak Bk

Ck Dk

]
, HXL =


 A

∗
XL + XL A XLB C

∗

B
∗
XL −I D∗

11
C D11 −I


 ,

A =
[

A 0
0 0nk×nk

]
, B =

[
B1

0

]
, B =

[
0 B2

I 0

]
,

C =
[

0 I
C2 0

]
, C = [C1 0],

D21 =
[

0
D21

]
, D12 = [0 D12],

PXL =
⌊

B∗ XL 0 D∗
12

⌋
, Q = ⌊

C D21 0
⌋

.

Gahinet (26) shows that if a controller with the struc-
ture in Eq. (67) exists, then XL is given by

XL =
[

X X2

X∗
2 I

]
, X − Y−1 = X2 X∗

2, (69)
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where X and Y are the solutions to the following linear
matrix inequalities.

[
Ny 0
0 I

]∗

 A∗ X + XA XB1 C1

B∗
1 X −I D∗

11
C1 D11 −I


 [

Ny 0
0 I

]
< 0,

(70)

[
Nx 0
0 I

]∗

 AY + YA∗ B1 YC∗

1
B∗

1 −I D∗
11

C1Y D11 −I


 [

Nx 0
0 I

]
< 0,

(71)
The matrices Nx and Ny are full rank and satisfy the fol-
lowing.

Im(Ny) = Ker[B∗
2 D∗

12],

Im(Nx) = Ker[C2 D21].

Once XL has been found, the matrix inequality given in
Eq. (68) becomes linear. Accordingly, Eq. (65) can be solved
using LMI solution techniques to obtain the matrix J. The
controller matrices (Ak, Bk, Ck, Dk) are obtained as parti-
tions of J. The numerical solutions to the above LMI prob-
lems can be obtained using the LMI Lab toolbox (27) in
MATLAB (28).

Controller Design for Vibration Suppression of Truss

In the simulations, an impact test was performed. Fig-
ure 12 shows the location of the impact. Sensor-actuator
pairs were placed on the four truss members indicated by
thick lines. This selection is made due to the high axial
strains that these truss members undergo compared to
other members in the first five vibrational modes. All the
considered modes are controllable and observable with this
sensor and actuator configuration.

The controller for the truss is designed using a five mode
reduced order model of the dynamics. The truss members
with both sensors and actuators are shown in Fig. 12. The
state space matrices A, B, C, and D are, respectively, given
by Eqs. (57) to (60) with ñ = 5. The corresponding LFT rep-
resentation is obtained as follows:

B1 = [0·1B 010×4], B2 = B,

C1

[
Q

04×10

]
, C2 = C,

D11 = 014×8, D12 =
[

010×4

R

]
,

D21 = 0.01 × [04×4 I4×4], D22 = D.

The Q and Rare weights on the state and control are given
by

Q = diag [20 20 30 40 50 0 0 0 0 0] and

R = 1 × 104 I4×4.

This choice corresponds to a 10% actuation disturbance
and 1% sensor noise. The control input is heavily weighted
to avoid saturation of the control input. The modal ampli-
tudes are penalized, whereas modal amplitude rates are

0 0.10.20.2
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Figure 12. Impact test: Location of disturbance and active truss
members.

not. This LFT formulation provides reasonable trade-off
between performance and robustness to sensor noise and
amplifier nonlinearities. Figure 13 shows a maximum sin-
gular value plot. The decreased peaks of the closed loop
indicate the increased damping of the first five modes of
the closed loop system relative to the open loop system. It
also shows that outside this range, the frequency response
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Figure 13. Maximum singular value plot for H∞ control.
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Figure 14. Displacement of node 24
during H∞ control (simulation).
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of the system is almost unchanged. This shows that the
controller does not destabilize high frequency unmodeled
modes.

The high-order evaluation model is used for the dynam-
ics of the truss structure. The model includes the first 30
modes of vibration. The simulated actuation voltage was
limited to a range of ±265 volts to match the voltage swing
available from the high voltage amplifiers. Simulink (29)
was used to simulate the closed loop response of the truss
with a dynamic controller. The displacement and control
signal response are shown on Figs. 14 and 15.

EXPERIMENTAL RESULTS

The architecture of the truss structure testbed is shown
on Fig. 16. The feedback controller is performed by a high-
performance DSP card in a Pentium-based computer. The
control logic is specified using the Simulink (29) graphi-
cal interface, which runs in the Matlab (28) environment.
The control logic is compiled into a real-time executable
by and Wincom (30) software, which also runs in the Mat-
lab environment. The executable code is downloaded by
the computer to a Quanser MultiQ-3 I/O card. The Multi-
Q card has a DSP and supports 8 input ADC and 8 out-
put DAC channels with a 12 bit resolution at a sampling
frequency of 15 kHz. Piezoelectric film actuators and sen-
sors are bonded to the truss structure as shown in Fig. 4.
Each piezoceramic actuator is driven by a custom-designed
high-voltage amplifier, with a maximum voltage output of
560 V. A HP 6521A dc high-voltage power supply is used

to power the high-voltage amplifiers. For calibration pur-
poses, strain gauges are fitted to some of the truss mem-
bers. Two accelerometers are installed at the top corner
of the structure to measure accelerations in the X and Y
directions as shown in Fig. 12. The accelerations are inte-
grated to obtain displacement measurements.

Two types of experiments are performed: impact tests
and shaker tests. The impact test uses a impact hammer to
strike the truss structure, and thereby impart an initial de-
flection. The shaker test uses one of the active truss mem-
ber actuators as a disturbance source. A disturbance signal
is applied to the piezoelectric actuator to cause resonant vi-
brations in the truss structure. The open loop and closed
loop responses of the structure are compared for both tests.

Impact Test

The impact test is performed by using an impact ham-
mer to strike the location shown on Fig. 12. The impact
hammer is equipped with an internal accelerometer. By
integrating the accelerometer signal, the initial deflection
resulting from the impact can be determined. Since the
dominant time constant of the truss dynamics is much
lower than the impact duration, the impact behaves like
it imparts an initial deflection to the truss structure. The
open loop and closed loop responses of the structure can
then be compared.

The open loop tests are carried out to have a reference
against which to compare the performance of the closed
loop controlled system. The results were also used to cali-
brate the modal damping ratios in the test model used
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Figure 15. Control signals during H∞ control
(simulation).

in the simulations. Figure 17 shows the displacement re-
sponse of the system to the impact, obtained from dou-
ble integration of the accelerometer signals. The small in-
herent structural damping of the system is visible. The
structure oscillates without control for 8 seconds. Figure 18
shows the frequency response of the open loop system. The
dominant resonant peak corresponds to the second mode
of vibration, at 13.3 Hz.

The H∞ controller design explained earlier was imple-
mented on the testbed. The displacement and control sig-
nal are shown in Figs. 19 and 20, respectively. The settling
time of the vibrations is dramatically shorter for the closed
loop case. The oscillations damp out in less than 2.5 sec-
onds. The improvement in performance is easier to notice

Computer
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Conversion

Controller
u
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Actuators

Piezoelectric
Sensors

8 Channel D/A
Conversion

High Voltage
Amplifiers

ocV
scI

Structure

Computer
and Multi-Q

Accelerometers

Accelerometer
amplifiers

Figure 16. Schematic of testbed system
architecture.

in the frequency response plot, shown in Fig. 21. The maxi-
mum resonant peak, at 13.3 Hz, is reduced by 25 dB when
compared to the open loop case.

Shaker Test

In the shaker experiment, a continuous sinusoidal distur-
bance signal is applied to a piezoceramic actuator on the
structure. The active truss member, whose actuator is used
as a disturbance source, is shown on Fig. 22. The sinu-
soidal disturbance signal is adjusted to the dominant res-
onant frequency of 13.3 Hz with the maximum amplitude
of 560 V. The acceleration measurements were taken at
node 24 in both the X and Y directions. Double integration
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Figure 17. Displacement of node 24 of open
loop (experimental).

0 1 2 3 4 5 6 7 8
1.5

1

0.5

0

0.5

1

1.5
x 10

3

xD
is

p.
(m

)

0 1 2 3 4 5 6 7 8
1.5

1

0.5

0

0.5

1

1.5
x 10

3

yD
is

p.
(m

)

Time (s)

of the acceleration signals yields displacement measure-
ments at node 24. The resonant vibrations are allowed
to build up to a steady state before the H∞ controller is
applied.

The displacement at node 24 in the X and Y directions is
shown in Fig. 23. The control signals applied to actuators
1 to 4 are shown in Fig. 24. The first 4.6 seconds of both
responses shows the open loop resonant behavior of the
structure when no control is applied. At 4.6 seconds, the H∞
controller is applied. The oscillation amplitude is decreased
to its steady state value about 1.4 seconds later. The steady
state oscillation amplitude is about a factor 10 smaller than
the open loop amplitude.
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Figure 18. Frequency response of open loop (experimental).

The experiments match well with the numerical simula-
tion, confirming the findings obtained earlier the optimal
H∞ controller is effective in providing a considerable in-
crease in the amount of vibration suppression, due to its
ability to target the control energy on a few specific modes
of vibrations, as stipulated by the designer. The attenua-
tion provided by the control law for the first five modes of
the nominal structure, compared to the open loop case is
shown in Table 4.

CONCLUSION

The use of piezoelectric film actuators and sensors for ac-
tive vibration suppression in truss structures has been in-
vestigated. Techniques for modeling truss dynamics and
the design robust controllers for suppressing vibrations
have been developed. The techniques have been success-
fully used on an experimental truss structure. The truss
structure was designed to be representative of the com-
plex dynamics of the large flexible space structures under
consideration by the Canadian Space Agency.

The dynamics of truss structures with piezoelectric ac-
tuators and sensors are modeled using a two-step proce-
dure. First, a finite element model of the truss dynamics,
without piezoelectric actuators and sensors, is developed.
Second, the interaction equations for modeling the cou-
pling dynamics of piezoelectric film actuators and sensors
to the finite element model of a truss are developed. This
two-step analysis procedure allows the sensor and actuator
placement to be optimized for a given finite element model.
The dynamic modeling methodology has been validated by
tests on an experimental truss structure.
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Figure 19. Displacement of node 24 during H∞ control (experimental).
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Figure 20. Control signals during H∞ control (experimental).
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Figure 21. Frequency response during H∞ control (experi-
mental).

Figure 22. Application point
for the continuous disturbance. 0 0.10.20.2
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Flexible structures are difficult to control because their
dynamics are characterized by a large number of vibra-
tional modes. To reduce computational complexity, con-
troller design is typically performed using a reduced order
model. The H∞ controller design procedure yields a con-
troller that concentrates the control energy on the modes
included in the design model. The design procedure ac-
counts for sensor noise and disturbances resulting from
nonlinearities in the amplifier and piezoelectric actuators.
Control input saturation can be avoided by using a high
penalty on the control energy during the controller design.
The H∞ controller performance is analyzed using a high-
order evaluation model. The simulations showed that the
H∞ controller provides significant increase in damping to
the modes included in the design model, but does affect
the higher-order excluded modes. This behavior is ideal,
as it ensures that the structure will not become unstable
through the excitation of higher-order modes.
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Figure 23. Displacement of node 24 during continuous distur-
bance test with H∞ control (experimental).

Experimental results with the truss structure have con-
firmed the validity of the simulations. Two tests have been
performed, an impact test and shaker test. Comparisons
between the open loop and the closed loop responses show
that the H∞ controller significantly decreases the vibra-
tional mode amplitudes. The controller targets its efforts
on the modes retained in the design model.

Piezoelectric materials are ideally suited for construct-
ing actuators and sensors for vibration suppression in
flexible structures. Polyvinylidene fluoride (PVDF) is ide-
ally suited for sensor construction. It is lightweight, flexi-
ble, and provides a high voltage for a given strain. Piezo-
ceramic materials are suited to actuator construction.
Piezoceramics are stiff, rugged, and provide relatively
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Figure 24. Control signals during continuous dis-
turbance test with H∞ control (experimental).

Table 4. Mode Attenuation

Mode Attenuation (dB)

1 13
2 25
3 12
4 29
5 15

large strains when subjected to an electric field. The pre-
dominately linear behavior of the piezoelectric materials,
and the simple manner in which they can be integrated
into a structure, make them a good choice for actuators
and sensors in a vibration suppression control system.
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INTRODUCTION

The insatiable demand for high performance on various
dynamic systems quantified by high-speed operation,
high control accuracy, and lower energy consumption
has triggered vigorous research on vibrational control of
distributed flexible structures and discrete systems.
Numerous control strategies for conventional electromag-
netic actuators have been proposed and implemented to
suppress unwanted vibration. However, the successful
empirical realization of electromagnetic actuators may
be sometimes very difficult under certain conditions due
to hardware limitations such as saturation and response
speed. This difficulty can be resolved by employing
smart material actuators in vibrational control. As is
well-known, smart material technology features actuating
capability, control capability, and computational capabil-
ity (1). Therefore, these inherent capabilities of smart
materials can execute specific functions autonomously in
response to changing environmental stimuli. Among many
smart material candidates, electrorheological(ER) fluids,
piezoelectric materials, and shape-memory alloys (SMA)
are effectively exploited for vibrational control in various
engineering applications. A viable vibrational control algo-
rithm can be optimally synthesized by integrating control
strategies, and actuating technology, and sensing technol-
ogy, as shown in Fig. 1. The design philosophy presented in
Fig. 1 contains a very large number of decisions and design
parameters for the characteristics of controllers, actuators,
and sensors. Furthermore, the designer seeking a global
optimal solution for the synthesis of a closed-loop smart
structure system must also address other crucial decisions
concerning the time delay of a high-voltage/current ampli-
fier, the speed of the signal converter, and the microchip
hardware of the control software. In this article, two differ-
ent flexible smart structures fabricated from ER fluids and
piezoelectric materials are introduced, and vibrational con-
trol techniques for each smart structure are presented. In
addition, vibrational control methodology for a passenger
vehicle under various road conditions is given by adopting
an ER damper, followed by vibrational control of a flexible
robotic manipulator that features piezoceramic actuators.

VIBRATIONAL CONTROL OF SMART STRUCTURES

ER Fluid-Based Smart Structures

Significant progress has been made in developing smart
structures that incorporate electrorheological(ER) fluids.
Typically, this class of smart structures features an
autonomous actuating capability that makes them ideal

for vibrational control applications in variable service con-
ditions and in unstructured environments. This may be
accomplished by controlling the stiffness and energy dis-
sipation characteristics of the structures. This, of course,
is possible due to the tunability of rheological properties
of ER fluids by the intensity of the electric field. The de-
velopment of ER fluid-based smart structures was initi-
ated by Choi et al. (2). They completed an experimental
study of a variety of shear configurations based on sand-
wich beam structures. Gandhi et al. (3) suggested using an
ER fluid as an actuator to suppress deflections of the flex-
ible robotic arm structures by avoiding resonance. In this
work, a phenomenological governing equation was derived
by assuming that the structures are viscoelastic materials.
A passive control scheme for obtaining a desired transient
response was developed on the basis of experimentally
obtained phenomenological governing equation, in which
field-dependent modal properties were used as pseudocon-
trol forces (4). Vibrational control logic to minimize the
tip deflections of an ER fluid-based cantilever beam struc-
tures was illustrated by field-dependent responses in the
frequency domain (5). Coulter and Duclos (6) suggested
a methodology for replacing a conventional viscoelastic
material by an ER fluid. Following the formulation of
an analytical model for ER fluid-embedded structures via
the conventional sandwich beam theory, they presented
a feasibility that the controllability of the complex shear
modulus of an ER fluid itself can be used to obtain the
desired responses of the structures. Rahn and Joshi (7) de-
veloped dynamics for an ER fluid-based on the complex
shear modulus of the ER fluid and also theoretically sug-
gested a feedback controller for transient vibration con-
trol. Oyadiji (8) developed a theoretical equation to predict
the field-dependent frequency response by treating the ER
fluid layer as a constrained damping layer and verified its
validity by experiment. Choi et al. (9) presented a dynamic
model for an ER fluid-based smart beam, in which the com-
plex shear modulus of the ER fluid itself, measured by a
rotary oscillation test, was taken into consideration. To val-
idate the methodology, the predicted elastodynamic prop-
erties, such as damped natural frequencies and loss fac-
tors, were compared with those measured. Gong and Lim
(10) experimentally investigated the vibrational properties
of sandwich beam structures in which an ER fluid layer
was partially or fully filled as a constraint damping layer.
Yalcintas and Coulter (11) proposed a vibrational model
based on thin-plate theory, and the transverse vibration
response of a nonhomogeneous ER smart beam was inves-
tigated. In addition, the vibrational control capacity of an
ER beam was illustrated by emphasizing mode shape con-
trol associated with an on and off state of the electric field.
On the other hand, Choi and Park (12) controlled vibration
of ER smart beam structures by using a closed-loop control.
The vibrational control technique was empirically realized
by activating a field-dependent fuzzy controller.

In this article, the field-dependent fuzzy control scheme
is introduced after briefly explaining the typical block
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Figure 1. An algorithm for synthesizing a closed-loop
smart structure system.
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diagram for vibrational control of ER fluid-based smart
structures, shown in Fig. 2. The control system consists of
a set of sensors, signal converters, microprocessor, high-
voltage amplifier, and control algorithm. Most of the sen-
sors currently available such as accelerometers can be
adapted to measure the dynamic response of ERfluid-based
smart structures. The microprocessor which includes A/D
(analog–digital) and D/A(digital–analog) signal converters
plays a very important role in closed-loop control time. The

Figure 2. Schematic diagram for controlling
the vibration of an ER fluid-based smart struc-
ture.

High voltage
amplifier

Face structure

Insulator ER fluid

Sensor signals

Microprocessor
(control algorithm)

A/D

D/A

Input
field

microprocessor should have at least 12 bits to realize con-
trol software and also should take into account a high sam-
pling frequency up to 10 kHz. The high-voltage amplifier
should have enough power to generate the required ER
effect in smart structures. Furthermore, the response time
of the high-voltage amplifier to the source input control
voltage should be fast enough not to delay the control action
of the feedback control system. Typically, a smart structure
consists of two host(face) structures, insulators, and an ER
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Figure 3. Field-dependent frequency responses of an ER beam
structure.

fluid layer, as shown in Fig. 2. For the composite laminate,
the lay-up angle of the laminates can be selected as a de-
sign parameter to investigate the effect of the ER fluid for
different stiffnesses. The insulator is a seal to maintain the
integrity of the structure and is also used to adjust the vol-
ume fraction of the ER fluid relative to the total volume of
the structure. For certain elastodynamic purposes, a smart
structure can be constructed that consists of multilayers of
ER fluids whose rheological properties are different.

The elastodynamic properties of an ER fluid-based
smart structure vary with the level of the electric field,
as shown in Fig. 3. This implies that the natural frequency
of each vibrational mode can be adjusted by tailoring the
electric field and that, consequently, vibration in real time
can be effectively suppressed in the presence of resonant
disturbances(excitations). In other words, the desired re-
sponse for minimizing the vibrational magnitude can be
obtained by selecting the lowest envelope in the frequency
range considered. The desired electric field corresponding
to the desired response can be expressed as a fuzzy con-
trol algorithm (12): if ωi ≤ ω < ωi+1, then Ed = Ej . The
variable ω denotes the disturbance frequency, and Ed is
the desired electric field. Note that the variation poten-
tial of elastodynamic properties with respect to the applied
field may be different upon operating conditions such as
the magnitude of excitation when are altered. Therefore,
the frequency bandwidth and the corresponding desired
field for the control algorithm should be modified. From
fuzzy logic, the control field for the case shown in Fig. 3
is determined as follows: if 0 ≤ ω < ω1, then Ed = E2; if
ω1 ≤ ω < ω2, then Ed = 0; if ω2 ≤ ω < ω3, then Ed = E1; if
ω3 ≤ ω < ω4, then Ed = E2; if ω4 ≤ ω < ω5, then Ed = 0; and
if ω5 ≤ ω < ω6, then Ed = E1. Figure 4 presents the tip de-
flection of a cantilevered ER beam in the frequency do-
main, which has been experimentally obtained by imple-
menting the fuzzy control logic (12). It is evident from this
figure that there are effective vibrational suppressions in
the neighborhood of the resonant frequencies. However,
a small nonzero vibrational magnitude exists across a
broad frequency range. This indicates that ER fluids do
not provide an actuating force but change the stiffness
and the damping properties to avoid resonance. To improve
vibrational control performance of the fuzzy control logic,
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Figure 4. Forced vibrational responses of a cantilevered ER
beam.

appropriate membership functions for the excitatory mag-
nitudes and frequencies can be used to determine the elec-
tric fields desired.

On the other hand, it is known that an ER fluid
contained in a distributed parameter structural system un-
der continuous and periodic small deformations remains
in the preyield state, which shows viscoelastic properties
represented by a complex shear modulus (7,9). The com-
plex shear modulus G ∗

f of an ER fluid is expressed by
G ∗

f = G s
f + iGl

f , where i = √−1. Here, G s
f is defined as the

storage shear modulus (in-phase), a measure of the en-
ergy stored, relating to the stiffness of the structure that
contains the ER fluid. Gl

f is the loss shear modulus (out-
of-phase), a measure of the energy dissipated. The shear
loss factor is the ratio of the energy lost to the energy
stored in a cycle of deformation and denotes the damp-
ing characteristic of the ER fluid-embedded smart struc-
ture. The complex shear modulus of the ER fluid is nor-
mally measured by employing the oscillation mode of an
electrorheometer (9). The measured complex shear mod-
ulus is integrated with a sixth-order partial differential
equation, which is obtained by adopting conventional sand-
wich beam theory (13). Then, the field-dependent elas-
todynamic properties of the structure such as the nat-
ural frequency are determined through a finite-element
model which is governed by [M ]{ü(t)} + [C(E )]{u̇(t)} +
[K(E )]{u(t)} = { f (t)}. The global mass, damping, and stiff-
ness matrices are denoted by [M ], [C(E )], and [K(E )], re-
spectively. Clearly, both the stiffness matrix [K(E )] and
damping matrix [C(E )] are functions of the electric field
(E) applied to the ER fluid domain. Thus, these matrices
can be tuned as functions of the electric field. The vari-
able {u(t)} is a displacement vector, (·) is the time deriva-
tive, and { f (t)} represents the external(or disturbance)
force vector. By introducing modal coordinates and also
adopting mode shape characteristics of the smart struc-
ture, the finite-element model can be rewritten in a typi-
cal form of state space representation as follows (4): ẋ(t) =
Ax(t) + A(E )x(t) + Bf (t). The state vector x(t) represents
modal coordinates and the matrix B indicates the in-
fluence matrix of the disturbance. A represents the
system matrix in the absence of an electric field, and
A(E ) denotes the additional system matrix due to the elec-
tric field. This implies that the desired response of the
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Figure 5. Transient vibrational responses of a cantilevered ER
beam.

structure can be achieved by tuning the field-dependent
A(E ). In transient vibrational control without an exter-
nal disturbance, the desired eigenvalues of the system,
which directly indicate the desired natural frequencies and
damping ratios of the system, can be obtained by adjusting
the intensity of the electric field in the matrix A(E). One
of the effective control algorithms for achieving this goal
is a so-called pseudostate feedback controller proposed by
Choi et al. (4). In this method, the state equation is modi-
fied to fit a PD (proportional-derivative) controller in which
the proportional gain is related to the field-dependent nat-
ural frequency, and the derivative gain is related to the
field-dependent damping ratio. In addition, we can easily
shift the desired eigenvalues of the system to avoid reso-
nant phenomena by employing this control algorithm. Fig-
ure 5 presents the transient vibrational control response
of a cantilevered ER beam (4). The first mode eigenvalues
of the structure are calculated from −1.7313 ± i91.167 in
the absence of an electric field. However, the desired eigen-
values of −11.44 ± i122.114 are achieved by employing ap-
propriate control parameter, which indicate the intensity
of the electric field.

An ER beam structure for vibrational control can eas-
ily be extended to an ER plate structure. In the vibrational
control of flexible plate structures, the significance of mode
shape control is no less important than vibrational magni-
tude control. When we consider large flexible structures
such as aircraft wings and helicopter blades, the mode
shape is directly related to lift distribution and stabil-
ity due to internal and external disturbances and other
aeroelastic problems in a stringent environment. There-
fore, much research on the mode shape control of plate
structures have been undertaken by using smart mate-
rial actuators (14). Choi et al. (15) proposed an ER plate
and investigated its field-dependent mode shapes. Figure 6
presents the measured mode shape of an ER plate which
has clamped-clamped boundary conditions (15). It is clearly
observed that the magnitude of each mode shape is effi-
ciently suppressed by applying a control electric field. Note
that we can also control the mode shape in part of the plate
structure (15) by partitioning the ER plate and applying an
electric field to the specific portion. By doing this, we may
alter the twist/camber of an airfoil in the aircraft wing,
which in turn controls the lift distribution, to produce de-
sirable performance by real-time control.
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Figure 6. Measured mode shapes of an ER plate.

Smart Structures That Feature Piezoelectric
Actuators and Sensors

So far, many natural and synthetic materials that exhibit
piezoelectric properties have been proposed and devel-
oped. Natural materials include quartz, ammonium phos-
phate, paraffin, and bone; synthetic materials include lead
zironate titanate (PZT), barium titanate, lead niobate,
lithium sulfate, and polyvinylidene fluoride (PVDF).
Among these materials, PZT and PVDF are the most pop-
ular and commercially available. Both classes of materials
are available in a broad range of properties suited to vibra-
tional control applications as actuators or sensors. One of
the salient properties of a piezoelectric material is that it
responds very fast to voltage, and hence has a wide control
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bandwidth. In addition, we can fabricate simple, compact,
low-power devices that feature a set of piezoelectric actu-
ators or/and sensors. Applications that use piezoelectric
materials include vibrational control of flexible structures
such as beams, plates, and shells; noise control of cabins;
positional control of structural systems such as flexible ma-
nipulators; vibrational control of discrete systems such as
engine mounts; ultrasonic motors; and various type of sen-
sors, including accelerometers, strain gauges, and sound
pressure gauges. The successful development of a tech-
nology that incorporates piezoelectric materials involves
several issues. When we fabricate smart structures that
use piezoelectric actuators and sensors, we must consider,
the fabrication method (surface bonding or embedding), the
curing temperature when embedding, insulation between
piezoelectric layers, and the harness of electric wires. The
important issues to considered in modeling piezoelectric-
based smart structures include structural dynamics, ac-
tuator dynamics, sensor dynamics, the bonding effect, the
hysteresis phenomenon, the optimal location of actuators
and sensors, and the number of actuators and sensors.

The control technique for vibrational control of
piezoelectric-based smart structures is very similar to that
of a conventional vibrational control system, except that
it uses a voltage amplifier, as shown in Fig. 7. The re-
sponse time of the voltage amplifier, which normally has
an amplification factor of 200, should be fast enough so
that it does not deteriorate the dynamic bandwidth of the
piezoactuators. The microprocessor that has A/D(analog to
digital) and D/A(digital to analog) signal converters needs
to have at least a 12-bit memory, and also needs to ac-
count for high sampling frequency up to 10 kHz. Most of
the currently available control algorithms for piezoactua-
tors are realized in an active manner. Therefore, a wide
range of control techniques has been proposed for using
piezoelectric material to control the vibration of flexible
structures actively. Bailey and Hubbard (16) applied a
piezofilm as an active vibrational damper for distributed

Microprocessor
(control scheme)

Voltage amplifier
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D/A 

Host structure

Piezosensor

Piezoactuator

Sensor
signal

Input
voltage
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z 

Figure 7. Schematic diagram for vibrational con-
trol of a smart structure that features a piezoactu-
ator and a sensor.

structural systems. Simulations and experimental inves-
tigations of transient vibrational control of a cantilever
beam were conducted. They derived two types of controllers
based on Lyapunov stability: a constant-amplitude con-
troller (CAC) and a constant-gain controller (CGC). Favor-
able vibrational suppression was achieved by implement-
ing these two controllers. It has been also shown that the
CAC is more effective than the CGC for the same maxi-
mum voltage. However, when the CAC is employed, unde-
sirable residual vibration is generated in the settled phase
due to the excessive supply of control voltages from the in-
evitable time delay of the hardware system. Baz and Poh
(17) proposed a modified independent modal space control
method to suppress actively the unwanted vibration of a
flexible beam structure that features piezoelectric actu-
ators. The effects of the bonding layer material and the
actuator location on the vibrational control performance
were evaluated by numerical simulation. Tzou and Gadre
(18) derived a physical model for vibrational control, in
which a piezofilm slab was sandwiched between two other
plates. The effectiveness of active vibrational control has
been demonstrated by implementing CGC. Tzou (19) also
applied a piezofilm for vibrational control of arbitrarily
shaped shells. Control performance of the distributed sys-
tems was successfully evaluated through computer simu-
lations by using the CAC and the CGC. Baz et al. (20) in-
tegrated the independent modal space control method and
the positive position feedback method. Vibrational control
performance was enhanced by argumenting the so-called
time sharing strategy, and its effectiveness was validated
by showing multimode controllability by a single piezoelec-
tric actuator. On the other hand, Choi et al. (21) proposed
a multistep constant-amplitude controller (MCAC) to re-
duce undesirable chattering in the settled phase. They ex-
perimentally demonstrated the effectiveness of the MCAC
by comparing the vibrational control response of the CAC.
Choi and Kim (22) also proposed a new type of discrete-
time, fuzzy, sliding mode controller to reduce unwanted
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vibrational magnitude favorably in the settled phase. Yang
and Lee (23) developed three neural networks for smart
structures that feature a PZT actuator and sensor, one
for system identification, the second for on-line state es-
timation, and the third for vibrational suppression. The
effectiveness of the proposed neural networks was demon-
strated by experimentally undertaking transient vibra-
tional control of a cantilevered beam structure. Meyer
et al. (24) proposed two control methodologies for vibra-
tional control of large flexible structures: positive position
feedback (PPF) and linear quadratic Gaussian (LQG). It
has been shown that PPF is effective in providing high
damping for a particular mode, and LQG is very effective in
meeting specific requirements such as minimization of tip
motion. On the other hand, it is generally known that flexi-
ble structures are easily subjected to parameter variations
in practice. Therefore, a robust vibrational control tech-
nique that can guarantee favorable structural performance
under system uncertainties needs to be developed. Tang
et al. (25) proposed an active–passive hybrid piezoelectric
method that used a sliding mode controller to suppress
unwanted vibration of flexible structures. A robust sliding
mode controller that compensates for parameter variations
such as material frequency and the hysteretic nonlinear-
ity of the piezoactuator was designed and successfully im-
plemented; it substantially reduced the vibrational mag-
nitude. Choi et al. (26) formulated a robust quantitative
feedback theory (QFT) controller to suppress the vibra-
tion of a flexible structure subjected to parameter vibra-
tions and hysteretic nonlinearity. It has been demonstrated
through experiment that the QFT controller is very ef-
fective for robust vibrational control of piezoelectric-based
smart structures.

In this article, the CAC, CGC, and MCAC schemes,
which are relatively easy to implement and very effec-
tive for vibrational control of piezoelectric-based smart
structures, are introduced by considering the simple
cantilevered beam structure shown in Fig. 7. From the
figure, it is seen that the control objective is to reduce the
vibration in the y direction by activating the piezoactua-
tor. To stabilize the structural system, a positive-definite
Lyapunov function F, which is basically a measure of the
energy (potential and kinetic) in the system, is adopted
as follows: 2F = ∫ L

0 [(∂2 y(x, t)/∂x2)2 + (∂y(x, t)/∂t)2]dx.
Here, L is the length of the beam, and y(x, t) is the
deflection of the beam. Minimizing the time derivative of
the function, vibrational control is achieved by bringing
the system to equilibrium. Taking the time derivative
of the function and substituting the governing equation
of the beam yields the following (21): ∂F/∂t = ∫ L

0 {(1 −
EI/ρ A)[∂3 y(x, t)/∂t∂x2][∂2 y(x, t)/∂x2]}dx + [cV(t)/ρ A][∂2 y
(x, t)/∂t∂x]|x=L. The variables E, I, ρ, and A represent the
elastic modulus, inertia, density, and cross-sectional area
of the beam, respectively. V(t) is the control voltage, and
c is a constant that implies the bending moment per volt.
This constant is normally determined by the geometric
and material properties of the structure. It is clear that
the control voltage V(t) should be chosen so that the
second term of the time derivative equation is always as
negative as possible. Therefore, two types of control laws
are easily synthesized: (1) CAC: V(t) = −K1 · sign (V̇f), and

(2) CGC: V(t) = −K2(V̇f). Here K1 and K2 are feedback
gains. The variable Vf (t) represents the output volt-
age produced from the piezoelectric sensor. The sensor
voltage Vf (t) is proportional to the sign of the angular
displacement at the tip of the beam (16). It has been
experimentally verified that the CAC is more effective
than the CGC at the same maximum voltage (16). This
is due to the fact that a square wave has more area
than a sine wave of equal magnitude. However, from
the practical point of view, the CAC causes undesirable
residual oscillations in the settled phase that are at-
tributed to the excessive control voltage from the time
delay of the hardware system. This problem becomes more
serious when small vibrational levels are considered at
relatively high control voltages. On the other hand, the
CGC also has some shortcomings under forced vibrational
control. Due to insufficient control forces, the suppression
efficiency is degraded. This problem becomes more serious
when large vibrational levels are considered at relatively
low control voltages. The multistep constant-amplitude
controller (MCAC) has been also proposed to circumvent
the drawbacks of the conventional CAC and CGC (21). The
MCAC is given as follows: MCAC: V(t) = −K1 · sign (V̇f), for
(Vf)m > [(Vf)max/a1]; V(t) = −K2 · sign (V̇f), for [(Vf)max/a2] <

(Vf)m ≤ [(Vf)max/a1]; V(t) = −K3 · sign(V̇f)[(Vf)m/(Vf)max], for
(Vf)m ≤ [(Vf)max/a2]. The variable Ki is feedback gain, ai is
a switching constant to determine an appropriate voltage
magnitude, (Vf)max is the initial angular displacement in
the absence of the control voltage, and (Vf)m is the con-
trolled angular deflection at a certain time. The feedback
gain Ki is chosen so that the maximum voltage amplitude
does not exceed the voltage limit Vmax. This limit depends
upon the breakdown voltage of the piezoactuator. The
determination of the switching constant ai is the key
issue that makes the MCAC algorithm effective. The
chattering magnitudes in the settled phase are normally
experimentally evaluated with respect to imposed initial
vibrational magnitudes and also to applied magnitudes
of the control voltage in the CAC. And then, from this
information, the switching constants are appropriately
chosen so that undesirable chattering can be minimized
for a certain initial magnitude and corresponding control
voltage. The MCAC may be able to self-tune the voltage
magnitude via the ratio (Vf)m/(Vf)max. Implementing this
type of controller provides a relatively large control force
to suppress large oscillations at the beginning of the
control action and subsequently a small control force
to remove undesirable chattering in the settled phase.
Figure 8 schematically presents the types of control input
voltage for the CAC, the CGC and the MCAC, respectively.

Figure 9 presents the measured, transient vibra-
tional control responses of a cantilevered beam that fea-
tures a piezofilm actuator and sensor (21). The transient
vibrational response characteristics were obtained by ex-
citing the beam using the first-mode natural frequency
and subsequently removing this excitation and feedback
voltage applied. It is clearly observed that the CAC is
more effective than the CGC but shows unwanted resid-
ual vibration (chattering) in the settled phase. The chat-
tering phenomenon arises from the combined effect of the
excessive supply of control voltage on the relatively small
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Figure 8. Vibrational control algorithms for a smart structure
that features a piezoactuator and sensor.

oscillation and inevitable time delay of the hardware sys-
tem. However, chattering was fairly well eliminated by
employing the MCAC algorithm. This implies that the
MCAC produces a relatively small adverse control force for
the time delay in the settled phase. Note that the feedback
signal from the piezofilm sensor represents the angular
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Figure 9. Transient vibrational responses of a cantilevered beam
that features a piezoactuator and sensor.

displacement at the tip of the cantilevered beam. Thus, the
distributed-parameter sensor catches the corresponding
response caused by all of the vibrational modes. Further-
more, the CGC, the CAG, and the MCAC are derived with-
out modal truncation of the plant model. These inherent
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Figure 10. Simultaneous controllability of various vibrational
modes in a piezofilm-based smart beam.

characteristics of the distributed sensor and control laws
allow one the possibility of controlling all transverse
vibrational modes at once, hence avoiding problems of
spillover of uncontrolled vibrational modes (16). Figure 10
presents the measured transfer function, which is ob-
tained from the ratio of the excitatory input force mea-
sured by the accelerometer to the tip deflection measured
by the piezofilm sensor (21). It is clearly observed that both
the first and second modes are effectively controlled by
applying the MCAC algorithm without causing spillover
problems.

The vibrational control of the piezoelectric-based smart
beam structures can be extended without difficulties to vi-
brational control of the plate or shell structures. In the
vibrational control of large structures, determining the op-
timal location for piezoactuators or/and sensors is very im-
portant to suppress effectively unwanted vibration caused
by random disturbances which lead to exciting several
mode shapes simultaneously. Furthermore, in practice,
large flexible structures can easily be subjected to pa-
rameter variations such as natural frequency. Therefore,
a robust control algorithm should be formulated for the
piezoactuators to protect the robust vibrational control per-
formance from these system uncertainties.

VIBRATIONAL CONTROL OF SMART SYSTEMS

Vehicle Suspension Using ER Damper

Recently, a great deal of attention was focussed on a
damper design that significantly suppressed the vibration
of a vehicle system (27). The vehicle vibration was to be
attenuated for various road conditions. This is normally
accomplished by employing a suspension system. So far,
three types of suspensions were proposed and successfully
implemented: passive, active, and semiactive. The passive
suspension system that features an oil damper (or shock
absorber) is simple to design and cost-effective. However,
performance limitations are inevitable. On the other hand,
the active suspension system provides high control perfor-
mance across a wide frequency range. However, the active
suspension requires large power, sources, many sensors,
servovalves, and sophisticated control logic. One way to re-
solve these requirements of the active suspension system

is to use a semiactive suspension system. The semiactive
suspension system offers desirable performance that is
generally enhanced in the active mode without large power
sources and expensive hardware. Recently, a very at-
tractive and effective semiactive suspension system fea-
turing ER fluids was proposed by many investigators
(28–34).

One of the salient properties of an ER fluid is its re-
sponds fast to an electric field, and hence it has a wide
control bandwidth. This inherent feature has triggered
tremendous research activities in the development of var-
ious engineering applications including dampers for con-
trolling the vibration of vehicles. Sturk et al. (27) proposed
a high-voltage supply unit that has an ER shock absorber
and proved its effectiveness via a quarter-car suspension
system. Nakano (28) constructed a quarter-car suspen-
sion model using an ER damper and proposed a propor-
tional control algorithm to isolate vibration. Petek et al.
(29) constructed a semiactive full suspension system that
uses four ER dampers and evaluated the suspension per-
formance by implementing a skyhook control algorithm
that considers the heave, pitch, and roll motions of the car
body. Gordaninejad et al. (30) proposed a cylindrical ER
damper that has multielectrodes and proved its favorable
capability for vibration control by implementing a bang-
bang and a linear proportional controller. Sims et al. (31)
proposed an ER valve-controlled vibrational damper, and
obtained the linear behavior of the damping force with
respect to the velocity by using a proportional feedback
control gain. Peel et al. (32) proposed a long-stroke ER
damper for effective vibrational control. Choi et al. (33)
proposed a cylindrical ER damper for a passenger car, and
proved its controllability of damping force by implement-
ing a skyhook controller. Recently, Choi et al. (34) devel-
oped a sliding mode controller for a full car suspension in
using four ER dampers. They constructed a full-car model,
and evaluated its vibrational control performance via the
hardware-in-the-loop simulation. The field test for the ER
suspension system has also been undertaken (35).

In this article, a cylindrical ER damper shown in
Fig. 11 is introduced to evaluate the vibrational control
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Figure 11. Schematic configuration of an ER damper.
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Figure 12. Field-dependent damping force of an ER damper.

performance in a passenger vehicle. The ER damper is di-
vided into upper and lower chambers by a piston, that is
filled with ER fluid. The ER fluid flows by the piston’s mo-
tion through the duct between the inner and outer cylin-
ders from one chamber to the other. A positive voltage is
produced by a high-voltage supply unit connected to the
inner cylinder, and the negative voltage is connected to the
outer cylinder. The gas chamber located outside the lower
chamber acts as an accumulator of the ER fluid induced
by the piston’s motion. If no electric field is applied, the
ER damper produces a damping force caused only by fluid
resistance. However, if a certain level of the electric field
is supplied to the ER damper, the ER damper produces an
additional damping force owing to the yield stress of the ER
fluid. This damping force of the ER damper can be continu-
ously tuned by controlling the intensity of the electric field.
The damping force F of the ER damper shown in Fig. 11
can be obtained as follows (34): F = ke XP + ce ẊP + FER. The
variable ke is the effective stiffness due to gas pressure,
ce is the effective damping due to the fluid viscosity, XP is
the excitation displacement, and FER is the field-dependent
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Figure 13. Vehicle configuration for an ER sus-
pension test.

damping force which is tunable as a function of applied
electric field E. By adopting the Bingham model for the
ER fluid, the controllable damping force FER can be ex-
pressed as FER = (2L/h)(AP − Ar)αEβsign(ẊP). AP and Ar

represent piston and piston rod area, respectively, L is
the electrode length, h is the electrode gap, and α and β

are intrinsic values of the ER fluid to be experimentally
evaluated.

Figure 12 presents the measured damping force of a
cylindrical ER damper for a passenger vehicle (35). As seen
in the figure, the damping force increases as the electric
field increases. For instance, the damping force is increased
up to 1000 N at a piston velocity of 0.25 m/s by applying an
electric field of 3 kV/mm. Note that the level of the damp-
ing force of a conventional passive oil damper is almost the
same as this one at 0 kV/mm. Thus, we can expect improved
suspension performance of the vehicle system by control-
ling the damping force. To evaluate the vibrational control
performance of the vehicle system using the ER damper,
we can construct a closed-loop control vehicle system, as
shown in Fig. 13. A portable computer (microprocessor)
equipped with a DSP (digital signal processor) board is nor-
mally positioned beside the driver’s seat. Four pairs (one
for the car body and the others for the wheels) of accelero-
meters are installed on four independent suspensions to
measure the vertical motions of the vehicle. The signals
from the accelerometers, gyroscope, and LDT (linear dif-
ferential transformer) are fed back to the microprocessor,
and depending upon the control algorithm employed, the
required control input voltages are determined and ap-
plied to the four ER dampers through four high-voltage
amplifiers positioned at four corners in the trunk. Among
many controllers are candidates for the vehicle suspension,
the skyhook control algorithm, which can be easily imple-
mented, is frequently adopted and given as follows: ui =
Ci |żsi|, for żsi(żsi − żusi) > 0; ui = 0, for żsi(żsi − żusi) > 0.
The variable ui is the control damping force FER, żsi denotes
the vertical velocity of the car body, and żusi represents the



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-V-Drv January 10, 2002 21:38

1094 VIBRATION CONTROL

vertical velocity of the wheel. The control gain Ci needs
to be determined depending upon the road excitation. In
the final stage for practical use, the high-voltage ampli-
fier should have short response time and should be inte-
grated with an electronic control unit (ECU). Note that
once the control input ui is determined, the control elec-
tric field to be applied to the ER damper is obtained from
the relationship between the electric field and the damping
force.

The control characteristics for suppressing the vibration
of the full-car suspension system are evaluated under two
types of road excitation. The first excitation normally used
to reveal the transient response characteristic is a bump.
In bump excitation, the vehicle travels over the bump at
a constant velocity of 3.08 km/h (= 0.856 m/s). The second
type of road excitation normally used to evaluate the fre-
quency response is a stationary random process. In ran-
dom excitation, the values of road irregularity are chosen
assuming that the vehicle travels on a paved road at a con-
stant velocity of 72 km/h (= 20 m/s). Figure 14a presents
the temporal responses of the ER suspension system to
the bump excitation (34). It is generally known that ver-
tical acceleration of the sprung mass and tire deflection
are used to evaluate the ride comfort and the road hold-
ing of the vehicle, respectively. It is seen that both vertical
acceleration of the sprung mass and tire deflection are sub-
stantially reduced by employing the control electric field.
This implies that the ER suspension system can simulta-
neously provide both good ride comfort and driving safety
to a driver by applying a control electric field to the ER
dampers. Figure 14b presents frequency responses to ran-
dom excitation (34). The frequency responses are obtained
from the power spectral density (PSD) for the suspension
travel and tire deflection. As expected, the power spectral
densities for the suspension travel and tire deflection are
substantially reduced in the neighborhood of body reso-
nance (1–12 Hz). It is also observed that tire deflection
is substantially reduced at wheel resonance (10–15 Hz).
This indicates significant enhancement of the steering sta-
bility of the vehicle.

Note that most currently employed control algorithms
for vibrational attenuation that use an ER fluid-based ac-
tuator are dubbed semiactive. The semiactive control sys-
tem offers desirable performance generally enhanced in
the active mode without requiring large power sources.
One of the most popular control logics for the semiactive
control system is the skyhook control algorithm because
it is easy to formulate and implement in practice. Possi-
ble candidates for active controllers for the semiactive con-
trol system are the sliding mode control, neural network
control, Lyapunov-based state feedback control, and op-
timal control. However, because the semiactive actuator
cannot increase the mechanical energy of the control sys-
tem, special attention (semiactive conditions in Fig. 13)
should be given when these active control strategies are
adopted. On the other hand, we can construct an active
control system using an ER fluid by employing a hydraulic,
closed-loop, ER valve–cylinder system. In this case, control
logics adapted to conventional hydraulic servomechanism
can be applied without any modification. The only differ-
ence is replacing the electromagnetic servovalve by the ER
valve.
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Figure 14. (a) Bump and (b) random responses of a passenger
vehicle using ER dampers.

Flexible Manipulator That Features Piezoactuators

Though flexible robotic manipulators have some inherent
advantages over conventional rigid robots, they have posed
more stringent requirements on the control system design,
such as accurate end-point sensing and fast suppression
of transient vibration during rapid arm movements. Fur-
thermore, model parameter variations such as natural fre-
quencies and damping ratios may easily arise in practice
due to a wide spectrum of various conditions in the design
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and manufacturing process, dynamic modeling, and oper-
ating conditions. Numerous control strategies for flexible
manipulators have been proposed in an attempt to find a
successful and practical feedback control. Many of the pre-
viously proposed control strategies are based on optimal
control theory (36,37). A few investigators strove to achieve
effective control logics that accounted for the sensitivity
of the control to parameter variations and extraneous dis-
turbances. A robust control that guarantees stable system
performance for all possible variations of the parameters
was designed by employing the properties of the uniformly
and ultimate uniformly boundedness of solving the sys-
tem state equation (38). There were also several studies
on sliding mode controllers (39,40) and an H∞ controller
(41) for the feedback control of flexible manipulators sub-
jected to system uncertainties. The input torque of the
motor in most of these control techniques for flexible mani-
pulators is determined by simultaneously considering both
the rigid body mode and finite elastic modes. The success-
ful experimental realization of this type of torque may be
very difficult under certain conditions due to hardware lim-
itations such as saturation of the motor, computer speed,
and signal noises from the motor and sensors. Further-
more, so-called spillover problems will occur because only
some finite elastic modes are considered for controlling a
distributed parameter system of infinite order. Other prob-
lems that plague existing conventional control methods in-
clude accurate estimation or measurement of state vari-
ables and the complexity of the control algorithm which
makes on-line implementation infeasible.

Recently, a hybrid actuator control scheme that consists
of two types of actuators, motors mounted at the hubs and
piezoactuators bonded to the surface of the flexible links,
has been proposed to resolve some of the existing problems
and hence, to achieve accurate end-point position by sup-
pressing unwanted vibration (42–44). In this article, this
control technique is introduced by considering the elasto-
dynamic flexural response in the horizontal plane (no grav-
ity effect) of a two-link flexible manipulator that features
surface-bonded piezoceramics (PZT) and piezofilms, as
shown in Fig. 15. Piezoceramics on the right faces play
the role of actuators, and piezofilms have the role of dis-
tributed sensors to measure elastic deflections caused by
vibrational modes. The arm consists of two links connected
by a revolute joint. Two links are normally modeled as a
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Figure 16. Control block diagram for a
two-link flexible manipulator that features
piezoactuators.
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Figure 15. A two-link flexible manipulator that features piezo-
electric actuators and sensors.

continuous and uniform beam. It is also generally assumed
that the beams are flexible only in the direction transverse
to their length in the plane of motion, so that there is no
out-of-plane deflection or axial elongation of the links as
the arms move. The first flexible link is clamped on the
hub of the shoulder motor, and the second flexible link is
clamped on the hub of the elbow motor at one end and
has a concentrated tip mass at the other end. The motor
torque that produces a desired angular position is obtained
by employing the sliding mode controller on the rigid-link
dynamics that have the same mass as that of the flexible
link. Then, the torque is applied to the flexible manipu-
lator to activate the commanded motion. However, during
this control action, undesirable oscillations wi(x, t) occur
due to the applied torques based on rigid-link dynamics.
Subsequently, these vibrations are to be suppressed by ap-
plying the feedback voltage to the piezoceramic actuators.
As a result, the desired tip motion is achieved favorably.
Figure 16 presents a control block diagram that features
hybrid actuators, motors and piezoceramics. In the figure,
Tfi is the feed-forward term that compensates for the torque
disturbance [di(t)]. The control torque Ti is determined so
that the actual angular motion θi(t) tracks the desired mo-
tion θid(t) well. Because the design procedure for the slid-
ing mode controller for the control torque Ti is the same as
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Figure 17. Schematic diagram of the experimen-
tal apparatus for end-point control.
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that for the rigid-link robot, we can explain only the for-
mulation of the controller for the piezoactuator. As men-
tioned earlier, one of the potential controller candidates
for achieving favorable vibrational control of piezoelectric-
based flexible structures is a constant-amplitude controller
as follows: Vi(t) = −Ki · sign[V̇fi(t)], i = 1, 2. Here, Ki is a
feedback gain, and Vfi(t) is the time derivative of the output
signal voltage Vfi(t) from the piezofilm sensor bonded to the
other surface of the flexible link. The output voltage pro-
duced by the piezofilm sensor is obtained by integrating the
electric charge developed at a point on the piezofilm along
the entire length of the film surface. The feedback gain Ki

of the controller for the piezoactuator is chosen by consid-
ering the material property of the piezoceramic actuator
as well as the geometry of the flexible link. Furthermore,
the feedback gain should be determined so that the flexible
manipulator system is stable. To investigate the stability of
the system, we normally adopt a positive definite Lyapunov
function that is basically a measure of the potential and
kinetic energy of the system. The function is given as fol-
lows (43): 2F = żTMż + zTKz. Here, M is the system mass
matrix, K is the system stiffness matrix associated with the
link elasticity, and z is the generalized coordinate vector
that consists of the angular displacement θi and the elas-
tic deflection wi(x, t). We can guarantee the stability of a
flexible manipulator system by choosing a proper feedback
gain Ki that makes the time derivative of the Lyapunov
function negative-definite. However, the stability of a flex-
ible manipulator system can be violated by fast motions or
by the acceleration phase of the hubs which in turn result
in large oscillations of the flexible links. It is known that
when the hub motions are in the deceleration phase, the
stability of the system is satisfied by employing any posi-
tive feedback gain Ki . On the other hand, if the hub motions
completely stop, the flexible links can be treated just as
cantilever beams. Thus, in this case, Lyapunov stability is
also satisfied by employing any positive feedback gain Ki .
The proper determination of Ki normally depends on the
magnitudes of the elastic vibration and angular velocity.

Noted that the controller for the piezoactuator is for-
mulated on the basis of the distributed parameter model
without truncating the vibrational mode. This allows one

the possibility of simultaneously controlling all of the vi-
brational modes. Therefore, the control spillover problem,
which may occur in the truncated model from uncontrolled
vibrational modes, can be avoided. We also note that the
discontinuous property may cause undesirable chattering
associated with time delay and hardware limitations in the
actual implementation of constant-amplitude controllers.
To remove the chattering effectively, we may use a so-called
multistep amplitude controller that proportionally tunes
the magnitude of the control voltage according to the out-
put signal (21). In practice, we can measure the angular
displacements by built-in optical encoders in the motors
and the elastic deflections by the distributed piezofilm sen-
sors. Therefore, we see that no state estimator, which may
be inevitably necessary in most of the conventional control
methods, is needed for implementing the hybrid actuator
control scheme.

Figure 17 presents a typical experimental apparatus
for implementing the hybrid actuator control scheme. The
displacements of the motors are obtained from the optical
encoders and sent to the microprocessor through the en-
coder board. The vibrational signals of the flexible links
are measured by the piezofilm sensors and fed back to
the microprocessor through the low-pass analog filter and
A/D converter. Input torques determined from the sliding
mode controller are applied to the motor through a D/A
converter and a servodriver, and the input voltages deter-
mined from the constant-amplitude controller are supplied
to the piezoceramic actuator through the D/A converter
and high-voltage amplifier. Figure 18 presents the elastic
deflections of the two-link flexible manipulator during the
regulating control action (43). It is clear that the unwanted
deflections are significantly reduced by applying feedback
voltages to the piezoceramic actuators. This result directly
indicates that the undesirable tip deflection of each flex-
ible link can be effectively suppressed by employing the
hybrid actuator control strategy that features servomotors
and piezoactuators. Note that the deflection of each link
could be reduced more by increasing the feedback gain
Ki of the constant-amplitude controller. However, in this
case, the breakdown voltage of the piezoactuator should be
considered.
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Figure 18. Vibrational magnitudes of a two-link flexible
manipulator.
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INTRODUCTION

The dominant sources of noise radiation in water are
from ship engines and machinery—the propeller cavita-
tion noise, the noise radiation from propeller blades, and
the hydrodynamic pressure fluctuations induced by tur-
bulent water flow along the ship’s hull. At speeds below
propeller cavitation inception, a ship’s acoustic signature
is generally dominated by structurally transmitted noise
from onboard machinery. Reduction or control of ship noise

has traditionally been implemented by passive means,
such as by the use of vibration isolation mounts, flexible
pipe-work, and interior acoustic absorbing materials. How-
ever, these passive noise control techniques are effec-
tive mostly for attenuating high-frequency noise; they are
generally ineffective for controlling low-frequency noise.
There are, on the other hand, active noise control methods
that have been proven to be effective in controlling low-
frequency and tonal noise. These active control methods
could be used instead of, or in combination with, passive
techniques, for controlling or reducing ship noise.

Active noise control (ANC) involves the reduction or
elimination of noise by modification of the dynamic prop-
erties of a system or by noise cancellation through linear
superposition of a secondary noise field of equal but oppo-
site strength. An active noise control system will typically
consist of all or some of the following ingredients: sensors,
actuators, and controllers.

FUNDAMENTAL CONCEPTS OF SHIP NOISE CONTROL

Noise Sources and Transmission Paths in Ship Structures

There are many sources of noise within a ship’s structure.
Among these are the propulsion systems, exhaust stacks,
and various onboard equipment. The principal noise source
is the engine system. A typical ship engine along with
its mounting system is schematically depicted in Fig. 1.
The figure shows the various vibroacoustic paths through
which the engine vibration is transmitted to the ship struc-
ture and eventually radiated into the surrounding medi-
ums. The various vibroacoustic paths transmit noise in
different ways. For example:

� The noise from the exhaust stack and the fuel intake
and the cooling systems can be viewed as duct and
piping noise. In this mechanism the pressure wave in
the duct is excited and transmitted as noise.

� The mounting systems, consisting of the engine
cradle, isolation mount, raft, and foundation, are me-
chanical connections between the ship hull and the
machine. Vibration is transmitted from the engine
motion to the ship hull through these connections.
The induced hull vibration is transmitted to the sur-
rounding medium and is radiated as acoustic noise.
This noise transmission mechanism is referred to as
structural acoustic radiation.

� The engine vibration leads to airborne radiation
within the enclosure, which may induce an acoustic
load on the ship hull. This resulting excitation is ra-
diated to the surrounding medium as acoustic noise.

The objective of ship noise control is the minimization of
the acoustic radiation from the ducting and piping systems
and from the ship’s hull, and appendages to the surround-
ing water.

Passive and Active Ship Noise Control

In general, then, passive and active control methods are
two distinct methods that can be used to reduce acoustic
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Figure 1. Typical marine diesel engine mounted on a ship hull. AA: acoustic to acoustic coupling,
SS: structural to structural coupling, AS: acoustic to structural coupling, SA: structural to acoustic
coupling. The relative importance of energy coupling for radiation into seawater is illustrated by a
number (1) for more important and (2) for less important.

noise and radiation. Passive noise control essentially
reduces unwanted noise by utilizing the absorption prop-
erty of materials. In this approach, sound absorbent
materials are mounted on or around the primary source of
noise or along the acoustic paths between the source and
the receivers of noise. At low frequencies, however, passive
control techniques are not effective because the long acous-
tic wavelength of the noise requires large volumes of the
passive absorbers (1)

Active noise control involves the injection of secondary
sound by actuators, which by linear superposition is addi-
tive, to the primary sound field. It operates on the princi-
ple of superposing waveforms, by generating a canceling
waveform whose amplitude and envelope match those of
the unwanted noise, but whose phase is shifted by 180◦

(2). The main features of an active control system are il-
lustrated in Fig. 2. The basic components are the physical
system (this encompasses the plant, the sensors and the
actuators) and the electronic control system (3). The main
features are:

1. The primary source of noise/disturbance and the sys-
tem to be controlled. This is usually referred to as the
plant.

2. The input and error sensors. The input sensors
are the electroacoustic (microphones) or electrome-
chanical (accelerometers, tachometers) devices that
measure the disturbance from the primary source
and communicate it to the controller. They are
often referred to as reference sensors. The error

Engine
noise

(primary
source)

Noise Acoustical delay “Quiet”

Input
sensor

Electrical delay

Active
 controller

Actuator

Error 
sensor

Figure 2. Main features of an active
noise control system.

sensor monitors the performance of the active
controller.

3. The actuators. These are the electroacoustic or elec-
tromechanical devices that generate the secondary
noise or anti-noise in order to reduce or cancel the
primary noise. In some cases, the actuators mod-
ify the dynamic properties of the system in order
to reduce their noise radiation efficiencies. Examples
of actuators include speakers, piezoelectric material,
and vibration shakers. The actuators, plant, and the
sensors are collectively referred to as the physical
system.

4. The active controller. This is the signal processor
(usually a digital electronic system) that gives com-
mand to the actuators. The controller bases its output
on sensor signals (primary noise sensor/error sensor)
and usually on some knowledge of how the plant re-
sponds to the actuator.

The performance of an active controller depends on the
physical arrangements of the control sources (actuators)
and the sensors, causality, controllability, observability,
and the stability of the control system. Active noise con-
trol methodologies (ANC) can be classified into two main
categories, namely feedforward control (FFC) and feedback
control (FBC). A summary of the description of the two
methodologies is given by (4). The controllers that have
been used in active noise control methodologies (FFC and
FBC) have evolved over the years from analog to digital
designs.
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SENSORS AND ACTUATORS FOR ACTIVE NOISE
AND VIBRATION CONTROL (ANVC)

Piezoelectric Materials

Piezoelectric materials are the oldest and most reliable ma-
terials used in high-speed sensor and actuator technolo-
gies. Piezoelectricity was discovered by the Curie broth-
ers in 1880. When a piezoelectric material is subjected to
a mechanical stimulus, an electrical charge or voltage is
induced in the material. This is called the “direct piezo-
electric effect,” which enables the material to be used as
a sensor. On the other hand, when the piezoelectric mate-
rial is subjected to an electrical charge or voltage, a me-
chanical force or strain is induced in the material. This is
called the “converse piezoelectric effect”, which enables the
material to be used as an actuator. The induced strain is
directly proportional to the applied electric field and the
linear piezoelectric constitutive equations are given by

T = cS− eE, (1a)

D = eT S+ εE, (1b)

where T, E, S, and D are the vectors of stress, electric
field, strain, and electric displacement (charge per unit
area), c, e, and ε are the matrices of the elastic stiffness
coefficients, piezoelectric stress constants, and dielectric
coefficients, respectively. Equations (1a) and (1b) describe
the direct and converse effects, respectively. Piezoelectric
materials are also called soft ceramics because they are
characterized by high dissipation factors (dielectric losses).
As a result, they have high hysteresis in the displacement
versus voltage curves (5).

The three most important piezoelectric materials are
lithium niobate (Li NbO3), polyvinylidene flouride (PVDF
or PVF2), and lead zirconate titanate (PZT) (6). LiNbO3 is
a crystal with a high electromechanical coupling and very
low acoustical attenuation. Piezoelectricity is obtained
from a strip of PVDF by stretching it under a high voltage.
PVDF, originally discovered in 1969, is known for its flex-
ibility, lightweight, durability, and relatively low acoustic
impedance. PZT is by far the most commonly used piezo-
electric material. This is a ferroelectric ceramic material
with direct and converse piezoelectric properties. A wide
variety of PZT formulations have been developed, with
PZT-5 being one of the most widely used formulations for
actuator applications (7–10). PZT can be used as sensors
or actuators. For actuators, the device usually consists of
a stack of many layers of the PZT, alternatively connected
to the positive and negative terminals of a high voltage
source (7).

The mechanical, dielectric and electromechanical
coupling properties of some piezoelectric materials are
shown in Table 1. Many studies, both theoretical and ex-
perimental, have been focused on the application of piezo-
electric materials for vibration control of flexible structures
(6,11–14). Of direct relevance to the noise control problem
that is of interest in this study is the work by Sumali and
Cudeny (15) who developed an actuator from a stack of
layers of piezoelectric material in an actively controlled
engine mount that was designed to reduce structural

vibrations. Most of the theoretical and experimental stud-
ies on the use of piezoelectric materials for active noise
control have been directed at aircraft cabin noise control.
For instance, Grewal et al. (16) have investigated the use
of piezoceramic elements to reduce cabin noise in the de
Havillan Dash-8 series 100/200 aircraft. Their study shows
that by judicious actuator and sensor design considerations
systems using bonded piezoelectric actuators and vibra-
tion sensors alone are capable of simultaneously providing
significant noise reduction as well as vibration suppres-
sion. Other studies include the works of Sutliff et al (17)
on active noise control of low-speed fan rotor-stator modes;
and Simonich (5) on the application of rainbow piezoce-
ramic actuators (18) for active noise control of gas turbine
engines.

Electrostrictive Materials

Electrostrictive materials are similar to piezoelectric ma-
terials. When a mechanical force or strain is applied to
the material, an electric charge or voltage is induced;
conversely, when an electric field is applied across an
electrostrictive material, a mechanical strain is induced.
Hence, electrostrictive material can also be used as sensors
or actuators. However, there are several differences be-
tween electrostrictive and piezoelectric materials. In elec-
trostrictive materials, the induced mechanical strain is
proportional to the square of the electric field, whereas it
is proportional to the electric field in piezoelectric mate-
rials. Thus electrostrictive materials always produce pos-
itive displacements regardless of the polarity. As a re-
sult, they are always in compression when doing work and
avoid typical weakness of ceramics in tension (19). Elec-
trostrictive materials exhibit microsecond recovery time
upon withdrawal of the electric field, compared to millisec-
onds for piezoelectric materials. Electrostrictive materials
have lower dissipation factors (and low displacements and
hysteresis) compared to piezoelectric materials, and are
regarded as hard ceramics (5). The most commonly used
electrostrictive material is lead magnesium niobate (PMN)
ceramic material.

Magnetostrictive Materials

Magnetostrictive materials are those materials that un-
dergo an induced mechanical strain when subjected to a
magnetic field. On the other hand, when a mechanical
stress (or strain) is applied to the material, it undergoes do-
main changes that yield a magnetic field. These materials
can thus be used as sensors and actuators due to the direct
and converse effects. The most common magnetostrictive
material is TERFENOL (consisting of TERbium, FE (iron)
and dysprosium, which was developed by NOL, the Naval
Ordinance Laboratory). The most commonly used formu-
lation is TERFENOL-D. Magnetostrictive materials can
exhibit strains of up to 0.2% at reasonably low magnetic
field strength (20).

A detailed description of a magnetostrictive actuator
is presented by Giugiutu et al. (7), who show the con-
struction of a terfenol actuator. The actuator consists of
a TERFENOL-D rod inside an electric coil that is enclosed
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Table 1. Advantages and Disadvantages of Various Sensor and Actuator Technologies

Type of Sensor or Actuator Advantages Disadvantages

Piezoelectric materials

Examples:
Lead zirconate
Titanate (PZT)
Polyvinylidene
Fluoride(PVDF)

� Used as sensors and actuators � Relatively low strain and low displacement
� Very large frequency range capability (typically, less than 0.1% strain,
� Quick response time and 1–100 microns displacement for
� Very high resolution and dynamic range stack actuators)
� Possibility of integration in the structure � Actuators require relatively costly

for thin PZT actuators and PVDF voltage amplifiers
sensors � Low recoverable strain (0.1%)

� Possibility of shaping PVDF sensors � Piezoelectric ceramics are brittle
(spatial filtering) � Cannot measure direct current

� Susceptible to high hysteresis
and creep when strained in direction
of poling (e.g., stack actuators)

Electrostrictive
materials

Example:
Lead-magnesium

niobate (PMN)

� Used as sensor and actuators � More sensitive to temperature
� Lower hysteresis and creep variations than piezoelectrics

compared to piezoelectric
� Potentially larger recoverable strain

than piezoelectric

Magnetostrictive
materials

Example:
Terfenol-D

� Higher force and strain capability than � Low recoverable strain (0.15%)
piezoceramics (typically, 1000 � Only for compression components
microstrain deformation) � Nonlinear behavior

� Suited for high-precision applications
� Suited for compressive load carrying

components
� Very durable

Shape-memory alloys
(SMA)

Example:
NITINOL

� Large recoverable strain (8%) � Suited for low-frequency (0–10 Hz)
used largely for actuation due to large and low-precision application
force generation � Slow response time

� Low voltage requirements � Complex constitutive behavior
with large hysteresis

Optical fibers

Examples:
Bragg grating,
Fabry-Perot

� Suited for remote sensing of structures � Used for sensing alone
� Corrosion resistant � Behavior is complicated by thermal strains
� Immune to electric interference
� Small, light, and compatible with

advanced composite

Electrorheological
fluids (ER)

Example:
Alumino-silicate

in paraffin oil

� Simple and quiet devices � Low-frequency applications
� Suitable for vibration control � Nonlinear behavior
� Offers significant capability and � Cannot tolerate impurities

flexibility for altering structural response � Fluid and solid phases tend to separate
� Low density � Not suitable for low temperature applications

� High-voltage requirements (2–10 kV)
� Higher ηp/τ

2
y ratio than MR*

Magnetorheological � Simple and quiet devices � Nonlinear behavior
fluids (MR) � Quick response time � Higher density than ER

� Suitable for vibration control
� Offers significant capability and

flexibility for altering structural response
� Low voltage requirements
� Behavior not affected by impurities
� Suitable for wide range of temperatures
� Lower ηp/τ

2
y ratio than ER*

Microphones � Low cost � Sensitive to turbulent flow
� Large dynamic range � Need to achieve directionality in
� Excellent linearity some active control systems (e.g., ducts)

� Need protection to dust,
moisture, high temperature

(cont.)
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Table 1. (Continued.)

Type of Sensor or Actuator Advantages Disadvantages

Displacement sensors

Example:
Proximity probe,
LVDT, LVIT

� Good low-frequency sensitivity (0–10 Hz) � Low-frequency range (typically, below 100 Hz)
� Noncontacting measurement (proximity probe) � Low dynamic range (typically, 100 : 1)
� Well suited to measurement of relative � Low resolution

displacement in active mounts

Velocity sensors � Noncontacting measurement � Low dynamic range (typically 100 : 1)
(magnetic) � Well suited to measurement of relative � Low resolution

velocity in active mounts � Heavy

Accelerometers � Large dynamic range � Low sensitivity in low frequency (0–10 Hz)
� Excellent linearity � Require relatively expensive charge

amplifiers (piezoelectric accelerometers)

Loudspeakers � Low cost � Nonlinear behavior if driven close to maximum power
� Space requirement (backing enclosure)
� Need protection to dust, moisture, high

temperature, corrosive environment

Electrodynamic and � Relatively large force/large � May need a large reaction mass to
electromagnetic displacement capability transmit large forces

actuators � Excellent linearity � Space requirement
� Extended frequency range

Hydraulic and � Large force/large � Low-frequency range (0–10 Hz for
pneumatic actuators displacement capability pneumatic; 0–150 Hz for hydraulic)

� Need for hydraulic or compressed air power supply
� Nonlinear behavior
� Space requirement

in an annular armature. When the coil is activated, the
TERFENOL rod expands and produces a displacement.
The TERFENOL-D bar, coil, and armature are assem-
bled between two steel washers and put inside a protec-
tive wrapping to form the basic magnetoactive induced
strain actuator unit (7). The main advantage of terfenol is
its high-force capability at relatively low cost (21). It also
has the advantage of small size and light weight, which
makes it suitable for situations where no reactive mass is
required such as in stiffened structures of aircraft and sub-
marine hulls. The disadvantages of TERFENOL include
its brittleness and low tensile strength (100 MPa) com-
pared to compressive strength (780 MPa). Its low displace-
ment capability is also a major disadvantage especially in
the low-frequency range (less than 100 Hz). In addition, it
also exhibits large hysteresis resulting in a highly nonlin-
ear behavior that is difficult to model in practical applica-
tions (20,21). Tani et al. (20) have reviewed of studies on
modeling the nonlinear behavior of TERFENOL-D as well
as its application in smart structures. Ackermann et al.
(22) developed a transduction model for magnetostrictive
actuators through an impedance analysis of the electro-
magneto-mechanical coupling of the actuator device. This
model provided a tool for in-depth investigation of the
frequency-dependent behavior of the magnetostrictive ac-
tuator, such as energy conversion, output stroke, and force.
The feasibility of using embedded magnetostrictive mini
actuators (MMA) for vibration suppression has been in-
vestigated by (20).

Shape-Memory Alloys (SMAs)

Shape-memory alloys (SMAs) are materials that undergo
shape changes due to phase transformations associated
with the application of a thermal field. When a SMA
material is plastically deformed in its martensitic (low-
temperature) condition, and the stress is removed, it re-
gains (memory) its original shape by phase transforma-
tion to its austenite (high-temperature) condition, when
heated. SMAs are considered as functional materials be-
cause of their ability to sense temperature and stress
loading to produce large recovery deformations with force
generation. TiNi (nitinol), which is an alloy comprising
approximately 50% nickel and 50% titanium, is the most
commonly used SMA material. Other SMA material in-
cluding FeMnSi, CuZnAl, and CuAlNi alloys have also been
investigated (20,23).

Typically, plastic strains of 6% to 8% can be completely
recovered by heating nitinol beyond its transition temper-
ature (of 45–55◦C). According to Liang and Rogers (24) re-
straining the material from regaining its memory shape
can yield stresses of up to 500 MPa for 8% plastic strain
and a temperature of 180◦C. By transformation from the
martensite to austenite phase, the elastic modulus of niti-
nol increases threefold from 25 to 75 GPa, and its yield
stress increases eightfold from 80 to 600 MPa (25).

SMAs can be used for sensing or actuation, although
they are largely used for actuation due to their large
force generation capabilities. They have very low voltage
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requirements for operation and are very suited for low-
frequency applications. However, their use is limited by
their slow response time, which makes them suitable for
low-precision applications only. Also, they exhibit complex
constitutive behavior with large hysterises, which makes it
difficult to understand their behavior in active structural
systems. To provide a better understanding of the behavior
of SMAs, several researchers have focused on the develop-
ment of constitutive models for SMAs. Some of the most
prominent and commonly used ones are those by Tanaka
(26), Liang and Rogers (24), and Boyd and Lagoudas (27).
These models are derived from phenomenological consid-
erations of the thermomechanical behavior of the SMAs.
Because of the numerous advantages they offer, several
investigations on the application of SMAs have been car-
ried out within the present decade. Reviews of these ap-
plications, focusing on fabrication of SMA hybrid com-
posites, analytical and computational modeling, active
shape control, and vibration control, are presented in
(20,23).

Optical Fibers

For many applications, ideal sensors would have such at-
tributes as low weight, small size, low power, environmen-
tal ruggedness, immunity to electromagnetic interference,
good performance specifications, and low cost. The emer-
gence of fiber-optic technology, which was largely driven by
the telecommunication industry in the 1970s and 1980s, in
combination with low-cost optoelectronic components, has
enabled fiber-optic sensor technology to realize its potential
for many applications (28–30). A wide variety of fiber-optic
sensors are now being developed to measure strain, tem-
perature, electric/magnetic fields, pressure, and other mea-
surable quantities. Many physical principles are involved
in these measurements, ranging from the Pockel, Kerr, and
Raman effects to the photoelastic effect (31). These sensors
use intensity, phase, frequency, or polarization modulation
(32). In addition, multiplexing is largely used for many-
sensor systems. Fiber-optic sensors can also be divided in
discrete sensors and distributed sensors to perform spa-
tial integration or differentiation (33). Three types of fiber-
optic strain sensors are reviewed in the following: extrinsic
interferometric sensors, Bragg gratings, and sensors based
on the photoelastic effect.

The most widely used phase modulating fiber-optic sen-
sors are the extrinsic interferometric sensors. Two fibers
and directional couplers are generally used for these sen-
sors. One of the fibers acts as a reference arm, not affected
by the strain, while the other fiber acts as the sensing arm
measuring the strain field. By combining the signals from
both arms, an interference pattern is obtained from the
optical path length difference. This interference pattern
is used to evaluate the strain affecting the sensing arm
(e.g., by fringe counting). These sensors have a high sen-
sitivity and can simultaneously measure strain and tem-
perature. One interferometer now being used in industrial
applications is the Fabry-Perot interferometer, where a
sensing cavity is used to measure the strain (34). This sen-
sor uses a white-light source and a single multiple mode

Multimode
fiber

Cavity
length

Welded
spot

250 µm

Dielectric
mirrorsMicrocapillary

Gauge length
(∼3, 5 mm)

Figure 3. Fabry-Perot sensors used for ice impact monitoring and
encapsulated version.

fiber, and provides absolute measurements. This extrinsic
interferometer sensor is shown in Fig. 3.

Bragg grating reflectors can be written on an optical
fiber using a holographic system or a phase mask to gener-
ate a periodic intensity profile (35). These sensors can be
used as point or quasi-distributed sensors. The reflected
signal from these sensors consist of frequency components
directly related to the number of lines per millimeter of
each grating reflector and, thus, to the strain experienced
by the sensor. Fiber-optic sensors based on Bragg gratings
are used to measure strain and temperature, either si-
multaneously or individually (36). The Bragg gratings are
traditionally interrogated using a tunable Fabry-Perot or
a Mach-Zender interferometer. Recently, long-period grat-
ings have been used to interrogate Bragg sensing gratings
(37). Bragg gratings have been used to measure vibrations
either directly or through the development of novel ac-
celerometers. A typical fiber Bragg grating (FBG) system
is illustrated in Fig. 4.

The principle of operation of the sensors based on the
photoelastic effect is a phase variation of the light passing
through a material (fiber) that is undergoing a strain
variation. This phase variation can be produced by two
effects on the fiber: (1) the variation of the length produced
by the strain; (2) the photo-elastic effect and the modal
dispersion caused by the variation of the diameter of the
fiber. These sensors are classified in modal interferometric
sensors and polarimetric sensors. As it integrates the
strain effect over its length, the modal interferometric
sensor can act as a spatial filter if the propagation constant
is given a spatial weighting (38).

Reflected
wave

Bragg
grating

Transmitted
wave

Incident
wave

Figure 4. Bragg grating on an optical fiber.
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Electrorheological Fluids (ER)

Electrorheological fluids (ER) are a class of controllable
fluids that respond to an applied electric field with a dra-
matic change in rheological behavior. The essential cha-
racteristic of ER fluids is their ability to reversibly change
from free-flowing linear viscous liquids to semisolids hav-
ing controllable yield strength in milliseconds when ex-
posed to an electric field (23). The ER fluids provide very
simple, quiet and rapid response interfaces between elec-
tronic controls and mechanical systems. They are very suit-
able for vibration control because of the ease with which
their damping and stiffness properties can be varied with
the application of an electric field.

ER materials consist of a base fluid (usually a low vis-
cosity liquid) mixed with nonconductive particles, typically
in the range of 1 to 10 m diameter. These particles become
polarized on the application of an electric field, leading to
solidification of the material mixture. Typical yield stresses
in shear for ER materials are about 5 to10 kPa. The most
common type of ER material is the class of dielectric oils
doped with semiconductor particle suspensions, such as
aluminosilicate in paraffin oil. The material exhibits non-
linear behavior, which is still not completely understood by
the research community. This lack of understanding has
hindered efforts in developing optimal applications of ER
materials. However, electrorheological fluids may be suit-
able for many devices, such as shock absobers and engine
mounts (23,25).

Magnetorheological Fluids (MR)

Magnetorheological fluids (MR) are similar to ER materi-
als in that they are also controllable fluids. These materials
respond to an applied magnetic field with a change in the
rheological behavior. MR fluids, which are less known than
ER materials, are typically noncolloidal suspensions of
micron-sized paramagnetic particles. The key differences
between MR and ER fluids are highlighted in Table 1. In
general, MR fluids have maximum yield stresses that are
20 to 50 times higher than those of ER fluids, and they
may be operated directly from low-voltage power supplies
compared to ER fluids which require high-voltage (2–5 kV)
power supplies. Furthermore, MR fluids are less sensitive
to contaminants and temperature variations than are ER
fluids. MR fluids also have lower ratios of ηp/τ

2
y than ER

materials, where ηp is the plastic viscosity and τy the max-
imum yield stress. This ratio is an important parameter in
the design of controllable fluid device design, in which min-
imization of the ratio is always a desired objective. These
factors make MR fluids the controllable choice for recent
practical applications. Several MR fluid devices developed
by Lord Corporation in North Carolina under the Rheo-
netic trade name (23).

Microphones

Microphones are usually the preferred acoustic sensors in
active noise control applications. Relatively inexpensive
microphones (electret or piezoelectric microphones) can be
used in most active noise control systems because the fre-
quency response flatness of the microphones is not critical

Microphone
support section

Detection pipe
section

Absorbing material

Microphone

Thin teflon membrane (0.005′′)
between two insulating washer

6.5′′ 10′′

1′′

Figure 5. Sound pressure and particle velocity sensing.

in digital active control systems, as it is compensated in the
identification of the control path. The most common types
of microphones are omni-directional, directional, and probe
microphones.

Whenever turbulent flow is present in the acoustic
medium (e.g., a turbulent flow in a duct conveying a gas or
a fluid), turbulent random pressure fluctuations are gener-
ated in the flow, adding to the disturbance pressure field.
The most common way of reducing the influence of turbu-
lent noise is to use a probe tube microphone consisting of
a long, narrow tube with a standard microphone mounted
at the end. The walls of the tube are porous or contain
holes or an axial slit. The probe tube microphone must be
oriented with the microphone facing the flow. Probe tube
microphones are convenient as reference sensors in active
control systems in ducts because they act as both direc-
tional sensors and turbulence filtering sensors. Details on
the principle of operation can be found in (39). Low-cost
microphone probes for hot corrosive industrial environ-
ments are also available from Soft dB Inc. Figure 5 shows a
microphone adapted for such environments.

Displacement and Velocity Transducers

Although their dynamic range is usually much less than
that for accelerometers, displacement and velocity trans-
ducers are often more practical for very low frequencies
(0–10 Hz) where vibration amplitudes can be of the order
of a millimeter or more for heavy structures whose corre-
sponding accelerations are small. Also, in low-frequency
active control systems, displacement or velocity rather
than acceleration can be the preferred quantities to min-
imize. The displacement and velocity transducers are de-
scribed below.

Proximity probes are the most common type of displace-
ment transducers. There are two main types of proximity
probes, the capacitance probe and the Eddy current probe.
Proximity probes allow noncontact measurement of vibra-
tion displacements. They are well suited to vibration dis-
placement measurements on rotating structures. The dy-
namic range of proximity probe is very small—typically
100 : 1 for low-frequency applications (<200 Hz). The res-
olution varies from 0.02 to 0.4 mm.

The linear variable differential transformer (LVDT) is a
displacement transducer that consists of a single primary
and two secondary coils wound around a cylindrical bobbin.
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A movable nickel iron core is positioned inside the wind-
ings, and it is the movement of this core that is measured.
The dynamic range of an LVDT is typically 100 : 1, with
a resolution ranging from 0.01 to 1 mm. The frequency
range is typically dc to 100 Hz. The total length of the sen-
sor varies from 30 to 50 mm for short stroke transducers
to about 300 mm for long stroke transducers.

The linear variable inductance transformer (LVIT) is a
displacement transducer based on the measurement of in-
ductance changes in a cylindrical coil. The coil is excited
at about 100 kHz, and the inductance change is caused by
the introduction of a highly conductive, nonferrous coaxial
rod sliding along the coil axis. It is the movement of this
coaxial rod that is measured. This type of transducer is
particularly suited for measuring relative displacements
in suspension systems. Transducer sizes vary from dia-
meters of a few millimeters to tens of millimeters.

Often used among the velocity transducers is the non-
contacting magnetic type consisting of a cylindrical perma-
nent magnet on which is wound with an insulated coil. A
voltage is produced by the varying reluctance between the
transducer and the vibrating surface. This type of trans-
ducer is generally unsuitable for absolute measurements,
but it is very useful for relative velocity measurement such
as needed for active suspension systems. The frequency
range of operation is 10 Hz to 1 kHz; the low-resonance
frequency of the transducer makes it relatively heavy.
Velocity transducers cover a dynamic range between 1 and
100 mms−1. Low-impedance, inexpensive voltage ampli-
fiers are suitable.

Accelerometers

Accelerometers are the most employed technology for vi-
bration measurements. They provide a direct measure-
ment of the acceleration, usually in the transverse direc-
tion of a vibrating object. The acceleration is a quantity
well correlated to the sound field radiated by the vibrat-
ing object. Therefore, accelerometers can be a convenient
alternative to microphones as error sensors for active
structural acoustic control. Accelerometers usually have a
much larger dynamic range than displacement or velocity
sensors. A potential drawback of accelerometers, in low-
frequency active noise control systems, is their low sensi-
tivity at low frequency (typically 0–10 Hz).

Small accelerometers can measure higher frequencies,
and they are less likely to affect the dynamics of the struc-
ture by mass loading it. However, small accelerometers
have a lower sensitivity than bigger ones. Accelerome-
ters range in weight from miniature 0.65 g for high-level
vibration amplitudes up to 18 kHz on lightweight struc-
tures, to 500 g for low-level vibration amplitudes on
heavy structures up to 1 kHz. Because of the three-
dimensional sensitivity of piezoelectric crystals, piezoelec-
tric accelerometers are sensitive to vibrations at right an-
gle to their main axis. The transverse sensitivity should be
less than 5% of the axial sensitivity. There are two main
types of accelerometers: piezoelectric and piezoresistive.

A piezoelectric accelerometer consists of a small seis-
mic mass attached to a piezoelectric crystal. When the ac-
celerometer is attached to a vibrating body, the inertia force

due to the acceleration of the mass produces a mechanical
stress in the piezoelectric crystal that is converted into an
electric charge on the electrodes of the crystal. Provided
that the piezoelectric crystal works in its linear regime,
the electric charge is proportional to the acceleration of the
seismic mass. The mass may be mounted to produce either
compressive or tensile stress, or alternatively, shear stress
in the crystal. A piezoelectric accelerometer should be used
below the resonance of the seismic mass–piezoelectric crys-
tal system. Since piezoelectric accelerometers essentially
behave as electric charge generators, they must generally
be used with high-impedance charge amplifiers. The cost of
such amplifiers can represent a significant amount of the
total cost of an active control system when a large number
of accelerometers are used.

Piezoresistive accelerometers rely on the measurement
of resistance change in a piezoresistive element usually
mounted on a small beam and subjected to stress. Piezore-
sistive accelerometers are less sensitive than piezoelectric.
They require a stable, external dc power supply to excite
the piezoresistive elements. However, piezoresistive ac-
celerometers have a better sensitivity at low frequency, and
they require less expensive, low-impedance voltage ampli-
fiers. The piezoresistive element is sometimes replaced by a
piezoelectric polymer film (PVDF), and the electric charge
across the electrodes of the PVDF is collected as the sen-
sor output. Such a PVDF accelerometer has a sensitivity
and frequency response similar to the piezoresistive ac-
celerometer, and it is less expensive than the piezoelectric
accelerometer.

Loudspeakers

The electrodynamic loudspeaker is the most commonly em-
ployed actuator technology for active noise control applica-
tions. When selecting a loudspeaker for an active noise con-
trol system, the important parameter is the cone volume
velocity required to cancel the primary sound field (21).

For small systems, (small-duct, low-noise, domestic
ventilation system), active acoustic noise control can be
achieved with small commercial medium-quality speakers
(radio-type speaker). However, for bigger systems, precau-
tions have to be taken.

Electrodynamic loudspeakers exhibit a nonlinear be-
havior when they are driven close to maximum power or
maximum membrane deflection. It can significantly de-
grade the performance of active control systems based on
linear filtering techniques. It is thus important that loud-
speakers should be driven at a fraction of the maximum
power or maximum deflection specifications, especially in
situations where single-frequency or harmonic noise has
to be attenuated. For random noise, the peak cone velocity
requirements for active control are likely to be four or five
times the estimated rms velocity requirements (39).

In active control of single-frequency noise, it is desirable
to design the loudspeaker so that its mechanical resonance
lies close to the frequency of interest. This resonance fre-
quency can be adjusted to suit a particular application ei-
ther by adding mass to the cone (to reduce the frequency) or
by adding a backing enclosure to the speaker (to increase
the frequency).
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Standard speaker

Perforated metal sheets

Teflon 0,005′′

Figure 6. Protective system for loudspeaker membrane.

Operation in industrial environments requires consid-
erable precautions. In high-humidity, high-temperature
and corrosive environments, the loudspeaker cone must be
protected with a heat shield. Soft dB used a Teflon mem-
brane and a perforated metal sheet to protect the mem-
brane of the speaker from corrosive gas (see Fig. 6).

Electromagnetic Actuators

For vibration control purposes, electromagnetic actuators
can be classified into electrodynamic shakers and elec-
trical motors. The latter can be used for low-frequency
vibration control. Electrodynamic shakers are generally
defined as devices having a central inertial core (usually
a permanent magnet) surrounded by a winding. This type
of inertial actuator applies a point force to a structure by
reacting against the inertial mass. As in a loudspeaker, a
time-varying voltage is applied to the coil in order to move
the inertial mass and to force the movement of the struc-
ture onto which the shaker is attached.

Electric
motors

Ac Dc

SynchronousASynchronous

Induction Brushless DC Sine wave Hysteresis Step Reluctance

Figure 7. Classification of electric motors (42).

Other inertial type actuators are available which use,
for example, the piezoelectric effect, instead of a coil, to
move the inertial mass. Proof-mass actuators (also called
inertial actuators) are very similar in their operation to
electrodynamic shakers. They usually consist of a mass
that is moved by an alternating electromagnetic field.
These devices can generate relatively large forces and
displacements and can be good alternatives to costly
electrodynamic shakers. The devices can excite very stiff
structures such as electrical power transformers. Another
advantage of proof-mass actuators is that their resonant
frequency can be easily tuned for optimal efficiency at a
given frequency.

Electrical Motors

The advent of new control strategies and digital controllers
has revolutionized the way electrical motors can be used
and now allows for the use of motor technologies that were
previously difficult to implement in practical applications.
Simple motor drives were traditionally designed with
relatively inexpensive analog components that suffer from
susceptibility to temperature variations and component
aging. New digital control strategies now allow for the use
of electrical motors in active vibration control applications.
These efficient controls make it possible to reduce torque
ripples and harmonics and to improve dynamic behavior
in all speed ranges. The motor design is optimized due to
lower vibrations and lower power losses such as harmonic
losses in the rotor. Smooth waveforms allow an optimiza-
tion of power elements and input filters. Overall, these im-
provements result in a reduction of system cost and better
reliability.

Electrical motors can be divided into motors with a per-
manent magnet rotor (ac and dc motors) and motors with a
coiled rotor. Figure 7 illustrates a detailed classification of
the electrical motors. With the advent of new controllers,
the tendency is to classify electrical motors under ac or dc
according to the control strategy.

Due to its high reliability and high efficiency in a re-
duced volume, the brushless motor is actually the most
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interesting motor for application to active vibration control
(40). Although the brushless characteristic can be applied
to several kinds of motors, the brushless dc motor is con-
ventionally defined as a permanent magnet synchronous
motor with a trapezoidal back EMF waveform shape, while
the brushless ac motor is conventionally defined as a per-
manent magnet synchronous motor with a sinusoidal back
EMF waveform shape. New brushless and coreless motors
are now available which are very linear over a wide speed
range (41). The brushless motor control consists of generat-
ing variable currents in the motor phases. The regulation
of the current to a fixed 60◦ reference can be realized in two
modes: pulse width modulation (PWM) or hysteresis mode.
Shaft position sensors (incremental, Hall effect, resolvers)
and current sensors are used for the control. Linear per-
manent magnet motors are also available that, in addition
to the linear action, allow better magnetic dissipation in
the core as it is distributed in space.

If volume is not a major concern, a second type of motor
to be used in active vibration control is the induction or
ac motor (41). As for the brushless motor, the performance
of an ac motor is strongly dependent on its control. DSP
controllers enable enhanced real time algorithms. There
are several ways to control an induction motor in torque,
speed, or position; they can be categorized in two groups:
the scalar and the vector control. Scalar control means that
variables are controlled only in magnitude, and the feed-
back and command signals are proportional to dc quanti-
ties. The vector control is referring to both the magnitude
and phase of these variables. Pulse width modulation tech-
niques are also used for the control of induction motors, and
indirect current measurement (using a shunt or Hall effect
sensor) is used as a feedback information for the controller.

The third electrical motor used for active vibration con-
trol is the switched reluctance motor (40). This motor is
widely used mainly because of its simple mechanical con-
struction and associated low cost and secondarily because
of its efficiency, its torque/speed characteristic and its very
low requirement for maintenance. This type of motor, how-
ever, requires a more complicated control strategy. The
switched reluctance motor is a motor with salient poles on
both the stator and the rotor. Only the stator carries wind-
ings. One stator phase consists of two series-connected
windings on diametrically opposite poles. Torque is pro-
duced by the tendency of its movable part to move to a
position where the inductance of the excited winding is
maximized. There are two ways to control the switched re-
luctance motor in torque, speed and position. Torque can
be controlled by the current control method or the torque
control method. The pulse width modulation (PWM) strat-
egy is used in both current and torque control approaches
to drive each phase of the switched reluctance motor ac-
cording to the controller signal.

Hydraulic and Pneumatic Actuators

Hydraulic and pneumatic actuators are good candidate
technologies when low frequency, large force, and displace-
ments are required. Hydraulic actuators consist of a hy-
draulic cylinder in which a piston is moved by the action
of a high-pressure fluid. The main advantage of hydraulic

actuators is their large force and large displacement capa-
bility for a relatively small size. The disadvantages include
the need for a hydraulic power supply (which can require
space and generate noise), the high cost of servo-valves,
the nonlinear relation between the servo-valve input volt-
age and the output force or displacement produced by the
actuator, and the limited bandwidth of the actuator (0–
150 Hz). Hydraulic actuators have been used in the design
of active dynamic absorbers for ship structures (42,43).

The principle of operation of pneumatic actuators is very
similar to hydraulic actuators, except that the hydraulic
fluid is replaced by compressed air. Due to the higher com-
pressibility of air, the bandwidth of pneumatic actuators
is reduced (typically 0–10 Hz), which restricts the applica-
tion to nonacoustic problems. Pneumatic actuators may be
an attractive option when an existing air supply is already
available

APPLICATIONS OF NOISE CONTROL
IN SHIP STRUCTURES

A typical marine diesel engine mounted on a ship hull
is schematically depicted in Fig. 1. The figure shows the
various vibroacoustic paths through which the engine vi-
bration is transmitted to the ship structure, and eventu-
ally radiated into seawater. In the figure the coupling be-
tween structural and acoustic energy is classified using the
following symbols: AA: acoustic to acoustic coupling, SS:
structural to structural coupling, AS: acoustic to structural
coupling, SA: structural to acoustic coupling. The relative
importance of energy coupling for radiation into seawater
is illustrated by a number. As shown, there are five possi-
ble energy transmission paths, including (1) the mounting
system, consisting of the engine cradle, isolation mounts,
raft, and foundation; (2) the exhaust stack; (3) the fuel in-
take and cooling system; (4) the drive shaft; and (5) the
airborne radiation of the engine. In this study, these five
paths are grouped into four categories, corresponding to
generic active control problems:

� Path 1: Active vibration isolation (mounting system).
� Path 2: Active control of noise in ducts and pipes (ex-

haust stack; fuel intake and cooling system).
� Path 3: Active control of vibration propagation in

beam-type structures (drive shaft).
� Path 4: Active control of enclosed sound fields (air-

borne radiation of the engine).

Path 1: Active Vibration Isolation

Active vibration isolation involves the use of an active sys-
tem to reduce the transmission of vibration from one body
or structure to another (e.g., transmission of periodic vi-
bration from a ship’s engine to the ship’s hull). Such an
active isolation system will be used in practice to comple-
ment passive, elastomeric isolation mounts between the
engine and supporting structure. An active isolation sys-
tem is usually much more complex and expensive than
its passive counterpart, but has the advantage of offer-
ing better low-frequency isolation performances, and can



P1: FCH/FYX P2: FCH/FYX QC: FCH/UKS T1: FCH

PB091-V-Drv January 10, 2002 21:38

1108 VIBRATION CONTROL IN SHIP STRUCTURES

be designed for a better static stability of the supported
equipment.

The first class of system involves the control of sys-
tem damping, and is often referred as a semiactive isola-
tion system, Fig. 8(a). The damping modification is usually
achieved by a hydraulic damper with varying orifice sizes.
This system is often used for active suspensions in cars.
Such a system involves control time constants significantly
longer than the disturbance time constants, with the ad-
vantage of a simpler and less expensive implementation.
However, low-frequency performance is much less than for
fully active systems described in the following.

A second class of system involves an active control ac-
tuator in parallel with a passive system, with the actuator

Vibrating body

Spring

(a)

Variable
damper

Vibrating body

Spring

(b)

Control actuator

Damper

Vibrating body

Spring

(c)

Control actuator

Damper

Intermediate
mass

Figure 8. Active vibration isolation systems: (a) semiactive sys-
tem with variable damper; (b) active system with control force ap-
plied to both vibrating body and base structure; (c) active system
with control force in series with passive mount.

exerting a force on either the base structure or the rigid
mass, Fig. 8(b). In this parallel configuration, the actua-
tor is not required to withstand the weight of the machine;
as compared to the configuration of Fig. 8(c), the required
control force is smaller above the natural frequency of the
system (44). The main disadvantage of this configuration
is that at higher frequency (outside the frequency range
where the actuator is effective), the actuator itself can be-
come a transmission path. At low frequency, the large dis-
placement/large force requirements for heavy structures
preclude the use of piezoelectric, magnetostrictive actua-
tors. Instead, hydraulic, pneumatic, or electromagnetic ac-
tuators (with their associated weight, space, and possibly
fluid supplies problems) must be used. As far as practical
application of active control is concerned, the use of an ac-
tuator in parallel with a passive isolation stage could have
distinct advantages. In a given application, if an actuator
can be found that provides a control force of the order of the
primary force exciting the machine, then it may be possible
to use of much higher mounted natural frequency associ-
ated with the passive isolation stage than would be other-
wise possible. This in turn has advantages for the stability
of the mounted machine.

A third configuration with the active system in series
with the passive mount is shown on Fig. 8(c). Such a sys-
tem has several advantages over the parallel configuration.
The active system is now isolated from the dynamics of the
receiving structure, which simplifies the control in the case
of a flexible base structure, and the use of an intermediate
mass creates a two-stage isolation system that offers better
isolation performance in higher frequency.

Path 2: Active Control of Noise in Ducts and Pipes

The reduction of duct noise is the first-known application
of active noise control. Active control systems for duct noise
are now a mature technology, with several commercial sys-
tems available for ventilation systems, chimney stacks, or
exhausts. All existing commercial systems are based on
feedforward adaptive control systems. In the case of ducts
containing air or a gas, loudspeakers are generally used as
control sources, and microphones as error sensors.

Two important classes of systems must be distin-
guished, depending on the frequency and the cross-
sectional dimension of the duct:

1. Systems for which only plane wave propagation ex-
ists in the duct. Such systems will necessitate a
single-channel control system (one control source and
one error sensor).

2. Systems for which higher-order acoustic modes prop-
agate in the duct. Such systems will require a multi-
channel control system.

The occurrence of higher-order modes in a duct depends
on the value of the cut-on frequency. For a rectangular
duct, the cut-on frequency is given by fc = c0/2d, where d
is the largest cross-sectional dimension and c0 is the speed
of sound in free space. For a circular duct, fc = 0.586 c0/d,
where d is the duct diameter. Higher-order modes will prop-
agate at frequencies larger than fc.
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For active noise control (ANC) in the large duct, mul-
tichannel acoustical ANC systems are necessary, and M
error sensors have to be used to control M modes for high-
order propagation cases. The error sensors should not be
located at the nodal lines (observability condition) (45). For
a rectangular duct, the location of the error sensors is rel-
atively simple because the nodal lines are fixed along the
duct axis. However, in circular ducts, the location of the
nodal lines changes along the duct axis, since the modes
usually spin as a function of the frequency, temperature,
and speed (46,47). Those variations of the nodal lines may
explain why ANC of high-order modes in circular or ir-
regular ducts appears to be difficult (48). Instead of using
the modal approach (i.e., the shape of the modes to be con-
trolled) to determine the error sensors location, an alterna-
tive strategy has recently been proposed by A. L’Espérance
(49)—the error sensor plane concept. This concept calls
for a quiet cross section to be created in the duct so that,
based on the Huygen’s principle, the noise from the pri-
mary source cannot propagate over this cross section. A
multichannel ANC in a circular duct accords with this
strategy (50).

The principles of active control of noise propagating in
liquid-filled ducts are much the same as in air ducts (51).
The higher speeds of sound in liquids means that plane
wave propagation occurs in a larger frequency range than
in air ducts. However, considerable care must be exercised
to the possible transmission of energy via the flexible duct
walls in this case, as a result of the strong coupling between
the duct walls and the interior fluid.

Path 3: Active Control of Vibration Propagation
in Beam-Type Structures

The active control of vibration in one-dimensional systems
such as beams, rods, struts, and shafts can be approached
from two different perspectives, depending on the descrip-
tion of the structural response. The response can be de-
scribed in terms of vibration modes or in terms of waves
propagating in the structure. The modal perspective is
more appropriate to finite, or short, beams and to global
reduction of the vibration. The description of the response
in terms of structural waves is more appropriate to infi-
nite, or long, beams and to reducing energy flow from one
part of the beam to another (control of vibration trans-
mission). The wave description is then more appropriate
to the case of the transmission of vibration from a ship’s
engine via the drive shaft, since in this case the source
of vibration is known and the objective is to block the vi-
bration transmission along the shaft. The active control
of vibration in beams is widely covered in the literature
(21,44). The following presentation is mostly limited to
feedforward control systems, since it is assumed that for
the problem of vibration transmission along a marine drive
shaft, an advanced signal correlated to the disturbance,
or a measurement of the incoming disturbance, wave is
possible.

Simultaneous Control of All Wave Types (Flexural,
Longitudinal, Torsional). In a general adaptive feedforward
controller used for the active control of multiple wave types

in a beam, sensor arrays (e.g., accelerometer arrays) are
used to measure the different types of waves propagating
upstream (detection array) or downstream (error array) of
the control actuators, and an array of actuators is used to
inject and control the various wave types in the beam (44).

Wave analyzers are necessary to extract the indepen-
dent wave types (assumed uncoupled) from the sensor ar-
rays, and wave synthesisers are necessary to generate the
appropriate commands to the individual actuators. This
approach has the advantage that independent control fil-
ters can be used to control the flexural, longitudinal, and
torsional waves. However, it necessitates excellent phase
matching of the sensors and a detailed knowledge of the
structure in which the waves propagate. An experimen-
tal laboratory implementation of this approach has been
conducted by (52), on a thin beam, for the control of two
flexural wave components and one longitudinal wave using
PZT actuators. Another, easier option avoids implementing
wave analyzers and synthesisers by simply minimizing the
sum of squared output of the error sensors to control the
different wave types. This approach, however, requires a
fully coupled multichannel control system. This approach
has been tested for the control of two flexural waves and
one longitudinal wave in a strut using three magnetostric-
tive actuators (53,54).

Control of Flexural Waves. The dispersive nature of flex-
ural waves implies that a control force applied transversely
to the beam generates propagative waves as well as evanes-
cent waves localized close to the point of application of the
force. If one transverse control force is applied at some
location on the beam, it generates downstream and up-
stream propagating waves plus downstream and upstream
evanescent waves. This actuator can minimize the total,
transmitted downstream wave, but it generates a reflected
wave toward the source and two evanescent components
that may be undesirable. A total of four actuators will be
necessary to control downstream and upstream, propagat-
ing, and evanescent components. Therefore, the control of
flexural waves in beams will in general require actuator
arrays (55). Combinations of force and moment actuators
can also be used in the actuator array. The simplest feedfor-
ward control system uses only one control force and one er-
ror accelerometer, together with one reference accelerom-
eter to measure the incoming wave. This system has been
studied theoretically (56), and tested experimentally (57).

Physical limits of this system have been identified. The
first limit is associated with the detection of the control
actuator evanescent wave by the error sensor that puts a
limit on the actuator-error sensor separation: in practice,
the sensor should be at least 0.7 from the control actua-
tor (λ being the flexural wavelength). The second limit is
related to the delay between detection and actuation that
should be sufficient to allow the active control system to
react at the control actuator location before the primary
wave has propagated from the detection sensor to the con-
trol actuator. This puts a limit on the reference sensor–
actuator separation, which depends on the characteristics
of the control system.

Similarly to control actuator arrays, error sensor arrays
need to be implemented for the control of flexural waves
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Figure 9. Typical experimental setup for the control of active
structural intensity.

to distinguish between the various propagating waves and
evanescent waves at the error sensor locations. This is par-
ticularly needed if the error sensors must be located at
a short distance from the control actuators. In this case,
an array of four accelerometers can discriminate between
the two propagating waves and the two evanescent waves
at the location of the error sensor array, and extract the
components that need to be reduced (e.g., the downstream
propagating wave).

Other sensing strategies have also been suggested, such
as measuring and minimizing the structural intensity due
to flexural waves (58,59). Structural intensity can be mea-
sured in practice using an array of four or more closely
spaced accelerometers, as presented in Fig. 9.

Practical Implementations. There are a limited number
of practical implementations of these principles to large,
machinery structures. Semiactive or active devices have
been used to attenuate the transmission of longitudinal
vibration on a large tie-rod structure (60). The tie-rod is
similar to that found in marine machinery to maintain the
alignment of a machinery raft. A tunable pneumatic vi-
bration absorber was used as the semiactive device, and
an electrodynamic shaker or a magnetostrictive actuator
was used as the active device. A load cell was used as the
error sensor, such that the force applied by the tie-rod to a
receiving bulkhead was minimized.

The suppression of vibration that is generated on ro-
tating machinery with an overhung rotor has been pre-
sented (61). In this case, the vibration of the rotor-shaft
system is controlled by active bearings. The active bear-
ings consist of a bearing housing supported elastically by
rubber springs and controlled actively by electromagnetic
actuators. These actuators are controlled by displacement
sensors at the pedestal and/or the roller and can apply an
electromagnetic force that suppresses any vibration of the
roller. The active vibration control (AVC) of rotating ma-
chinery utilizing piezoelectric actuators was also investi-
gated (62). The AVC is shown to significantly suppress vi-
bration through two critical speeds of the shaft line.

Path 4: Active Control of Enclosed Sound Fields

There exists a vast body of literature on the subject of active
control of enclosed sound fields. Only the previous work re-
levant to the problem of canceling the sound field radiated

by a ship engine in its enclosed space will be reviewed here.
More comprehensive presentations of the generic problem
can be found in (3,21). Active control of enclosed sound
fields has found applications essentially for automobile in-
terior noise (63,64) and for aircraft interior noise (65–67),
leading in some cases to commercial products.

There are two main categories of active control systems
related to enclosed sound field minimization:

� Active control of sound transmission through elastic
structures into an enclosure.

� Active control of sound field into rigid enclosures.

Only the second category will be reviewed here. The active
control of sound transmission has been investigated using
essentially modal approaches (68,69). The same type of an-
alytical approach based on modes of the acoustic enclosure
can be used to investigate the active control of sound field
into rigid enclosures. It should be mentioned, however, that
finite element approaches have also been used to study
the active control of sound field into enclosures of com-
plex geometries (70,71). Additionally, the objective of the
active control in an enclosure can be to minimize the sound
field globally, or locally. Only the approaches directed to-
ward global attenuation of the sound field are reviewed
here. In this respect, some important physical aspects of
this problem are discussed in the following. These physi-
cal aspects depend primarily on the modal density of the
enclosure.

Enclosures with a Low Modal Density. For enclosures with
a low modal density (i.e., a small enclosure, or at low fre-
quency), the active control will usually consist of placing
a series of control loudspeakers in the enclosure; the loud-
speakers are driven to minimize the sound pressure mea-
sured by discrete error microphones. In the case of an
enclosed acoustic space, the performance metrics for the
control should be the acoustic potential energy integrated
over the volume of the enclosure,

Ep = 1
4ρ0c0

2

∫
V

|p(r)|2dv,

where p(r) is the local sound pressure, ρ0 is the density
of the acoustic medium, and c0 is the speed of sound. The
active control scheme should aim at reducing the acoustic
potential energy as much as possible.

It has been shown that active control of sound fields
in lightly damped enclosures is most effective at the res-
onance of the acoustic modes (72). In these instances, the
problem is essentially the control of a single mode. Sig-
nificant attenuation of the acoustic potential energy is
obtained using a single control source and a single er-
ror microphone (provided that neither the control source
nor the error microphone is located on a nodal surface of
the acoustic mode). For a multiple-mode (off-resonance)
response of the cavity, the number of control sources
and error microphones should be increased. However, the
potential for attenuation is never as large as at a resonance
frequency.
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The number and placement of control sources and error
sensors are critical for multiple-mode control. The corre-
sponding optimization problem is nonlinear and usually
involves many local minima. Optimization processes, such
as multiple regression (21) or genetic algorithms (73), are
used. As a general rule is that the number and locations
of the control sources should be such that the secondary
sound field matches as closely as possible the primary
sound field in the enclosure.

Enclosures with a High Modal Density. As the frequency
increases or the enclosure becomes larger, global attenua-
tion of the sound field becomes more difficult to achieve us-
ing an active control system. To quantify these limitations,
there are some approximate formulas, which are summa-
rized here. These formulas are approximate, but they give
useful expected performance of an active control system in
a high modal density enclosure.

First, assuming a single primary point source and a sin-
gle secondary point source in the enclosure, it is possible
to derive the ratio of the minimized potential energy (after
control) to the original potential energy (before control),
(74):

Ep,min

Ep,0
= 1 −

[
1 + π

2
M(ω)

]−2
,

where M(ω) is the modal overlap of the cavity, which
quantifies the likely number of resonance frequencies of
other modes lying within the 3 dB bandwidth of a given
modal resonance. For a rigid rectangular enclosure and for
oblique acoustic modes, namely three-dimensional modes,
such as the (1,1,1) mode,

M(ω) = ζω3V
πc0

3
,

where ζ is the damping ratio in the enclosure (assumed
identical for all acoustic modes), ω is the angular frequency
of the sound field, and V is volume of the enclosure.

If the modal density is low (at low frequency),

Ep,min

Ep,0
≈ π M(ω),

which means that the achievable attenuation is dictated
by the modal overlap (and hence the modal density and
damping of the enclosure).

If the modal density is large (at high frequency),

Ep,min

Ep,0
≈ 1,

which means that no attenuation can be obtained
after control. Another expression can be derived from
the asymptotic expression of modal overlap in high
frequency (75),

Ep,min

Ep,0
= 1 − sin c2kd,

where k is the acoustic wave number and d is the separa-
tion between the primary and control sources. Thus, as the
control source becomes remote from the primary source,
such that kd ≥ π , any global attenuation of the sound field
becomes impossible. This provides an explicit analytical
demonstration that the global control of enclosed sound
fields of high modal density is only possible with closely
spaced compact noise sources. In other words, assuming an
extended primary source such as a ship engine, the only vi-
able solution in this case is to distribute control loudspeak-
ers around the engine and in the close vicinity of it (within
a fraction of the acoustic wavelength).

Advanced Sensing Strategies. Recently, alternatives to
sensing and minimizing squared sound pressure have been
suggested in active control of enclosed spaces. Sensing
strategies based on total acoustic energy density minimiza-
tion instead of sound pressure minimization have been sug-
gested (76,77). The advantage of sensing the total energy
density is that the control is less sensitive to the sensor lo-
cations, and in general, a superior attenuation is obtained.
The energy density can be measured using combinations of
microphones (2 to 6); in this case, finite differences between
individual microphones are applied to obtain approximate
measurements of the pressure gradient in several direc-
tions. Precise measurements of the pressure gradient re-
quires an excellent phase matching of the individual micro-
phones, which can result in more expensive microphones.
Associated adaptation algorithms for the minimization of
energy-based quantities have been derived (78).

RECOMMENDATIONS ON SENSORS AND ACTUATORS
FOR ANVC OF MARINE STRUCTURES

Steps in Design of Active Control Systems
in Marine Structures

The choice of the sensors and actuators in an active con-
trol system will depend on factors such as the frequency
of the disturbance, operating environment, cost, expected
performance, and magnitude of the vibratory or acoustic
disturbance to be controlled along the various vibroacous-
tic paths. Figure 10 suggests a systematic approach that
proceeds through the various steps of the active control
system design. As a general recommendation, the first (and
perhaps most important) phase of the design of every ac-
tive control system is to acquire a thorough understanding
of the vibroacoustic behavior of the system on which active
control is to be applied. This involves carefully identifying
and ranking the various paths along which vibroacoustic
energy flows. This may imply addressing questions such
as the transmission of moments or in-plane forces through
the engine mounting, or the relative contribution of fluid-
borne and structure-borne energy along pipes. This early
phase is crucial in determining the active control strategy
to be implemented. A number of experimental techniques
and numerical simulation tools can be used to estimate
the relative contribution of the various paths at a given
receiving point (e.g., in water). Based on some contractors’
previous experiences, a major transmission path appears
to be the engine-mounting system.
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Phase 1– Understanding the vibroacoustics of the
system

Phase 2–Selecting the control actuators

Identifcation of the transmission paths
Ranking of the transmission paths
Active control strategy

•
•
•

Frequency of the disturbance
Magnitude of the disturbance
Mechanical impedance of the structure

•
•

Phase 3–Selecting the error sensors

Phase 4–Testing the active control system

Exact quadratic optimization
Error sensor configuration for
global control

•
•

•
Control paths transfer function
measurements

•

Figure 10. Suggested design steps of an active control system.

The second phase will determine the type, number, and
locations of the control actuators. When global control is
desirable (e.g., when attenuation of the sound field is de-
sired at all positions in water), these parameters are deter-
mined by the requirement that the sound field generated
by the control actuators should spatially match the pri-
mary sound field. The type of control actuators to be used
will be based primarily on the frequency of the disturbance
and the magnitude of the disturbance at the actuator loca-
tion (for simplicity, the control actuators need to generate a
secondary field with a magnitude equal to the disturbance
at the actuator location). Once the type, number, and loca-
tions of the control actuators are known, extensive transfer
function measurements need to be taken between individ-
ual actuators and field points (vibratory or acoustic), with
the primary source turned off. Since this may involve a con-
siderable experimental task, numerical simulations can be
of a great help here.

The third phase will address the error sensors. Again, if
global control is desirable, the type, number, and locations
of the error sensors are dictated by the requirement that
if the control actuators are driven to minimize the signal
at the error sensors, then the resulting sound field is glob-
ally reduced. The measured transfer functions between in-
dividual actuators at field points and the magnitude of
the primary disturbance at these field points are used,
in conjunction with classical exact quadratic optimization

techniques, to calculate the optimal control variables (i.e.,
the required inputs of the control actuators) that minimize
the error signals for a given error sensor arrangement. The
final phase will be to test the active control with a real
controller.

Recommended Sensor and Actuator Technologies
for Various Ship Noise Paths

Path 1: Active Vibration Isolation. In selecting sensors
and actuators for active vibration isolation of engine noise,
due consideration has to be given to the size and weight
of the structure (engine) being isolated. Since the engine
is a heavy structure weighing over 6000 kg, it is neces-
sary that that the actuators are capable of delivering very
high control forces. In addition, the nature of the noise
through this path is nonacoustic, and hence nonacoustic
sensors and actuators have to be used. Based on these con-
siderations, the recommended sensors and actuators are
(1) accelerometers and force transducers for sensing and
(2) hydraulic and electrodynamic actuators for actuation.
The recommendations are summarized in Table 3. For in-
creased efficiency, the control systems must be designed
to provide control forces in translational and rotational di-
rections, since engine vibrations could take place in all di-
rections. Furthermore, the active control systems should
be used in conjunction with passive control systems, to re-
duce cost as well to provide fail-safe designs.

Path 2: Active Control of Noise in Ducts and Pipes. The
feedforward algorithm has been recommended for the con-
trol of noise associated with a marine diesel engine where a
reference signal is accessible (4). For ducts, generally asso-
ciated with large cross-sectional dimensions, higher-order
modes are more likely to exist, requiring a large number
of sensors and actuators with an appropriate positioning
strategy. For pipes, generally associated with small cross-
sectional dimensions, it is expected that only plane wave
propagation will exist, thereby limiting the number of ele-
ments needed to one sensor and one actuator. The following
sensing configurations are possible: microphones, piezo-
electric sensors, or accelerometers. For actuation, loud-
speakers and inertial actuators are recommended.

Path 3: Active Control of Vibration Propagation in
Beam-Type Structures. Feedforward control was recom-
mended for the vibration control of a propeller shaft (4).
The configuration of sensors and actuators to be used will
depend on the excitation source and on the modal behavior
of the shaft. For modal control, the sensors and actuators
can be located either on the shaft itself or connected to
it by a stationary mechanical link, such as by a bearing
mounted on the shaft. Potential mounted actuators include
curved piezoelectric actuators (PZT) and magnetostric-
tive actuators. For wave transmission control, sensors and
actuators arrays are required to measure the downstream
propagating and evanescent waves and to inject the control
waves in the structure.

Mounted sensors to be used include piezoelectric
(PVDF) sensors to measure the strain and accelerometers,
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Table 2. Properties of Selected Piezoelectric Materials

BM532 Motorola
Property PZT-4 PZT-5H Piezoceramic 3203 HD PZT PZT-G1195N

Elastic properties

E11 (GPa) 81.3 170.0 71.4 1.77 63
E22 (GPa) 81.3 170.0 71.4 1.77 63
E33 (GPa) 64.5 158.0 5.0 1.77 63
G12 (GPa) 30.6 23.0 27.5 0.681 24.2
G23 (GPa) 25.6 23.0 27.5 0.681 24.2
G13 (GPa) 25.6 23.0 27.5 0.681 24.2
<12 0.33 0.3 0.3 0.3 0.3
<13 0.3 0.3 0.3 0.3
<23 0.3 0.3 0.3 0.3

Piezoelectric coefficients (1012 m/V)

d31 −122 −200 −295 −254
d32 −122 −200 −295 −254
d33 285 580 569 374
d24 0 560 584

Piezoelectric stress constants (C/m2)

e31 −6.5
e32 −6.5
e33 23.3
e23 17.0

Electric permittivity

γ11/γ0 1480 1695 3250 2418 1729
γ22/γ0 1480 1695 3250 2418 1729
γ33/γ0 1300 1695 3250 3333 1695
Mass density 7600 7500 7350 7600
� (kg/m3)

Note: γ0 = 8.85 × 10−12 farad/m, electric permittivity of air.

if the rotation speed permits, for acceleration measure-
ment. The mounted actuators include piezoelectric (PZT)
actuators to induce strain in the structure. For robust-
ness, it is recommended that the actuators be combined
with passive control elements such as a viscoelastic layer
bonded to the shaft.

Table 3. Recommended Sensors and Actuators for Ship Noise Control

Recommended Sensors and Actuators

Ship Noise Path Sensors Actuators

Path 1: Active vibration isolation � Force transducers � Hydraulic actuators
� Accelerometers �Electrodynamic actuators

Path 2: Active control of noise � Microphones � Loudspeakers
in ducts and pipes � Piezoelectric sensors � Electric motors

� Accelerometers

Path 3: Active control of vibration � Piezoelectric sensors � Piezoelectric actuators
propagation in beam-type structures � Accelerometers � Magnetostrictive actuators

� Electrodynamic shakers � Electrodynamic shakers
� LVDT

Path 4: Active control of airborne
engine noise

Sound field into enclosures � Combination microphones � Loudspeakers
� Accelerometers

Radiated noise into sea � Piezoelectric sensors � Piezoelectric actuators
� Accelerometers � Magnetostrictive actuators

Path 4: Active Control of Radiated Sound Fields. There
are two types of radiated noise to be controlled for ship
structures. These are the airborne engine noise into an en-
closure, and the noise radiated by the noise into the sea.
As stated in (4) both cases require the use of global con-
trol techniques that involve multiple input and multiple
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output transducers. Control of radiated noise can be
achieved either by active noise cancellation (ANC) or by
active structural acoustic control (ASAC) techniques. For
active cancellation, the following sensors and actuators
are recommended: (1) combination microphones and ac-
celerators as sensors and (2) loudspeakers as actuators.
For active structural acoustic control the following sen-
sors and actuators are recommended: (1) piezoelectric sen-
sors (shaped or not) and accelerometers as sensors, and (2)
piezoelectric and magnetostrictive materials as actuators.

SUMMARY AND CONCLUSIONS

Among the wide range of sensor and actuator materials
that could be used for active noise and vibration control in
ship structures are piezoelectric and electrostrictive ma-
terials magnetostrictive materials, shape-memory alloys,
optical fibers, electrorheological and magnetoeheological
fluids, microphones, loudspeakers, electrodynamic actua-
tors, and hydraulic and pneumatic actuators. In making
the selection, due consideration must be given to factors
such as cost, frequency of the disturbance, operating (ma-
rine) environment, experience in other applications, ease
of implementation, and the expected performance. In gen-
eral, the following recommendations are made:

1. Nonacoustic sensors and actuators (e.g., accelero-
meters, force transducers, hydraulic actuators, piezo-
electric materials, and electrodynamic actuators) are
best for nonacoustic paths, namely for the engine-
mounting system, the drive shafts, and mechanical
couplings.

2. Acoustic sensors and actuators (e.g., microphones
and loudspeakers) are best for acoustic paths, namely
for the exhaust stacks and piping systems, and the
air-borne noise.

It was also recommended that the active control strategies
be combined with passive treatments whenever possible,
to increase the robustness of the control system and to pro-
vide a fail-safe design.
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VIBRATIONAL ANALYSIS

DAVE S. STEINBERG

Westlake Village, CA

INTRODUCTION

Vibration is present almost everywhere we travel in mod-
ern society. Vibrationally induced failures are very com-
mon in products such as television sets and computers
that are shipped by trains and trucks. Vibrational failure
in a television set may be just an inconvenience. However,
vibrational failure in a large passenger airplane can lead to
many deaths. Methods of vibrational analysis are available
that are accurate and can reveal weak structural areas.
Steps can then be taken either to repair or replace critical
items. Vibrational analysis is a combination of science and
art. The science uses sophisticated computers extensively
to solve large complex problems. This method requires ex-
tensive training and often takes a long time to reach a
satisfactory solution. The art uses approximations, short
cuts, and test data to reduce the time needed to reach a

satisfactory solution. The approximations and short cuts
can sharply reduce the time required for a solution, but it
also reduces the accuracy of the analysis. Vibrational anal-
ysis can be used to make some materials work smarter
by making small changes in their physical properties.
These changes can often increase the fatigue life of criti-
cal structural members without a significant increase in
the size, weight, cost, or impact on production and delivery
schedules.

VIBRATIONAL REPRESENTATION

In a broad sense, vibration means an oscillating motion,
where something moves back and forth. If the motion re-
peats itself, it is called periodic. If continuous motion never
repeats itself, it is called random motion. Simple harmonic
motion is the simplest form of periodic motion, and it is
typically represented by a sine wave, as shown in Fig. 1.
The reciprocal of the period is known as the frequency, and
it is measured in cycles per second, or hertz (Hz). The maxi-
mum displacement is called the amplitude of the vibration.

DEGREES OF FREEDOM

A coordinate system is usually used to locate the positions
of various elements in a system. When only one element is
involved, it is restricted to moving along only one axis, and
only one dimension is required to locate the position of the
element at any instant, then it is called a single-degree-of-
freedom system. The same is true for a torsional system.
When one element is restricted to rotating about one axis so
that only one dimension is required to locate the position of
the element at any instant, it is a single-degree-of-freedom
system. Two degrees of freedom requires two coordinates
to locate the positions of the elements, and so on.

A single rigid body is usually considered to have six
degrees of freedom, translation along each of the three
orthogonal x, y, and z axes and rotation about each of the
same three axes. Real structures are usually considered to
have an infinite number of degrees of freedom.

VIBRATIONS OF SIMPLE STRUCTURES

The natural frequency (often called the resonant fre-
quency) of a simple single-degree-of-freedom system can

+ Displacement

− Displacement

Amplitude

Time

Period

Figure 1. Simple harmonic motion: a sine wave.
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Figure 2. Single-degree-of-freedom spring-mass system.

often be obtained from the strain energy and the kinetic
energy of the system. Consider the single spring and mass
system shown in Fig. 2. When there is no damping in the
system, then no energy is lost, and the strain energy must
be equal to the kinetic energy. This results in the natural
frequency equation (1),

fn = 1
2π

√
g

Yst
(Hz), (1)

where
g = 9.80 m/s2 (386 in/s2), the acceleration of gravity and

Yst in meters (inch) is the static displacement.

Sample Problem: Natural Frequency of a Simple Structure

When the static displacement of a structure Yst = 1.27 ×
10−5 m (0.00050 in), its natural frequency is 140 Hz.

The natural frequency is important because it is often
considered the heart of a vibrating system. It influences
the number of fatigue cycles and the displacement, which
affect the fatigue life of a system. It also influences the
damping, which affects the dynamic acceleration Q level,
and the stress level, which also affects the fatigue life.

NATURAL FREQUENCIES OF UNIFORM
BEAM STRUCTURES

Natural frequencies of uniform beam structures can be de-
termined by equating the strain energy to the kinetic en-
ergy without damping. This method of analysis leads to
simple solutions and very little error because beam types
of structures normally have very little damping. The re-
sulting equations for natural frequency apply to uniform
beams that are forced to bend only in the vertical axis with-
out bending in the horizontal axis and without torsion or
twisting. The beam equation is (1)

fn = a
2π

√
EIg
WL3

(Hz), (2)

where
a = 3.52 for a cantilevered beam,
a = π2 = 9.87 for a beam that is supported (hinged) at

each end,
a = 22.4 for a beam that is clamped (fixed) at both ends,
E in newtons (N) m2 (lb/s in2) is the modulus of elasticity

for beam material,
I in m4 (in4) is the area moment of inertia for a beam

cross section,
g = 9.80 m/s2 (386 in/s2), the acceleration of gravity,
W in Ns (N) (lb) is the total weight of the beam, and
L in m (in.) is the length of the beam between supports.

A
b

h

A

L

(10.0 in.)
0.254 meters

Section AA

(2.0 in.)
0.0508 meters

0.0254 meters 
(1.0 in.)

Figure 3. Uniform beam simply supported at each end.

Sample Problem: Natural Frequency of a Simply Supported
Uniform Beam

For example, consider the simply supported (hinged) alu-
minum beam shown in Fig. 3, where E = 6.894 × 1010

N/m2 (10 × 106 lb/in2), L = 0.254 m (10.0 in), I = 6.937 ×
10−8 m4 (0.1667 in4), and W = 8.896 N (2.0 lb). The result-
ing natural frequency is 890 Hz.

NATURAL FREQUENCIES OF UNIFORM PLATES
AND CIRCUIT BOARDS

The natural frequencies of different types of flat, uniform
plates that have different types of supports can often be
obtained by using trigonometric or polynomial series (1).
Again, when damping is ignored, the strain energy can
be equated to the kinetic energy of the bending plate
to obtain the natural frequency. A printed circuit board
(PCB) that supports and electrically interconnects various
electronic components can be analyzed as a flat rectan-
gular plate, often simply supported (hinged) on all four
sides, that has a uniformly distributed load across its sur-
face. The natural frequency for this type of installation
is (2).

fn = π

2

(
D
ρ

)1/2 (
m2

a2
+ n2

b2

)
(Hz), (3)

where

E in newtons/m2 (lbs/in2) is the modulus of elasticity for
plate material,

h in m (in) is the plate thickness,
µ is Poisson’s ratio, dimensionless,

D = Eh3

12
(
1 − µ2

) N m (lb in), the plate bending stiffness

factor, (4)

ρ = W
gab

Ns2/m3 (lb s2/in3), the mass per unit area, (5)

g = 9.80 m/s2 (386 in/s2), the acceleration of gravity,
W in newtons (lb), is the total weight of the PCB,
a in m (in) is the length of the plate,
b in m (in) is the width of the plate, and
m and n are integers: first harmonic m = 1, n = 1;
second harmonic m = 2, n = 1;
third harmonic m = 1, n = 2; fourth harmonic m = 2,

n = 2.
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Figure 4. Uniform flat plate simply supported on four sides.

Sample Problem: Natural Frequency of a Rectangular PCB
(see Fig. 4).

Consider a flat rectangular epoxy fiberglass PCB, sup-
ported (hinged) on four sides, where E = 1.379 × 1010 N/s
m2, (2.0×106 lb/in2), h = 0.00157 m (0.062 in), µ = 0.12 di-
mensionless, D = 4.53 N (40.1 lb in), W = 4.448 N (1.0 lb),
a = 0.203 m (8.0 in), b = 0.178 m (7.0 in), ρ = 12.56 Ns2/m3

(0.463×10−4 lb s2/in3). The resulting natural frequency for
the first harmonic (m = 1, n = 1) is 52.6 Hz.

METHODS OF VIBRATIONAL ANALYSIS

Hand calculations are still being used extensively for sim-
ple sinusoidal and random vibrational analyses in small
companies due to the high costs of the computers, the spe-
cialized computer software, and the skilled personnel to
operate the computers. Many reference books are available
that show how to perform simplified vibrational analyses
on different types of simple structures. However, when
large complex structures are involved, hand calculations
are not adequate to ensure reasonable accuracy. Small com-
panies often subcontract the work to outside consulting
organizations that specialize in these areas. Sometimes it
can be cheaper, faster, and more accurate to build a model
of the structure, so it can be examined in a vibrational test
laboratory.

Most large companies rely extensively on various types
of computers and specially formulated finite element mod-
eling (FEM) software programs for vibrational analyses.
Their computers are usually networked together, so each
has access to the wide variety of software analytical pro-
grams available on the network. The new desktop personal
computers (PC) are very popular for vibrational analyses
using FEM. They are more powerful and faster than the
large main frame computers of a few years ago.

PROBLEMS OF VIBRATIONAL ANALYSIS

Almost all computers and computer software FEM pro-
grams for vibrational analysis agree within about 2% when

they are used to determine eigenvalues (resonant frequen-
cies) and eigenvectors (mode shapes) for many types of
complex structures. However, sample problems solved by
using different FEM software programs have shown sig-
nificant variations in their stress values. The stress val-
ues from four different FEM programs had a total varia-
tion of about 60%. This was 30% above the average stress
value of the four programs and 30% below the average
value for similar models of the same structure, subjected to
the same type of vibrational excitation. Different computer
FEM programs typically use different algorithms to define
the building blocks for their various beam, plate, and brick
elements. These algorithmic variations probably cause the
variations in the stress values. Because the fatigue life of
a structure is closely related to its stress value, significant
variations in the calculated stress levels can result in dra-
matic changes in the calculated fatigue life of a structure.
For example, the results of this investigation showed that
the fatigue life at the critical point in the structure can be
expected to vary across a wide range because of the vari-
ations in the calculated stress values. The fatigue life in
the lead wires of PCB electronic component parts can be
as much as five times greater than the average calculated
fatigue life, or it can be as little as one-fifth of the average
calculated fatigue life. [See Ref. 5, Chap. 12, Figs. 12.1–
12.19 for more detailed information on finite element
modeling.]

The results shown before may vary substantially. Only
four different FEM software programs were involved in
this investigation. At least several dozen new software
programs are available now. When the different modeling
techniques of different computer analysts are considered,
these factors are expected to have a significant impact on
the computer calculated stress values and the resulting
calculated fatigue life.

PROBLEMS OF MATERIAL PROPERTIES

Material properties are often difficult to evaluate for vi-
brational environments. The life of any structure excited
by vibration depends on the fatigue properties of the most
critical materials used in fabricating and assembling the
structure. When structural elements are forced to bend and
twist back and forth, perhaps millions of times in severe
vibrational environments, three very important factors
have to be defined:

1. the very basic fatigue properties of the materials used
in the structure

2. The manufacturing tolerances that will affect the
physical dimensions of the parts

3. stress concentrations due to holes, notches, small
radii, and rapid sectional changes.

First, consider the basic fatigue properties of the mate-
rials in the structure. Test data have shown that there are
significant variations in the fatigue life of virtually identi-
cal parts that are machined to very close tolerances from
the same forging, as shown in Fig. 5. These test data are
plotted on log–log curves of stress (S) against the num-
ber of cycles (N ) to failure. Only one average straight-line
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Figure 5. S–N fatigue curve showing large variations in the life
test data.

usually represents the fatigue life properties of a material
(1,3–5). When all of the failure test data points for all of
the test samples are plotted, a wide variation in the fa-
tigue life is revealed. Because these are log–log plots, the
spread in the possible variation in fatigue life of virtually
identical parts can be very great, sometimes reaching val-
ues of 10 to 1. Engineers involved in vibrational and fa-
tigue life analysis do not like to reveal this type of data to
upper management personnel. Personal experience with
nontechnical upper management people is that they often
expect mechanical designers and analysts to predict the fa-
tigue life of their structures to within plus and minus 20%.
This is an almost impossible task, when all of the possible
variations are considered.

To compensate for these large variations in fatigue life
of virtually identical structural elements, safety factors
(sometimes called factors of ignorance) must be used when
these structures are being designed and analyzed. Build-
ing models for vibrational life testing in a laboratory can
be a great help in estimating the fatigue life of a structure.
However, if no tests are run or if the number of samples
tested is low, there is always the danger of erratic bursts
of high failure rates in the production units because of the
large scatter associated with fatigue.

Next, consider the effects of manufacturing tolerances
on the physical dimensions of the structural elements in an
assembly. Mass-produced products always show some vari-
ations in the physical dimensions of what appear to be iden-
tical parts. Even die cast parts that are made from the same
mold have slightly different physical dimensions. Some
manufactured devices, like the automatic transmission in
an automobile, can have many precision gears, ground to
very close tolerances. Holding very tight manufacturing
tolerances can be very expensive. Therefore, looser toler-
ances are used in production parts that do not require tight
tolerances for precision assembly work because they this
reduce costs. When manufactured parts that have loose tol-
erances are exposed to severe vibration, the failure rates
often go up and down erratically. Changes in the physical
dimensions of load-carrying structural members can alter
the load path through the structure, which can change the
dynamic loads and stresses in it. It is too expensive to keep

track of manufactured parts that have extremes in their
dimensional tolerances. These parts can be anywhere in
large production programs. This means that failures which
are difficult to predict and to control, may occur randomly
in harsh environments.

To reduce costs, for example, the electronics industry
tends to use very loose tolerances in the dimensions that
control the external physical sizes of the length, width, and
thickness of their printed circuit boards (PCBs) and elec-
tronic component parts. These large variations in tolerance
of these parts further increase the difficulty in trying to
predict the fatigue life accurately of electronic assemblies
that are exposed to different vibrational environments.

RELATION OF DISPLACEMENT TO ACCELERATION
AND FREQUENCY

Vibrational displacements are often very small, so they
are difficult to observe during vibrational tests. Because
these displacements are small, it does not mean that the
resulting stresses are also small. Vibrational environments
usually impose alternating displacements and alternat-
ing stresses on various structural load-carrying elements
within a system. If the vibrating system experiences many
thousands of stress reversals, fatigue failures can occur
in critical structural members, even at relatively low dis-
placements and stress levels. This is the nature of fatigue
failures that occur at relatively low stress levels near small
holes, small notches, and sharp bends. These geometric
shapes are known as stress concentration factors, which
can increase peak stress levels in these areas by a factor of
3 or 4 or more (4).

When vibrational tests are run in a laboratory, the nor-
mal procedure is to use small accelerometers to monitor
the resulting acceleration values in different parts of the
structure. When an electrodynamic shaker is used to gen-
erate a sinusoidal wave for the vibrational test, the elec-
tronic control system will show the frequency of the im-
posed wave in cycles per second, or hertz (Hz). With this
type of setup, the test engineer will know the acceleration
level and the frequency at any instant. This information
is often incomplete without the resulting displacement at
any instant. The resulting displacement at any instant can
be obtained by considering a rotating vector that generates
a sinusoidal wave based on the full relationship (1),

Y = Y0 sin �t, (6)

where

Y is the displacement at any time,
Y0 is the maximum single amplitude displacement from

zero to peak, and
� = 2π ( f ) rad/s, the frequency.

The acceleration a can be obtained from the second
derivative of the displacement with respect to time from
the preceding equation. The maximum acceleration occurs
when the sine function is one. It is convenient to represent
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the acceleration in terms of gravity units G:

G = a
g

(gravity units, dimensionless), (7)

where
a in m/s2 (in/s2) is the acceleration level and
g = 9.80 m/s2 (386 in/s2), the acceleration of gravity.

The final results show the displacement Y0 in terms of
the frequency f in Hz and the number of dimensionless
gravity units G :

Y0 = AG
f 2

(single amplitude displacement), (8)

where
A = 0.248 for meters displacement (9.8 for inch dis-

placement)
G is the acceleration, in gravity units, dimensionless

(same in English units), and
f is the frequency in cycles/s (Hz) (same in English

units).

Sample Problem: Finding the Displacement
from the Frequency and the G Level

For example, when the acceleration G level is 3.0 dimen-
sionless gravity units and the frequency is 120 Hz, the sin-
gle amplitude displacement is 0.0000517 m (0.00204 in).

This equation is probably the most important relation-
ship in the entire field of dynamics. It shows that when
any two of the parameters of Y0, G or f , are known, then
the third parameter is automatically known. This equation
can be used for sine vibration, random vibration, shock,
and acoustics (1).

EFFECTS OF VIBRATION ON STRUCTURES

Vibrational environments can dramatically magnify the
dynamic forces and stresses in different types of structures,
when the structural natural frequencies are excited. Forces
and stresses can be magnified and amplified by factors of
10, 30, and even 100 in many different types of structures
for different types of vibrational excitation. The magnitude
of the magnification, called the transmissibility Q, often
depends on the amount of damping in the vibrating system.
Figure 6 shows damping for a single-degree-of-freedom sys-
tem. There are very few single-degree-of-freedom systems
in the real world. For example, consider a two-degree-of-
freedom system for an electronic assembly where the chas-
sis is mass1. The plug-in PCBs are attached to the chassis
so they are mass 2. The response of mass 1 will be the input
to mass 2. Testing experience, including different damping
methods, has shown that the transmissibility Q of PCBs as
mass 2 will depend far more on the dynamic coupling phase
relation and frequency ratio between mass 1 and mass 2
than the damping in either mass 1 or mass 2 because the
transmissibility Q’s between masses 1 and 2 do not add,
they multiply.
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Figure 6. Effects of damping on the transmissibility Q plots.

The Q of a system is defined as the ratio of the out-
put (or response of the system) divided by the input. The
output and the input are usually defined in terms of the
displacements, or the acceleration values. If the damp-
ing in a simple system is zero, the vibration theory states
that the value of the transmissibility Q will be infinite.
If the transmissibility Q is infinite, the resulting dynamic
forces and stresses will also be infinite. However, because
all real systems have some damping, Q can never be infi-
nite. However, in lightly damped systems, Q can be very
high. A high Q will result in high forces, displacements, and
stresses, which can sharply reduce the fatigue life of the
structure.

ESTIMATING THE TRANSMISSIBILITY
Q IN DIFFERENT STRUCTURES

The transmissibility Q is strongly influenced by the damp-
ing in a vibrating structure. One form of damping is the
conversion of kinetic energy into heat. This can be shown
by rapidly bending a metal paper clip back and forth about
20 times through a large angle. Immediately place your fin-
ger on the paper clip in the bending area. This area will be
quite warm. It may even be hot. The strain energy of bend-
ing has been converted into heat energy, which cannot be
converted back into strain energy. It is lost energy. When
heat energy is lost, it means there is also a loss of kinetic en-
ergy. Therefore,when damping is increased in a vibrating
system, there is less energy available to convert into kinetic
energy. Less kinetic energy means that there is less energy
available to excite the structure at its natural frequency, so
that the transmissibility Q is decreased. Conversely, when
there is a decrease in the damping, this makes more kinetic
energy available to excite the structure, so the transmissi-
bility Q is increased.
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In general, simple systems that have only a few struc-
tural elements have less damping than more complex sys-
tems that have many structural elements, when both sys-
tems are subjected to the same vibrational environment.
Bolted joints usually have a lot of friction and damping at
the bolted interfaces in vibrational environments, so struc-
tures that have many bolted joints usually have high damp-
ing. Therefore, a simple beam type of structure usually has
less damping than a more complex plate type structure.
Then, a beam structure should have a higher transmis-
sibility Q than a plate structure in the same vibrational
environment. The same thinking can be applied to a more
complex box type of structure that has removable bolted
covers to provide access to internal subassemblies. The box
type of structure should have more damping than the plate
structure for similar vibrational exposure because the box
structure is much more complex than a plate structure.
This means that the box structure should have a lower
transmissibility Q than the plate structure for similar vi-
brational exposure. Extensive vibrational test data shows
that this is the natural trend for damping in different types
of structures.

Higher dynamic forces in a structure typically result
in higher dynamic stresses and higher dynamic displace-
ments. This results in higher damping, which reduces the
dynamic transmissibility Q for that system. Therefore,
higher acceleration G levels can be expected to result in
lower transmissibility Q values.

Higher natural frequencies result in lower dynamic dis-
placements, when the acceleration G level is held con-
stant, as shown in Eq. (8). Lower displacements mean
lower stresses. Lower stresses reduce damping. Lower
damping increases the transmissibility Q value. Therefore,
higher frequencies, at the same G level, increase the
value of Q.

Vibrational test data from different types of structures
can be used to estimate the transmissibility Q values ex-
pected for different types of common systems at the start
of a preliminary vibrational analysis. The three most com-
mon types of structures in the order of their complexity are
beams, plates, and enclosed boxes that have bolted covers.
The approximate transmissibility Q for these three types
of structures is

Q = J
[

fn

(Gin)0.6

]0.76

, (9)

where

J = 1.0 for a beam type of structure (cantilever or re-
strained at each end),

J = 0.50 for a plate type of structure (supported around
the perimeter),

J = 0.25 for a box type of structure,
fn in Hz is the natural frequency of the structure, and
Gin is the input acceleration G level in dimensionless

gravity units.

Sample Problem: Finding the Approximate Q for Beams
and Plates

For example, consider a beam structure whose natural fre-
quency is 300 Hz and input acceleration level is 0.25 G in
a sine vibrational test. The expected transmissibility Q is
about 144. Now increase the input acceleration level to
5.0 G. The expected transmissibility Q will now drop to
about 37. Next, consider the plate structure for the same
conditions. For a 0.25 G input, the Q is about 72. For a
5.0 G input, the Q is about 18.3. Now take the square root
of the 300-Hz resonant frequency for the plate structure,
which is 17.3. This shows that a good approximation for the
plate Q (frequently used for PCBs) is the square root of the
natural frequency, when the input level is about 5 G (1,2);

Good PCB approximation of Q =
√

fn. (9a)

This demonstration should be taken as a warning. Per-
forming vibrational tests at very low input acceleration G
levels will result in very high transmissibility Q values.
Very low input G levels are often used to prevent dam-
age to prototype PCBs. These types of tests are not valid
for evaluating PCBs that must operate at much higher G
levels. Vibrational tests should be run on prototypes us-
ing the correct input G levels to verify the correct dynamic
characteristics of the test specimen and future production
models.

METHODS FOR EVALUATING VIBRATIONAL FAILURES

Vibration can cause failures in many different types of
structures ranging from earthquakes and airplanes to elec-
tric knives and washing machines. Vibrational failures are
often experienced during vibrational tests to evaluate the
reliability of a product. Sinusoidal vibration is very use-
ful in tests to diagnose the cause of specific structural vi-
brational failures, to determine the transmissibility Q of
a structure, and to find the fatigue life of different types
of structures. A very effective device that is often used in
sinusoidal vibrational tests is the strobe light. This often
allows the observer to see just how structures bend and
twist during resonance. This information can be critical
in determining why and where a structure will fail. Steps
can then be taken to modify the structure to prevent future
failures.

Finite element modeling (FEM) programs are available
for use with new high speed small PCs that can gener-
ate models of very complex structural systems. When the
computer models are generated by skilled engineers, the
dynamic results from the model are often very similar to
the actual vibrational test results. The problems most of-
ten encountered in these areas are the types of models that
are generated by individuals who are familiar with FEM
but do not have any real testing experience. The resulting
structural models may look good, but their vibrational re-
sponse will often have gross errors due to improper bound-
ary conditions and to improper damping values. These pa-
rameters can be obtained only from extensive vibrational
testing experience (1).
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Vibrational failures are often difficult to trace. Some-
times the failures result from poor design, poor mainte-
nance, or poor manufacturing processes. Very often the
failures are a combination of all three. These failures are
usually difficult to trace because it is often very difficult to
get the information necessary to implement any corrective
action.

DETERMINING DYNAMIC FORCES AND STRESSES
IN STRUCTURES DUE TO SINE VIBRATION

Dynamic forces in a structure can be obtained from New-
ton’s equation where force F is equal to mass m times ac-
celeration a. When weight W is used with the acceleration
of gravity g, and structural accelerations are in terms of
dimensionless gravity units G, the following relationships
are convenient:

F = ma, (10)

where

m = W
g

and

G = a
g

.

Substitute in this equation to obtain the dynamic force
F (1).

Then,

F = WG. (11)

When the dynamic transmissibility Q is included in this
equation and the input acceleration level is shown in di-
mensionless gravity units Gin, then the maximum output
(or response Fout) dynamic force due to sine vibration is
obtained:

Fout = WGin Q. (12)

Sample Problem: Finding the Natural Frequency,
Transmissibility Q, Dynamic Force, Displacement,
and Stress in a Beam Excited by Sine Vibration

Consider the simply supported (hinged) weightless alu-
minum beam, shown in Fig, 7, that has a modulus of elas-
ticity E of 7.238 × 1010 Nm2 (10.5 × 106 lb/in2), a concen-
trated load W of 8.896 N (2.0 lb) acting at the center of the
beam, a length L of 0.203 m (8.0 in), a cross-sectional width
of 0.0305 m (1.2 in), a thickness of 0.0127 m (0.50 in), and
an area moment of inertia of 5.206 × 10−9 m4 (0.0125 in4).
Find the natural frequency, the transmissibility Q, the
maximum expected dynamic force, the dynamic displace-
ment, and the maximum expected bending stress in the
beam due to a 5-G sine vibrational input.

W

L

L
2

δs t

Figure 7. Simply supported beam that has a concentrated load
at its center.

Beam Natural Frequency. The beam natural frequency
can be obtained from the static displacement Yst of a beam
that has a concentrated load, using standard beam equa-
tions from a handbook (1):

Yst = WL3

48EI
(13)

Substituting the physical properties for the beam in
the preceding equation results in a static displacement of
4.114 × 10−6 m (1.62 × 10−4 in). Substituting these num-
bers in Eq. (1) where the acceleration of gravity is 9.80 m/s2

(386 in/s2), results in a natural frequency of 246 Hz.

Beam Transmissibility Q. The transmissibility Q for the
beam in a 5-G input sine vibrational environment can be
obtained from Eq. (9), where J = 1.0 and the natural fre-
quency is 246 Hz. This results in a Q value of about 31.5.

Dynamic Output Force on Beam. The dynamic force act-
ing on a beam can be obtained from Eq. (12); the given
concentrated load is W, the sine input level is 5 G, and the
transmissibility Q is 31.5. This results in an output force
of 1401 N (315 lb).

Single Amplitude Dynamic Displacement of Beam. The
single amplitude dynamic displacement at the center of
the beam can be obtained by using Eq. (8) and adding the
transmissibility Q for sine vibrational, as shown in Eq.(14).
See Eq. (8) for values of A.

Y0 = AGin Q
f 2
n

(14)

For a 5-G sine input, a transmissibility Q of 31.5 and
a natural frequency of 246 Hz, the single amplitude dis-
placement is expected to be about 0.000645 m (0.0254 in).

Maximum Dynamic Bending Stress in Beam for Sine
Vibration. Equation (15) gives the dynamic bending stress
Sb.Stress occurs at the center of the beam, as shown in
Fig. 8. A dimensionless geometric stress concentration fac-
tor (k) should be included when machined parts will be
exposed to tens of thousands of stress reversals in vibra-
tional environments. These types of fabricated parts usu-
ally have small defects in the form of cuts, scrapes, and
scratches, which are known as stress risers or stress con-
centrations. These defects increase the magnitude of the
local stresses which reduces the fatigue life of the struc-
ture. The stress concentration must be used only once. It
can be used directly as shown in Eq.(15), or it can be used
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Figure 8. Shear and bending moment diagram for a beam that
has a concentrated load.

to modify the slope of the fatigue curve shown in Eqs. (18)
and (19), but not in both places.

Sb = kMc
I

. (15)

A stress concentration factor of about 2 is a good place to
start preliminary stress investigations. The dynamic bend-
ing moment M can be obtained from the geometry of the
beam, using the reaction force R, as follows:

M = RL
2

(16)

Because of symmetry, the reaction R will be half of the
dynamic load or 700.5 N (157.5 lb). Using a length L of
0.203 m (8.0 in) results in a bending moment of 71.1 N m
(630 lb in). The c distance is half the beam thickness, or
0.00635 m (0.25 in). Using the value of 5.20 × 10−9 m4

(0.0125 in4) for the moment of inertia from Eq. (13) and
substituting it in Eq. (15) results in a dynamic bending
stress of 1.737 × 108 N/m2 (25,200 lb/in2).

DETERMINING THE FATIGUE LIFE IN A SINE
VIBRATIONAL ENVIRONMENT

Accurate fatigue properties of materials that have varying
stress concentrations are very difficult to obtain. Figure
5 shows there is a great deal of scatter in typical fatigue
data. The normal method for calculating the approximate
fatigue life from a known stress value is to use the S–N
(stress versus number of cycles to failure) curve for the
particular material involved in the investigation. If the fa-
tigue properties of the materials are unknown, then the
fatigue life cannot be calculated. Tests should be run on
prototypes or on structural members to establish their fa-
tigue properties. If the fatigue properties of the materials
are not known, then there is a very great risk of many fa-
tigue failures in production units that will be exposed to
vibrational environments.

When the fatigue properties of the materials are known,
these properties are often plotted using a sloped line on a
log–log curve. The typical fatigue curve for the aluminum

103

N Cycles to fail

2

K = 1
Stress 1

6061 T6 AluminumStu

5×108

Se =     Stu
1
3

Figure 9. S–N fatigue curve for a smooth specimen of 6061 T6
aluminum.

alloy 6061 T6 shown in Fig. 9 will be used in the sample
problem following.

Sample Problem: Finding the Fatigue Life of a Beam
Excited by Sine Vibration

The approximate fatigue life of the beam in the previous
sample problem can be obtained from Fig. 9 along with
the calculated bending stress value of 1.737 × 108 N/m2

(25,200 lb/in2), as obtained from Eq. (15). The following
fatigue damage equations can be used in several different
ways to obtain the fatigue life of the structure; t is time
and Z is displacement:

N1Sb
1 = N2Sb

2,

or

t1Gb
1 = t2Gb

2,

or

Z1Gb
1 = Z2Gb

2. (17)

The slope b of the fatigue line can be obtained by mod-
ifying Eq. (17) and using the Fig. 9 reference break points
in the following equation:

N1

N2
=

(
S2

S1

)b

. (18)

Let N1 be 5 × 108, N2 be 103, S2 be 3.102 × 108 N/m2

(45,000 lb/in2), and S1 be 1.034 × 108 N/m2 (15,000 lb/in2).
Substitute in the preceding equation for the slope:

5 × 108

103
=

(
3.102 × 108

1.034 × 108

)b

,

or

5 × 105 = 3b,

or

log 5 × 105 = b log 3,

b = 5.699
0.477

= 11.95 (slope of fatigue line). (19)

The b exponent was obtained without any stress con-
centration or safety factor in the material stress. A stress
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concentration or safety factor should always be used in vi-
bration. Sometimes, it is more convenient to use a stress
concentration (typically 2) directly in the stress value, as in
Eq. (15). Sometimes it is more convenient to use the stress
concentration in the S–N fatigue curve. Either method can
be used, as long as the safety factor is not used twice. If a
safety factor of 2 is used in the S–N fatigue curve, the value
of the b exponent is typically 6.4 for nonferrous alloys and
8.3 for ferrous alloys.

The approximate fatigue life of the vibrating beam can
be obtained from the bending stress level 1.737 × 108 N/m2

(25,200 lb/in2) which was obtained from Eq. (15). Use
reference points N1 at 5 × 108 cycles and S1 at 1.034 ×
108 N/m2 (15,000 lb/in2) at the right break point in Fig. 9.
This results in the number of cycles to failure:

N2 = N1

(
S1

S2

)b

= (
5 × 108) (

1.034 × 108

1.737 × 108

)11.95

(20)

= 1.015 × 106 cycles to failure

The fatigue life expected at a natural frequency of
246 Hz for a sine resonant dwell condition can be obtained
as

Life = 1.015 × 106 cycles
246 cycles

s
× 3600 s

h

= 1.146 h to failure (21)

EFFECTS OF HIGH VIBRATIONAL ACCELERATION LEVELS

High vibrational acceleration levels can result in many dif-
ferent types of failures in different types of systems. High
vibrational acceleration levels can be generated by earth-
quakes, explosions, aircraft buffeting, gunfire, unbalanced
rotating devices, rough roads, and rough tracks, to name a
few. Vibrational isolators are often used in the foundations
of large buildings to protect them from earthquakes. Vibra-
tional isolators are often used on military naval ships and
submarines to protect sensitive equipment such as elec-
tronics from explosions. When vibrational isolation sys-
tems cannot be used, then brute force methods must be
used to reinforce structural elements to keep them from
failing. The method of reinforcing often results in very
large, heavy, and expensive products.

High vibrational acceleration levels can be caused by
high input acceleration levels, by severe coupling between
adjacent structural elements, and by very low damping in
the structure. High vibrational acceleration levels are often
caused by careless structural designs, where the natural
frequencies of closely linked structural members are very
close together. When this happens, the transmissibilities of
the adjacent structural elements multiply, they do not add.
This can cause very rapid failure in almost any structure.

High accelerations in electronic systems can result in
large PCB deflections, which can cause impacting between
PCBs, high stresses, and rapid failures in the electrical
lead wires and solder joints of the components mounted on
the PCBs, when the PCBs are forced to bend back and forth
thousands of times. High PCB displacements can break
pins on electrical connectors and cause electrical short

circuits and cracked components. High acceleration levels
can cause relays to chatter, crystal oscillators to malfunc-
tion, potentiometers slugs to slip, electrical failures, and
cracked castings. Cables and harnesses can whip around
causing wires and connections to fail.

MAKING STRUCTURAL ELEMENTS WORK SMARTER
IN VIBRATION

One of the biggest problems in structures exposed to vibra-
tion is severe coupling between adjacent structural mem-
bers. PCBs mounted within a chassis or an enclosure are a
good example. When the enclosure has an input vibrational
acceleration level of 10 Gs and a Q of 10 and the PCBs have
a Q of 10 and a natural frequency close to the enclosure, the
PCBs experience acceleration levels of 10×10×10 or 1000
Gs. Acceleration levels this high cause electronic failures
in just a few seconds.

Using the Octave Rule to Improve Vibrational Fatigue Life

One way that structures can be made to work smarter is
to design them to follow the octave rule. Octave means to
double. When adjacent structural members have natural
frequencies that are separated by an octave, or by a factor
of 2 to 1, they cannot experience severe coupling.

It does not matter if the natural frequency of each PCB
is two (or more) times greater than the natural frequency of
the outer housing or if the natural frequency of the outer
housing is two (or more) times greater than the natural
frequency of each PCB. As long as the natural frequencies
of these adjacent structural members are separated by a
ratio of 2 (or more), there will be a large reduction in the
coupling between them, as long as the weight of the PCB
is very small compared to the weight of the housing. If high
shock levels are also expected, then it is best to use the
reverse octave rule. The reverse octave rule applies when
the natural frequency of the outer housing is two (or more)
times greater than the natural frequency of any PCB (1).

The reverse octave rule works only in dynamic systems
where the weight of each PCB is much smaller than the
weight of the outer housing (or enclosure). Much smaller
means by a factor of 10 or more. In other words, the weight
of the enclosure must be more than ten times greater than
the weight of any one PCB in that enclosure. If this ratio is
not followed, severe dynamic coupling can occur and cause
problems.

There are never any problems using the forward octave
rule, where the natural frequency of each PCB is two or
more times greater than the natural frequency of the outer
enclosure. This works well no matter what the weight ratio
is between the PCB and the enclosure. Each PCB can weigh
four times more than the enclosure, or the enclosure can
weigh four times more than any PCB. Using the forward
octave, there is never a severe coupling problem. When
the weight of any one PCBs is less than about one-tenth
the weight of the chassis enclosure, the reverse octave rule
works a little better in high shock environments.

The octave rule can be very effective in reducing vi-
brational and shock dynamic coupling acceleration levels
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in plug-in types of PCBs installed in a chassis enclosure.
When properly used, the octave rule is almost always more
effective than damping in reducing the acceleration G lev-
els transferred from the chassis to the internal PCBs. The
dynamic acceleration G response of the chassis, which is
usually the first degree of freedom, will be the dynamic
input to the PCBs, which is usually the second degree of
freedom. Transmissibility Q values that are transferred
from the chassis to the PCBs do not add, they multiply.

Vibrational test data and computer-generated dynamic
analyses have shown that the octave rule can reduce the
acceleration G levels transferred from the chassis to PCBs
by as much as 75%. When the natural frequencies of the
chassis and the internal PCBs are close together, a good
constrained layer damping system will reduce the acceler-
ation G levels transferred to the PCBs by only about 15 to
20%. (See (1), Figs. 7.2–7.5 and Fig. 7.8.)

When a constrained layer damping system is added to a
plug-in type PCB, some electronic components have to be
removed to make room for the damper. When a stiffening
rib must be added to a plug-in type of PCB to increase its
natural frequency so that it follows the octave rule, some
electronic components may have to be removed to make
room for the stiffening rib. A stiffening rib will take up
much less room on a PCB that a good constrained layer
damper. Test data and past experience in damping and
stiffening for PCBs to increase their vibrational reliability
and fatigue life has shown that increasing the PCB natural
frequency has almost always been the better choice.

Equation (14) shows that dynamic displacements are
inversely related to the square of the natural frequency.
This is a general relationship that applies to almost every
type of structure exposed to dynamic vibration, shock, and
acoustic environments. Consider the case where the input
acceleration G level is held constant and the transmissibi-
lity Q value is approximated by Eq. (9a) as

√
fn . When the

PCB natural frequency is doubled, the resulting dynamic
displacement of the PCB will be reduced:

Z = ( fn)
1
2

( fn)2 = 1

( fn)
3
2

= 1(
2
)1.5 = 1

2.83
(displacement ratio)

(21a)

The fatigue life of the structure will increase because
the displacement is reduced, which reduces the stress in
the same proportion for a linear system. The fatigue life is
strongly related to the b fatigue exponent slope of the S–N
fatigue curve shown in Fig. 5 and in Eq. (17).

For a smooth polished structure that has no stress con-
centrations where k = 1, Eq. (19) shows that the exponent
b for materials used in electronic assemblies has a value of
about 11.95. However, real structures almost always have
some type of stress riser or stress concentration. A typi-
cal stress concentration value k for electronic structures
is about 2. This results in a value for the b fatigue expo-
nent slope of about 6.4. This means that the vibrational
fatigue lives of typical electric components, their electrical
lead wires, solder joints, fasteners, electrical connectors,
and circuit traces on plug-in type of PCBs are increased
when the natural frequency is doubled. However, doubling
the PCB natural frequency uses up the fatigue life twice

as fast. This must be considered when the fatigue life im-
provement is evaluated;

Fatigue life improvement =
(
2.83

)6.4

2
= 389 times

(21b)

Various damping techniques have been applied very
successfully in reducing the displacement amplitudes and
stresses in tall buildings and long suspension bridges sub-
jected to earthquakes and high winds. Damping is also
used extensively to reduce noise levels in air ducts, au-
tomobile panels, washing machines, fan-cooled electronic
systems, and aircraft jet engines. Damping, however, has
not been used extensively to increase the dynamic fatigue
life of plug-in types of PCBs because of cooling problems,
repair costs, and changes in material damping properties
at high temperatures.

A large midwest electronics company won a large con-
tract to supply an electronic system that was required to
operate in a severe vibrational environment. A decision
was made to use viscoelastic damping materials for plug-in
PCBs to reduce the vibrational acceleration G levels act-
ing on the PCBs. Each plug-in PCB module consisted of
two circuit boards bonded together, back to back, using the
viscoelastic damping material. Vibrational tests were run
on prototypes to verify the reliability and fatigue life of
the proposed design. The tests were very successful, so the
company went into full production using the viscoelastic
damped plug-in PCB modules. One of the production elec-
tronic assemblies was selected for the vibrational qualifi-
cation test required by the contract. The qualification test
required the electronic system to be operating so that any
electrical failures could be observed immediately. The vi-
brational qualification test was a disaster. Electronic com-
ponent parts were breaking loose and flying off the PCBs.
The engineers were stunned. The vibrational tests on the
prototype viscoelastic damped PCBs were very successful.
What happened? The engineers went back to their proto-
type test modules and repeated their previous vibrational
tests. Their tests were successful once again. One of the
engineers noted that the vibrational tests on their pro-
totypes were run at room temperature. They decided to
repeat the vibrational tests on their prototype models at
an elevated temperature that simulated the temperatures
experienced by the electrically operating production as-
sembly. The elevated temperature vibrational tests on the
prototype models were a disaster. Electronic components
were breaking loose and flying off the PCBs. The elevated
temperatures had sharply reduced the damping properties
of their viscoelastic material, so that their design failed.
The company was still under contract to deliver production
electronic systems that could pass the vibrational require-
ments while they were operating electrically. The company
had to redesign the electronic system and rerun proto-
types at elevated temperatures to prove the new design
integrity. They had to scrap the old production systems,
retool for the new systems, and go into production to fulfill
their contract requirements without change in the contract
price. The company lost a substantial amount of money on
that contract, and several engineers had to look for new
jobs.
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The octave rule can increase the vibrational fatigue life
of a system and reduce the size, weight, and cost of the
equipment at the same time. Once this rule is followed,
it becomes possible to make PCB materials work smarter.
This can be accomplished by understanding the relation-
ships between the dynamic forces, displacements, stresses,
and fatigue life of the materials used in fabricating and as-
sembling electronic systems. A great deal of information re-
lated to eigenvalues (natural frequencies) and eigenvectors
(mode shapes) can be obtained by using one of the many
finite element analysis (FEA) programs available. Accu-
rate dynamic stress levels in various structural members
and approximate fatigue life in different environments are
much more difficult to obtain from any FEA program. This
cannot be done by analysis alone. An extensive amount
of vibrational test data is required, where several similar
electronic assemblies are vibrated until they fail. The failed
parts are then examined closely to evaluate the physics of
the failures. The test data are then combined with the FEA
dynamic analysis and fatigue theory. This method of eval-
uation can result in equations that show what minimum
natural frequency a rectangular plug-in PCB should have
to achieve a fatigue life of about 10 million stress cycles in
a sinusoidal vibrational environment. The physical prop-
erties of the circuit board materials, electronic component
materials, solder joint materials, and the effects of surface-
mounted and through-hole assembly practices must be un-
derstood to make these materials work smarter.

Finding the Maximum Allowable PCB Dynamic
Displacement for Sine Vibration

Test data for sine vibrational environments are used to es-
tablish maximum allowable dynamic displacements Zmax

for PCBs to achieve a 10-million cycle life. This is based on
the size of the PCB, the types and sizes of the electronic
components, and the location of these components on the
PCB. The following equation includes an added safety fac-
tor of 1.3 to ensure the effective fatigue life of each PCB
further (1).

Zmax = UB

Chr
√

L
maximum allowable displacement, m (in)

(22)
where

U = 8.90 × 10−7 metric (2.20 × 10−4 English)
B in m (in), the length of the PCB parallel to the length

of a component
h in m (in), thickness of the PCB
L in m (in), the length of an electronic component
C is a component type constant, metric and English

1.0 for a standard dual inline package (DIP)
1.26 for a DIP using side brazed lead wires
1.26 for a pin grid array (PGA) or hybrid that has

two parallel rows of wires extending from the
bottom surface of the component

1.0 for a PGA that has wires around the perime-
ter extending from the bottom surface of the
component

2.25 for a leadless ceramic chip carrier (LCCC)

1.0 for a leadless chip carrier that has J leads or
gull wing leads

0.75 for axial leaded devices such as resistors and
capacitors

1.75 for ball grid array (BGA) components

r is a relative positional factor for components mounted
on a rectangular PCB supported around its perime-
ter, metric and English

1.0 when the component is mounted at the center
of the PCB at x = a/2 and y = b/2

0.707 when the component is mounted off the cen-
ter of the PCB at x = a/2 and y = b/4

0.50 when the component is mounted at the one-
quarter mounting points off the center of the
PCB at x = a/4 and y = b/4

Extensive vibrational test data on different types of
PCBs have shown that the electronic component lead wires
fail far more often than their related solder joints in
through-hole mounted devices. Surface-mounted compo-
nents experience a small increase in the solder joint fail-
ures, but again, the greatest number of failures occur in
the lead wires (1,2).

Combining Eq. (22) with Eqs. (8) and (9a) results in
the following equation for the minimum desired natural
frequency fd that a PCB must have to provide a fatigue
life of about 10 million stress cycles for the most critical
components and their lead wires in a sine vibrational en-
vironment (1):

fd =
[

AGinChr
√

L
UB

] 2
3 (minimum desired PCB

natural frequency)
(23)

where

A = 0.248 metric (9.80 English)
U = 8.90 × 10−7 metric (2.20 × 10−4 English)

Gin = peak input acceleration, dimensionless gravity
units, metric and English

Sample Problem—Determining the Minimum Desired PCB
Natural Frequency

When the octave rule is followed, it is possible to design
PCBs without considering the vibrational response of the
outer enclosure that supports the PCBs because there is a
large reduction in the dynamic coupling between these two
structures.

Find the minimum desired PCB natural frequency and
the approximate fatigue life for a 0.00157 m (0.062 in) thick
PCB that has a hybrid 0.0508 m (2.0 inch) long made of two
parallel rows of pins extending from the bottom surface
(C = 1.26). The hybrid is mounted at the center of a 0.152 m
(6.0 in) × 0.203 m (8.0 in) rectangular plug-in PCB, parallel
to the 0.203 m (8.0 in) edge. The PCB must operate in a 5.0-
G peak sine vibrational environment. Substituting in the
preceding equation for metric or English units results in a
minimum desired natural frequency of 210 Hz.

The approximate fatigue life for a resonant dwell con-
dition can be obtained from the expected 10 million cycle
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fatigue life for sine vibration, as follows:

Life = 10 × 106 cycles
210 cycles

s
× 3600 s

h

= 13.23 h to failure

(24)

Using Snubbers to Decrease Dynamic Displacements
and Stresses (6)

High vibrational and shock accelerations can produce high
dynamic displacements in structural members, which can
cause very rapid failures. These high displacements can of-
ten be reduced by using snubbers. Snubbers are small de-
vices that can be added to adjacent structural elements to
make them act smarter by limiting their dynamic displace-
ments. When these snubbers are properly placed, they
leave only small clearances between the adjacent snub-
bing members, so that the snubbers strike each other.
The striking action between the snubbers reduces the dy-
namic displacements, forces, and stresses in these struc-
tures and results in increased fatigue life. [See (1), Figs.
7.6 and 7.7.] Snubbers can be made from different grades
and shapes of rubber, nylon, aluminum, or epoxy fiberglass.
Rubber snubbers work well on PCBs that have low natu-
ral frequencies below about 50 Hz. When the PCB nat-
ural frequency is above about 100 Hz, the resulting dy-
namic displacements are so small that soft rubber does not
work well. A harder material, similar to epoxy fiberglass,
works much better. Good results have been obtained us-
ing 0.0063-m (0.25-in) diameter epoxy fiberglass snubbers
epoxy bonded directly to the surface of the PCB near the
center. Snubbers work well even if they cannot be mounted
at the center of each PCB. For a new design, it is usu-
ally possible to leave a small amount of room at the center
of each PCB for mounting snubbers. For existing PCBs,
there may not be any room near the center, so the snub-
bers may have to be bonded to almost any convenient space
between the components. The snubbers should not be di-
rectly bonded to the electronic components themselves. The
snubbers should not be allowed to impact any components
or any protruding lead wires or solder joints on adjacent
PCBs because impact during vibration may cause failures
in these areas (6).

Increasing PCB Stiffness to Decrease
Dynamic Displacements

PCBs are often considered the heart of an electronic sys-
tem because they hold most of the important electronic
components that control the system. Large dynamic dis-
placements on PCBs must be avoided in vibrational en-
vironments because they can result in high stresses and
rapid fatigue failures. PCBs can be made to act smarter by
increasing their natural frequency. This rapidly reduces
the dynamic displacements and stresses and substantially
increases the fatigue life. For new PCB designs, it is of-
ten very easy simply to increase the basic thickness of the
circuit board. A 10% increase in the basic circuit board
thickness can increase the PCBs natural frequency by 15%,
which can increase the fatigue life of the components by a
factor of about 6.

When the basic circuit board thickness cannot be in-
creased, the PCBs natural frequency for a new design
can often be increased to make the PCB act smarter by
adding more copper planes to the multilayer board assem-
bly. Many circuit boards already have at least two full one-
ounce copper planes, 0.0000356 m (0.00140 in) thick for
ground and for voltage. The natural frequency can be in-
creased by simply doubling the thickness of the copper and
adding another two copper planes (which can be called heat
sinks), totaling four copper planes. The high copper modu-
lus of elasticity can increase the natural frequency of the
PCB by about 12%, which can increase the component fa-
tigue life four times.

Stiffening ribs are often added to new designs of PCBs
to increase the stiffness and the natural frequency (1).
Stiffening ribs can significantly increase the natural fre-
quency, but ribs take up room on the PCB, so that fewer
components can be mounted on it. The probability of
adding effective stiffening ribs to existing PCBs is very
low. When improved vibrational or shock performance is
required on existing hardware, a better choice is using
snubbers.

Adding Doublers to Increase Local Stiffness
in Critical PCB Areas

When existing PCBs experience component vibrational fa-
tigue failures, it is often possible to make these PCBs act
smarter by increasing the stiffness of the PCB in local areas
of the critical components. This can often be done by simply
bonding shims (sometimes called doublers) to the critical
areas on the PCB. The shims should be fabricated from the
same material as the circuit board. Strips about half the
thickness of the board should be bonded to both sides of
the PCB, where possible, under the component on the top
side of the PCB and on the back side of the PCB just under
the component. Metal shims are sometimes used instead of
plastic shims. Metals have a higher modulus of elasticity
than plastics, so they should work better than plastics. The
problem is that metal shims often do not work as well as
plastic shims. Metals are usually very smooth and hard.
Epoxy type adhesives do not adhere well to hard smooth
surfaces, so metal shims often fall off. Think of a mountain
climber. It is very difficult, almost impossible, to climb a
steep mountain without punching holes in the mountain-
side to get a better grip. If there is no grip, the climber will
slip and fall. The same holds for metal shims. If there is
no grip, they will slip. A large shim may require at least
eight small, well separated holes to be punched (or drilled)
through the shims to allow the adhesive to flow through
the holes and form adhesive rivets. Tests have shown that
these plastic rivets will hold metal shims very securely
to PCBs in severe vibrational, shock, and thermal cycling
environments.

Making Component Lead Wires Work Smarter
by Changing Their Form

Stiff component electrical lead wires have been known to
cause lead wire and solder joint failures in vibrational,
shock, and thermal cycling environments (2). It is often
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Camel hump wire
strain relief

wire loop
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Figure 10. Electrical lead wire camel hump and wire loop strain
relief.

possible to increase the fatigue life of lead wires and solder
joints by reducing the stiffness of the lead wires. This is
the theory behind this observation.

The spring rate K of a linear elastic system is defined
as the force P divided by the displacement Y. Then, the
force in the system is the product of the spring rate and
the displacement:

P = K Y. (25)

When a system has a fixed (or constant) displacement Y,
this equation shows that the best way to reduce the force P
is to reduce the spring rate K. A constant displacement sys-
tem occurs in vibration for an existing piece of hardware,
when the natural frequency is known and the acceleration
G level is known. Equation (8) shows that the displacement
is fixed (or constant) when the natural frequency and the
acceleration G level are defined.

Most lead wire and solder joint failures in vibration can
be related to the bending action of the PCB, when its nat-
ural frequency is excited. The bending action of the PCB
forces the component lead wires to bend as well. The spring
rate of a wire in bending can be obtained by treating the
wire as a beam, as shown in Eq. (13). Again defining the
spring rate as the load divided by the displacement and ig-
noring the parameters that define the beam end restraints,
the spring rate of the bending wire is:

K = EI
L3

. (26)

An examination of this equation shows that the easiest
parameter to change is the length L of the wire. Because
this is a cubic function, a small change in the length of
the wire produces a large reduction in the spring rate of
the wire. It is often very easy to increase the length of the
wire by looping it, adding camel humps in it, or simply
by adding a small kink in the wire, as shown in Fig. 10.
Another popular method for reducing the spring rate of
the wire is to coin the wire. In this process, the wire is
squeezed from a round cross section to a flat cross section.
This reduces the area moment of inertia I which reduces
the spring rate but not the area.

HOW STRUCTURES RESPOND TO RANDOM VIBRATION

Random vibration contains many different frequencies si-
multaneously across a broad frequency range. This means
that all of the natural frequencies in a structure that
are within the bandwidth of the random vibration will be

Frequency Frequency

P
S

D

P
S

D

Figure 11. Typical power spectral density curves for random
vibration.

excited at the same time. This contrasts with sine vibra-
tion, where only one natural frequency is excited at any
given time during a sine sweep across a broad frequency
bandwidth. This means that failures can occur in random
vibration that cannot be duplicated in sine vibration (1).

Random vibrational profiles are plotted on log–log
curves where power spectral density (psd) in terms of
G2/Hz is plotted on the y axis and frequency in Hz is plot-
ted on the x axis, as shown in Fig. 11. The square root of
the area under the curve represents the root-mean-square
(rms) of the acceleration level Grms, (1):

√
Area =

√
G2

Hz
× Hz = Grms (27)

Probability distribution functions have to be used to
solve random vibrational problems because many differ-
ent frequencies are present at any instant. The Gaus-
sian distribution is used by many engineers involved with
electronic equipment. This function represents the prob-
ability of the value of instantaneous accelerations at any
time. The Rayleigh distribution, which is the probability
of the distributions of peak accelerations, is also used. The
argument here is that peak forces and stresses cause fail-
ures. A combination of these two functions, which is known
as the three-band technique (1), is a Gaussian skewed to-
ward a Rayleigh. This method is convenient for obtaining
quick and relatively accurate solutions to random vibra-
tional problems without using a computer. In the three-
band technique, the rms represents the one-sigma (1σ ) ac-
celeration G level. The two-sigma (2σ ) acceleration G levels
are two times greater than the rms G level. The three-
sigma (3σ ) acceleration G levels, which are the maximum
levels expected for the Gaussian distribution, are three
times greater than the rms G level. The percentage of time
that these levels occur in the three-band technique are as
follows:

1σ values occur 68.3% of the time;
2σ values occur 27.1% of the time; and (28)
3σ values occur 4.33% of the time.

Response of PCBs in Random Vibrational Environments

PCBs operating in random vibrational environments can
be evaluated accurately as single-degree-of-freedom sys-
tems (1). The G rms response for the PCB can then be
obtained from the input psd value in G2/Hz, the natural
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Table 1. Fatigue Cycle Ratio n/N

Environment Sine Vibration Random Vibration Thermal Cycles

1. Power on n1/N1 = 0.035
2. Taxi n2/N2 = 0.001
3. Take-off n3/N3 = 0.203 n3/N3 = 0.047
4. Climb n4/N4 = 0.097 n4/N4 = 0.022
5. Attack n5/N5 = 0.091 n5/N5 = 0.191 n5/N5 = 0.033
6. Return home n6/N6 = 0.009
7. Power off n7/N7 = 0.045∑ ni

Ni
0.091 0.501 0.182

frequency fn, and the Q value:

Grms =
√

π

2
psd fn Q (29)

The maximum allowable dynamic displacement Zmax for
the PCB can still be shown by Eq. (22) for random vibration.
The PCB fatigue life for random vibration is now expected
to be about 20 million stress cycles. Because the maximum
random displacement is based upon the 3-σ value, Eq. (8)
must be multiplied by 3. Now Eqs. (8) and (22) can be com-
bined with Eqs. (9a) and (29) to obtain the minimum de-
sired PCB natural frequency for a component fatigue life
of about 20 million stress cycles:

fd =




VChr
√

π

2
(psd)L

UB




0.80

(minimum; desired PCB

natural frequency), (30)
where

V = 0.744 metric (29.4 English)
U = 8.90 × 10−7 metric (2.20 × 10−4 English)

psd = G2/Hz, power spectral density input, metric
(English)

Sample Problem—Finding the Minimum Desired PCB
Natural Frequency

Use the same physical dimensions for the PCB, as shown
in the sine vibrational sample problem following Eq. (23),
except use a PCB length of 0.228 m (9.0 in), parallel to the
component length, and a random vibrational psd input of
0.10 G2/Hz in the area of the PCB natural frequency. This
results in a minimum desired natural frequency of about
178 Hz.

Determine the Approximate Fatigue Life of the Component
on the PCB

Life = 20 × 106 cycles
178 cycles

s
× 3600 s

h

= 31.2 h to failure (31)

Determine the Response of the PCB to the Previous
Random Vibration

Substitute the previous information into Eq. (29) as
follows:

Grms =
√

π

2
(0.10)(178)

√
178 = 19.3 rms (32)

Find the Maximum Expected Acceleration G Level
for the PCB

The maximum acceleration level expected is three times
the rms, which will be

Max G = 3(19.3) = 57.9 G (33)

Find the Maximum Expected Displacement for the PCB

The maximum displacement expected for the PCB can be
obtained from Eq. (8), which results in a dynamic displace-
ment of 4.54 × 10−4 m (0.0179 in).

MINER’S CUMULATIVE DAMAGE FOR ESTIMATING
FATIGUE LIFE

Miner’s cumulative damage theory states that every time
a structure experiences a stress cycle, part of its life is used
up. This is shown as a series of ratios where the actual num-
ber of stress cycles (n) is divided by the number of cycles
required to produce a failure (N ) for many different stress
environments. When the total of all of the ratios equals
one, all of the life will be used up, so the structure will fail.
Miner’s method can be used to add up all of the damage ac-
cumulated in sine vibrational, random vibrational, shock,
acoustic noise, and thermal cycling environments. Miner’s
damage ratio Rn is (1,2)

Rn = n1

N1
+ n2

N2
+ n3

N3
+ n4

N4
+ n5

N5
+ + + = 1.0 for failure

(34)

Sample Problem: Estimating the Fatigue Life of the Lead
Wires on an Aircraft Electronic Component Subjected
to Gunfire Sine Vibration, Flight Random Vibration,
and Flight Thermal Cycling Environments

The attack uses the Gatling gun which generates a sine
type of vibration. Anytime the engines are running, the
system experiences random vibration. Anytime there is a
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significant power change there is a significant temperature
change, which is considered a thermal cycle.

Fatigue failures are difficult to predict because of the
typically wide scatter in the fatigue life test data available.
To ensure the reliability of the electronic systems in a mili-
tary aircraft, it is good policy to include a scatter factor, or
safety factor, in the design and analysis of these systems.
Therefore, a scatter factor of 2.0 will be used to evaluate
the fatigue life for the electronics. The normal design life
for a military aircraft is about 10 years or 10,000 flying
hours. Using a scatter factor of 2.0, the fatigue life of this
electronic system will be designed for an operational time
of 20,000 hours.

Rn = 0.091 + 0.501 + 0.182 = 0.774 (35)

The cumulative damage ratio is less than 1.0, so the elec-
tronic design is acceptable.
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INTRODUCTION

This article discusses the phases of a damping design ef-
fort. The basic steps in a damping design effort are identi-
cal for either a passive or active damping concept. The steps
in this general approach are summarized in Table 1. The
first four steps in this design process ensure that the de-
signer completely defines the problem to be solved. During
these steps, the designer verifies that the problem is the
result of a resonant vibration, defines the vibrational char-
acteristics of the structure under consideration, defines the
environmental conditions in which the structure operates,
and defines the level of damping required to solve the prob-
lem. These parameters are obviously needed because an
effective design for the candidate damping concept (either
active or passive) depends on the level of damping required,
the frequency and mode shape, and the operational tem-
perature range of the vibrating system. Based on these
parameters, the problem is completely defined, and the

designer can make a logical choice of appropriate damp-
ing concepts to be evaluated that lead to the final design
(1–3).

Although this design approach identifies individual
steps, these steps are not independent. A successful damp-
ing design project is a systems engineering problem and
must be solved using a concurrent engineering process.
Most unsuccessfully damping designs are the direct result
of not addressing all of the critical issues in a timely man-
ner. The following paragraphs detail the critical tasks con-
tained in each of the process steps and present examples
from actual case histories of the way various issues were
addressed.

DYNAMIC PROBLEM IDENTIFICATION

The proper initial step in solving any problem always
is first completely defining the problem. This fact holds
true when attempting to solve a vibration-induced prob-
lem by using damping technology. Therefore, the first step
in this damping design approach is to substantiate that the
problem to be solved results from structural resonance. If
the vibration problem is not due to structural resonance,
then a damping design will not be effective.

In a new structural system design, the designer must
obtain the anticipated force input or excitatory environ-
ment for the system and correlate the frequency content
of this information with the results of a natural frequency
analysis of the structure (4). If there are natural frequen-
cies within the frequency band of the excitation expected,
the designer has identified the potential for dynamics prob-
lems. These dynamic problems must be evaluated to deter-
mine if the vibrations will keep the system from fulfilling
the intended purpose.

If a problem develops in an existing part, the designer
might choose one of the following approaches to identify
the problem.

When a component cracked, a crack analysis should be
run to verify that the crack is a high cycle fatigue failure.
An instrumented operational test of the component should
also be run to identify the frequencies and vibrational
levels of the problem. Operational deflection patterns also
can be defined to support the identification of the mode
shapes encountered. This operational test can be run using
strain gauges or accelerometers for measurements. The
use of thermocouples enables one to obtain peak vibra-
tional levels and corresponding temperature data, as well
as maximum operating temperature data.

If the problem under consideration is a high-noise ra-
diative problem, an operating evaluation should be done
to determine both the frequencies and magnitudes of
the noise being radiated and the source of radiation (5).
An unacceptable vibrational level environment problem
should be attacked in the same basic manner as the noise
problem.

As a result of these investigations, the designer has de-
termined the operating dynamic cause of the problem and
the resonant frequencies that are developing the high dy-
namic response.
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Table 1. General Approach Steps

Step Number Description

1 Verify that the problem is resonant vibration induced
2 Complete dynamic analysis of the system determining resonant frequencies,

mode shapes, and system damping
3 Define the environmental conditions in which the system operates
4 Define the system damping required to eliminate the problem
5 Select the appropriate damping concept and basic damping configuration
6 Develop the required design from the data collected
7 Prototype the design and complete laboratory verification tests
8 Develop tooling and manufacturing methods and complete field validation tests

DYNAMIC CHARACTERISTICS

A successful damping design is developed from a complete
understanding of the dynamic behavior of the structural
system and the component to be damped. Generally, a fre-
quency range across which dynamic information is needed
is defined from the analysis completed during the first
step. The dynamic range can be defined from operational
testing or can be determined from knowledge of the sys-
tem under consideration. For example, problems such as
a component where the excitation forces are known to be
engine-order related, low frequency excitation from road
roughness to the suspension system, or acoustic excitation
to aircraft fuselage components due to jet engine exhaust
all enable rapid determination of the excitatory frequency
range. Once a frequency range is defined for the problem,
a complete dynamic structural characterization must be
completed. One must accurately determine all of the reso-
nant frequencies, corresponding structural mode shapes,
and inherent modal damping values that occur in the re-
quired frequency range. This data can be obtained analyt-
ically or experimentally.

If a prototype is available in the early structural design
stages, the optimum solution for data acquisition is experi-
mental analysis of the prototype structure used to refine
analytical models. These models are then used for further
component damping design evaluation (6).

Often, when a damping application is used as a re-
design approach, the necessary dynamic characterization
can be acquired efficiently by using modern experimental
methods. Experimental methods can quickly determine the
data needed for a highly complex structural system; how-
ever, measurements on operating systems can often be ex-
tremely difficult and costly.

The Fourier analyzer is a powerful experimental tool
available to do the experimental work; however, holo-
graphic methods for determining mode shapes and stan-
dard sine sweep methods for resonant frequencies and
modal damping values are extremely useful (7–9). The de-
signer must choose the most expedient method for deve-
loping the required data.

ENVIRONMENTAL DEFINITION

A major data point needed in the quest for an optimally
designed damping application is the operational environ-
ment that the design will see. This data, at first thought,

might seem to be a rather simple task, but the importance
of accurate information cannot be overstressed. This data
must cover the entire life of the damping concept from fab-
rication through operation.

A broad-brush approach to temperature, such as the
standard temperature range of −65 to 250% for opera-
tion of many aircraft components, is not the answer. This
range may be the maximum range seen by the component;
however, it will not generally be necessary to provide high
damping across this entire range. The engineer must de-
termine the specific temperature range across which the
damage is occurring and design his application for that
range while maintaining a total awareness of the required
survivability temperature range. Time-related recordings
of vibration and temperature data from operating tests
are used to determine the temperature range across which
damaging vibrational levels occur. Operating tests can also
supply the necessary maximum temperature limits to be
used in the design. If temperature data from a large num-
ber of different operating tests are available, a statisti-
cal study of the data will reveal the temperature range in
which the majority of operating time is spent. An example
of this type of data is shown in Fig. 1 illustrating minimum
and maximum temperatures along with the percentage of
total operating time spent in each temperature range. It
is easy to see the value of this type of data, particularly
if vibrational level and temperature data cannot be simul-
taneously obtained for operating conditions.

In the early stages of system design, complete operating
temperature data may not be available. Then, data from
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Figure 1. Percentage of flight time spent in various temperature
ranges during 500 flight hours.
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similar systems should be reviewed, and the best estimates
of temperature should be developed and used in the design
procedure.

Temperature is not the only environmental factor that
must be considered. The engineer must know if the appli-
cation will come in contact with contaminants such as salt
water, gasoline, jet engine fuel, hydraulic fluid, or any other
substance that might affect the performance or longevity
of the candidate damping concepts (10,11).

When the damping concept will be integrated into the
structural system and installed during the structural sys-
tem manufacturing process, the damping concept compo-
nents must be able to survive manufacturing processing,
including temperatures, pressures, and processing.

REQUIRED DAMPING INCREASE

The remaining question to be answered before a damping
design can be started is “How much damping is needed to
eliminate the problem?” In the “fix-it” damping business,
the general approach found in the literature is to design
an optimum damping system and test it in service. If the
failures are eliminated, the problem is solved. In reality,
the designer wants the minimum value of system damping
that will eliminate the vibrational problem. If the damped
design accomplishes just the minimum required damping
using an optimum damping system, the design also should
be optimized from the standpoints of weight, size, and cost.

The method for determining the minimum required sys-
tem damping depends on the problem to be solved. The
inherent system damping has been determined from the
dynamic characterization. The corresponding vibrational
problem (high dynamic stress, noise level radiated, high
dynamic amplitude response, etc.) is directly related to the
inherent damping. Quick calculations can be made to de-
termine the required increase in system damping to elim-
inate the vibrational problem. Basically, if a 20% decrease
of system response is needed, then the system damping
needs to be increased 20%. If an analytical model has been
developed, an analysis can be conducted to verify the value
of system damping needed to eliminate the vibrational
problem.

Table 2 presents values of typical system and material
damping for various structural systems and structural ma-
terials (4).

DAMPING CONCEPT SELECTION AND
APPLICATION DESIGN

Until this point, the primary function of the designer has
been to develop an accurate and complete definition of the
resonant vibrational problem. Now, it becomes a simple
matter to determine which resonant modes of the compo-
nent are creating the vibrational problem. This informa-
tion defines the frequencies that need to be damped, the
corresponding mode shapes, and the undamped modal loss
factors. The required level of damping and the environmen-
tal conditions complete the data required to start defining
appropriate damping concepts and analyzing the effective-
ness of the concepts.

Table 2. Typical Damping Values at Room Temperature

Systems/Materials Loss Factor

Welded metal structure 0.001 to 0.0001
Bolted metal structure 0.01 to 0.001
Aluminum 0.0001
Brass, bronze 0.001
Beryllium 0.002
Copper 0.002
Glass 0.002 (0.3 to 1.5 at

elevated temperatures)
Lead 0.5–0.002
Magnesium 0.0001
PlexiglasTM 0.03
Sand 0.6–0.1
Steel 0.0001
Iron 0.0006
Tin 0.002
Wood, fiberboard 0.02
Wood, oak, fir 0.008–0.01
Wood, plywood 0.01
Zinc 0.0003

Often, the temperature range for effective damping and
the survivability temperature limits are evaluated first. If
the survival temperature is above 400◦F, most organic pas-
sive damping materials and many of the piezoelectric ma-
terials are eliminated from consideration. Therefore, if you
had a requirement for damping in the 100◦–300◦F range
and a survival temperature of 600◦F, most constrained
layer and free layer damping materials and piezoelectric
materials would be ruled out.

The next consideration is the mode shapes of the reso-
nant frequencies that must be damped. Free-layer and
constrained-layer passive damping concepts and induced
strain actuation active damping concepts are effective for
damping “plate-like” modes that have large areas of bend-
ing deformation. Highly localized strain distribution will
negate the effectiveness of these damping concepts. An ex-
ample of the localized strain condition is discussed in (12).
The high-cycle fatigue cracks initiated in the corner areas
on the antenna are shown in Fig. 2. For the mode gene-
rating the failure, all of the strain was concentrated in the
corners, and the rest of the cone area was moving in a
rigid body motion. As a result, layered passive concepts and
piezoelectric induced strain active concepts were not
applicable. The displacements of the mount were such that
a displacement-sensitive concept such as a passive tuned
damper or an active reaction mass concept could eliminate
the problem. In this case, a passive design was used.

High strain area

Figure 2. Cross section of the antenna base showing high strain
areas.
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Structure without damping

Structure with damping

Forced vibration analysis Adjust damping parameters

Assess compliance data

Design complete

Select damping parameters

Frequency analysis

Unacceptable

Acceptable

Figure 3. Basic damping design flow chart.

From the environmental conditions and the dynamic
characteristics, the designer can choose the appropriate
classes of damping concepts for the starting point to design
the specific application for the structure under investiga-
tion. The basic principles of passive and active damping
concepts and analysis methods are given in (13–18).

Various design analysis methods are often appropriate
for problems; however, a successful design can be devel-
oped only after all of the basic information discussed pre-
viously is obtained. A design flow chart appropriate for
any of the design analysis techniques is given in Fig. 3.
The dynamic and temperature data are the inputs, and
the output is the structural loss factor. The process loops
through the design analysis step until the proper loss fac-
tor is achieved.
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Figure 4. Y966 damping material properties as a function of temperature.

Note also that any successful design must use concur-
rent engineering principles and consider, from the begin-
ning, the manufacturing methods that will be used to inte-
grate the damping concept into the structural system and
the maintenance processes for the damping concept.

PROTOTYPE FABRICATION AND
LABORATORY VERIFICATION

Once the design is complete, the next step is to fabricate the
design prototype and verify the design in the laboratory.
The fabrication processes used for the prototype should be
scaliable to production processes, whenever possible. These
processes must not degrade the function of the damping
concept in any way.

Generally, the laboratory test setup is some scaled ver-
sion of the total structural system. The primary consider-
ation in the laboratory test is that the test article has the
same dynamic characteristics as the full structural system
and that the laboratory test environment simulates the
critical operating conditions.

The laboratory validation test results should verify the
analytical method used to develop the design. Any varia-
tion in the comparison of the test results and the model
results should be evaluated and the test or the model,
whichever is found in error, modified. After satisfactory
comparisons are obtained, critical analysis for the field
evaluation test should be conducted.

PRODUCTION TOOLING AND FIELD VALIDATION

Production tooling and processes should be refined from
the process used to fabricate and install the prototype
damping system. All lessons learned from the laboratory
testing should be applied to the field test effort.
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SUMMARY

Restating the importance of the problem definition is
appropriate at this point. Inaccurate temperature range
data will eliminate any beneficial effects of the damping
concept. For passive systems, this effect can be seen in
Fig. 4 (dynamic properties of 3M Y-966) where a temper-
ature shift of 100◦F causes a significant reduction in the
material loss factor. If the survival temperature limits
are incorrect, the damping concept may well provide the
necessary reduction in the vibration levels, but the concept
will be destroyed by the first overtemperature condition
(19). Guesses at temperature data will invariably lead to
failure of the damping design.

The other major area where accurate data are necessary
is the dynamic characteristics of the structural system un-
der investigation. Placing a strain-sensitive damping con-
cept on a portion of the structure which is not undergoing
significant strain for a particular mode is as ineffective as
placing a displacement-sensitive concept on a node line of
the mode that you wish to control.

As in any design project, successful results require ac-
curate information upon which to base the design. Opera-
tional data and dynamic characteristics are the two prime
factors that must be meticulously defined to obtain good
damping design results.
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INTRODUCTION

The term Smart Window was introduced in the mid 1980s
by Claes Granqvist to describe optically switchable elec-
trochromic glazings. These devices exemplify the funda-
mental characteristic of all “smart windows”: controllable
variation in the optical transmittance of the window. The
variation in optical transmittance of electrochromic smart
windows occurs through the simultaneous injection of elec-
trons and ions (usually H+ or Li+ ions) into an elec-
trochromic material such as WO3. In WO3, this leads to
the development of either a broad absorption band or a
reflection edge (depending on the details of the material
preparation) that leads to a low transmittance state. The
process is (ideally!) reversible; extraction of the ions and
electrons returns the material to a transparent state. The
control of the process is accomplished by applying a small
voltage (1–2 V) (or passing a small current) that controls
ion injection and extraction. Since the initial discovery of
electrochromism in thin film WO3 by Deb (1) in 1969, an
enormous amount of research has been directed toward
the goal of large area switchable windows for architectural
applications. This initially focused on electrochromic sys-
tems that covered a wide range of materials and device
structures. However, during the 1980s and subsequently,
several alternate optical switching systems were developed
that fall into the general category of smart windows. These
include other electrically activated systems such as sus-
pended particle devices (2) and phase dispersed liquid crys-
tals (3), temperature controlled switchable devices such as
thermochromic (4) and thermotropic devices (5), and re-
cently developed gasochromic devices that are controlled
by using reducing or oxidizing gas mixtures in a window
unit (5).

ARCHITECTURAL GLAZING APPLICATIONS FOR
SMART WINDOWS

The potential reductions in heating, cooling, and lighting
energy use that can result from using switchable glazings
in buildings has provided the impetus for the majority of
this research. More than 675 U.S. patents have been filed
in this field since 1976. It is now well established that re-
duced energy consumption of up to 50% is possible from the
use of electrochromic glazings in commercial buildings, and

savings of 20–30% are obtainable in most climatic condi-
tions. This is also the primary application for thermochro-
mic and thermotropic windows that change transmittance
as a function of temperature and therefore can reduce
transmittance of infrared radiation (i.e., heat) when the
temperature is high. However, some of the other “smart”
windows, such as the polymer dispersed liquid crystal
(PDLC) devices, do not provide significant energy savings
but are used as privacy screens. To understand the role of
switching in a smart window, it is necessary to understand
the nature of glazings and the way the optical properties
of a window affect its performance and utility.

Physics of Windows

Common to all applications of glazing materials is the
need for transmission of light, and in most applications,
reflectivity is also very important. To quantify the light
transmission properties, the transmittance and reflectance
spectra, T (λ) and R (λ) can be measured and used to define
several different average transmittance and reflectance
quantities. The most important of these are the solar and
visible transmittance and reflectance:

Tsol =

∞∫
0

T (λ)ϕsol(λ)dλ

∞∫
0

ϕsol(λ)dλ

,

(1)

Rsol =

∞∫
0

R(λ)ϕsol(λ)dλ

∞∫
0

ϕsol(λ)dλ

,

Tvis =

770∫
370

T (λ)ϕvis(λ)dλ

770∫
370

ϕvis(λ)dλ

,

(2)

Rvis =

770∫
370

R(λ)ϕvis(λ)dλ

770∫
370

ϕvis(λ)dλ

,

where ϕsol and ϕ vis are the solar spectrum and visible re-
sponse of the human eye, respectively. Usually, the air mass
1.5 solar spectrum is used to define the solar averages, al-
though it is not necessarily the most appropriate at all
locations, and there can be significant differences between
different solar spectra (6). The difference in the spectral
ranges for ϕsol, ϕvis, illustrated in Fig. 1, immediately gives
rise to the concept of spectral selectivity, which is central
to many advanced window glazing systems. This refers to
the ability of a window to transmit, for example, visible
radiation (high Tvis) but to reflect heat (low Tsol and high
Rsol). This is fully explained in Granqvist (7). Therefore,
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Figure 1. The three components related to the ambient radiation
environment which need to be considered for designing windows.
The three distinct spectral regions correspond to the wavelengths
0.3 < λ < 2.5µm [solar radiation—ϕsol(λ)], λ > 3µm (thermal IR),
not shown here, and 0.37 < λ < 0.77µm corresponding to the vis-
ible response of the human eye, ϕvis(λ).

the selectivity Tvis/Tsol, which has a maximum value of
approximately two, can be used as a figure of merit for
glazings. Another important optical quantity is the solar
absorption, Asol = 1 − Tsol − Rsol. A window that absorbs
solar radiation strongly will heat up considerably, and this
heat can be transmitted into the building, negating the
reduction in insolation that results from low solar trans-
mittance (8).

Although these are the basic quantities of interest,
there are several derived quantities, such as the total so-
lar energy transmittance (6) that are commonly used to
classify window glazings. The key parameters of interest
in switchable glazings are the change in the visible and
solar transmittance between the two states of the win-
dow. The values usually quoted are the normal–normal
transmittance and reflectance, that is, the fraction of an
incident beam normally incident on the window that is
specularly transmitted. The spectral response typical of
different types of smart windows is illustrated in Fig. 2.

T

Type A

T

Type C

T

Type B

T

Type D

Visible Near IR

λ(nm)

Visible Near IR

λ(nm)

Figure 2. Schematic illustration of the different types of switch-
ing of transmitted radiation that are possible using different
switchable window systems.

Most windows are designed to have low diffuse scat-
tering, but many of the smart windows available or in
development switch between a specularly transmitting
and reflecting state and a diffusely transmitting and re-
flecting state. In this case, the normal–hemispherical or
sometimes the hemispherical–hemispherical transmit-
tance and reflectance are quoted.

Even for the purposes of minimizing energy use in build-
ings, there is no single figure of merit for smart win-
dows that can be used to identify the optimum smart win-
dow. In general, the important characteristics and those
quoted in this work where they are available, are the selec-
tivity, defined before, and the contrast ratio, or amount of
switching, in both the visible and solar spectral ranges:
T clear

vis /T colored
vis , and T clear

sol /T colored
sol , respectively. The contrast

ratio is frequently quoted as the change in optical den-
sity, 
OD = log10(T clear

vis /T colored
vis ). A complete description of

window behavior involves the variation of the selectivity
or contrast function of the switching parameter, schemati-
cally illustrated for several different devices in Fig. 3. Some
authors prefer to use the g factor or total solar energy
transmittance (TSET) rather than the solar transmittance
because this includes the effects of thermal conduction
through the window and secondary heat gains that arise
from absorption in the glazing (6). A good single number
that is frequently used to rate a smart window is the ratio of
the maximum visible transmittance to the minimum value
of total solar energy transmittance (T clear

vis /TSET colored).
Another approach to defining the performance of smart
windows in buildings is the energy cost for a building
when different types of windows are used. Selkowitz and
Lampert (9) introduced this concept through a graph that
compares the cooling and lighting costs (the costs most
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Figure 3. The variation in optical density for four differently elec-
trically activated smart window devices. �—a sol-gel deposited
device manufactured by Sustainable Technologies Australia Ltd,
and based on WO3; ×—a sputtered device manufactured by Asahi
Glass Co based on a WO3–NiO complementary device; +—an or-
ganic electrochromic from Gentex Corporation, based on viologens;
�—a polymer-dispersed liquid crystal device manufactured by 3M
Corporation. The different curves represent different spectra used
in calculating the optical density: — broadband transmittance;
– – – visible transmittance Tvis; and — — — solar transmittance
Tsol. The divergence in the optical density for visible and solar
transmittance for the Gentex viologen-based device reflects the
type of spectral change (Type D in Fig. 2).
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Table 1. Characteristics of Smart Window Systems

Selectivity Contrast
Operational Spectral

Mechanism of Switching Control Switching Response Colored State Visible
System Color Change Parameter Parameter Behavior (See Fig. 2) Memory Clear State Solar Ref.

Electrochromic Reduction of Electrical control— Voltage Threshhold voltage, Type D No 0.2 13 14
(organic) organic species— voltage/current then approx. linear 1.3 2.5

e.g., viologen (approx. 2–3 Vdc; response to saturation Specular
50–1000 µA/cm2

Electrochromic Reduction of Charge injected Approx. linear Type A Yes 1.4–1.9 3–10 14
(inorganic) electrochromic into electrochromic change in optical and B 1.3 3–11

(e.g., WO3) by layer (mC/cm2). density with charge Specular Depends on
electrochemical system
ion insertion

Thermochromic Metal–insulator Temperature Glazing Rapid change at Tc Type C N/A 1.0–1.2 ∼1 4,15
transition (Tswitch depends temperature (◦C) (transition point) <1 1.1–1.6

on material) Specular

Thermotropic Phase separation Temperature Glazing Gradual transition Type A N/A 1.5–1.8 4.6 5,16
leading to multiple (Tswitch depends temperature (◦C) (in hydrogel, from 1.3–1.7 5
scattering on material) 30◦C to 65◦C) (hydrogel) (hydrogel)

1.1 15
1.2 16

(cloud gel) (cloud gel)
Scattering/specular

Polymer Alignment of liquid Electrical control— Applied voltage Highly nonlinear Type D No 0.9 1.6 3,14
dispersed crystal particles in (∼100 Vac— response 1.0 1.5
liquid crystal electric field voltage depends on Scattering/specular

system) (with haze)

Suspended Alignment of Electrical control Applied voltage Linear response Type D No N/A 14 2
particle suspended particles (50–200 Vac) 0–50 V, saturation Specular –

in electric field Power 2–10 W/m2 by ∼100 V

Gasochromic Reduction of Gas control Concentration of Nonlinear response Type A Yes 1.2–1.7 4.2 5,17,18
gasochromic (e.g., concentration of H2 H2 in window to gas concentration and B 1.0–1.5 4.9
WO3) by catalytic in window cavity cavity Specular
ion insertion
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affected by advanced glazing in commercial buildings) for
different types of switchable glazings.

Other important aspects of windows and the materi-
als used to make windows are durability (10), cost (11),
color (12), and haze, or the amount of radiation which is
diffusely transmitted (13).

SURVEY OF SMART WINDOWS

The principal smart window systems are summarized in
Table 1 (2–5, 14–18). This table shows the switching mech-
anism, the method by which this mechanism is operated,
whether the device exhibits memory, and the type of spec-
tral response (selectivity and contrast) that occurs. The
table also includes a control parameter that in most cases
is the same as the operational switching parameter. How-
ever, in the context used here, the control parameter is one
that can be measured and provides a degree of control over
the optical state of the device. This is extremely important
for practical applications of smart windows where it is
essential to control the state of a device and to be able to
switch the device. As can be seen in Fig. 3, of the electrically
activated devices, the inorganic electrochromic devices
provide the most linear response with respect to the control
parameter, which in this case is injected charge density.

Electrochromic Smart Windows

Electrochromic materials undergo a change in their op-
tical properties when an electrical potential difference is
applied. A wide range of both organic and inorganic ma-
terials exhibit electrochromism. Inorganic electrochromic
materials, most commonly transition-metal oxides, change
from a clear to a colored state when ions and electrons are
inserted into their lattice, under the application of a small
dc voltage, that leads to optical absorption. Extraction of
these ions and electrons is effected by a reversal of the elec-
trical field and the material returns to the clear state. Or-
ganic electrochromic materials involve stoichiometric re-
dox couples, where the oxidized and reduced forms have
different colors. Therefore, the application of an electrical
potential sufficient to change the oxidation state of the ma-
terial causes a color change.

Inorganic Electrochromic Smart Windows. Many inor-
ganic electrochromic materials may be produced in thin
films on transparent electrically conducting substrates,
thereby allowing their use in window fabrication. Tungsten
trioxide (WO3) the most commonly used inorganic
electrochromic material is the compound in which elec-
trochromism was first observed. Tungsten oxide can be
colored by injecting electrons and small ions, including
H+, Na+, K+ and Li+, as schematically illustrated in
the reaction scheme in Eq. (3a). Insertion of lithium and
electrons into the tungsten trioxide structure (intercala-
tion) forms the tungsten bronze LixWO3 [reversible for
0 < x < 0.4 (19)] which has a deep blue color. To fabricate
an electrochromic device, a source of ions and electrons
is required. The most common device structure used for
inorganic electrochromic devices is illustrated in Fig. 4.
There are a number of variants of this device structure
that have different components, and this is discussed

Glass

Ion
conductor

WO3

Conducting
ITO

Counter
electrode

Glass Glass

V

Li+

Figure 4. A schematic illustration of the structure of a typical in-
organic electrochromic device that shows the five-layer structure.

later. The most widely used counterelectrode materials are
cerium–titanium oxide (CeO2–TiO2) (20), vanadium oxide
(V2O5) (21), and derivatives. The complementary reaction
at the counterelectrode in a WO3–V2O5 device is illustrated
in Eq. (3b), where Li+ is the mobile ionic species (22):

WO3 + xLi+ + xe−

Transparent

−V−−−−−−−−−→←−−−−−−−−−
+V

LixWO3 Working electrode
Deep blue

(3a)

LiyV2O5

Pale yellow

+V−−−−−−−−−→←−−−−−−−−−
−V

Liy−xV2O5 + xLi+ + xe− Counterelectrode
Pale yellow

(3b)

The change in optical density is usually proportional to
the charge density injected into the electrode (23,24),
and the coloration efficiency, CE = 
QD/Qn, is frequently
used to characterize the performance of a film or device. A
typical coloration efficiency for WO3-based electrochromics
is between 55 and 70 mC/cm2 at λ = 700 nm (25).

The electrochromic material usually changes its opti-
cal constants by developing an absorption band (26) or by
increasing the effective free electron density in the ma-
terial (27). These give rise to optical changes known as
“absorption modulation” and “reflectance modulation” (7),
respectively, according to whether the change in trans-
mittance results from an increase in optical absorption or
reflectance. Reflectance modulation is the preferable opti-
cal change for glazing materials because these materials
do not absorb radiation significantly in the colored state,
minimizing secondary heat gain and reducing the TSET
value of the window. The specific behavior depends on the
microstructure of the material; crystalline WO3 films ex-
hibit reflectance modulation, and amorphous WO3 films
show absorption modulation. The coloration efficiency
spectra in Fig. 5 illustrate the change in the absorption
characteristics of sputtered WO3 as the deposition tem-
perature is increased. Despite the better performance that
can be obtained from reflectance modulation, the major-
ity of prototype devices produced to date use absorption
modulation.

Devices based on inorganic electrochromics are usually
spectrally selective to some degree (Type B behavior in
Fig. 2), and it is possible to modulate the solar transmit-
tance of the window strongly and still maintain moderate
visible transmittance, thus allowing significant daylight-
ing in a building. This makes WO3 an excellent candidate
for smart windows where low solar transmittance is a ma-
jor requirement and daylighting is a direct advantage.



P1: LKP
PB091A-87 January 10, 2002 21:38

1138 WINDOWS

300

250

200

150

100

50

0
300 800

Wavelength (nm)

1300 1800 2300

C
ol

or
at

io
n 

ef
fic

ie
nc

y 
(c

m
2 /

C
)

47C
200C
300C
350C
400C

Figure 5. The spectral coloration efficiency that is directly pro-
portional to change in optical density in sputtered WO3. This
shows the development of an absorption band in WO3 during ion
injection. Note the shift in the absorption band peak position as
the substrate temperature increases and the film becomes more
crystalline, representing the change from absorption to reflection
modulation.

Organic Electrochromic Smart Windows. The absorp-
tion coefficients of organic electrochromic materials are
generally extremely high compared to those of inorganic
materials, so it is possible to produce devices that undergo
drastic optical changes that involve very intense colors.
The majority of organic electrochromic materials are con-
ducting polymers. Some of these organic materials, such
as polyaniline, have different colors for various oxidation
states, so it is possible to achieve multiple coloration by
stepwise oxidation or reduction (28). The transmittance of
organic electrochromic materials depends on the specific
compound; however, most of these materials switch pri-
marily in the visible region and show little modulation of
solar transmittance compared to inorganic systems (Type
D spectral behavior). This makes organic electrochromics
less suitable than inorganic electrochromics for smart win-
dow applications.

The most widely studied family of organic elec-
trochromic materials is the viologens, which are currently
used in a commercial, variable reflectance mirror for au-
tomobile rear view mirrors (Gentex Corporation). In this
application, it is free from many of the problems associ-
ated with solar/UV degradation that occur in architectural
glazing applications of smart windows. Polyaniline is a
promising candidate for organic electrochromic smart win-
dows due to its high stability and ability to undergo mul-
tiple color changes (28,29).

Thermochromic Devices

Thermochromic materials change their optical proper-
ties when heated and return to the original state when
cooled to the initial temperature (30). The most widely
studied inorganic thermochromic material and the best

candidate for large area thermochromic smart window ap-
plications is VO2 and various doped forms of VO2 (15).
This material undergoes a metal-insulator phase transi-
tion at 68◦C and exhibits metallic properties at high tem-
perature and associated infrared reflectivity, as shown in
Fig. 6a. The visible part of the spectrum is largely unaf-
fected by the transition (Type C spectral behavior), so the
principal change that occurs at switching is in solar trans-
mittance. The visible transmittance decreases slightly, but
there is a moderately strong absorption band in the visible
spectrum in the low-temperature insulating state which
means that visible transmittance is relatively low in both
states.

The major area of research in developing large area
smart windows that are useful for energy control in
buildings is developing materials that have higher vis-
ible transmittance and, most importantly, a transition
temperature close to room temperature. This means that
windows will switch to a low transmittance state to pre-
vent overheating in the building. Both of these areas have
been the subject of considerable research, and numerous
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Figure 6. The transmittance of (a) VO2 and (b) W-doped VO2 at
temperatures above (80◦C) and below (20◦C) the thermochromic
transition. The spectra are type C in both cases (see Fig. 2).
Reprinted from Sobhan et al. (15), with permission from Elsevier
Science.
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efforts have been made to dope VO2 with various
elements to achieve these goals. Fluorination of VO2 (4)
increases visible transmittance from 27 to 35% (in the low-
temperature state) but also reduces the effect of switch-
ing; a change in solar transmittance from 44 to 40%
occurs at the transition. However, the efforts to reduce
the transition temperature have been much more success-
ful; significant reduction in the thermochromic transition
temperature from 68◦C to approximately 10◦C has been
achieved for W0.032V0.968O2 (15,31). This is illustrated in
Fig. 6b.

Apart from the relatively poor spectral selectivity and
contrast ratio of thermochromic devices, the inability to
control the state of thermochromic devices independently
makes it difficult to envisage wide ranging applications as
smart windows.

Thermotropic Devices

Thermotropic devices, originally classed with ther-
mochromic devices in the literature (32,33), also change
their optical properties as temperature increases. How-
ever, the mechanism of the change is sufficiently different
from typical inorganic thermochromic materials that they
are now recognized as a different class of material. Ther-
motropic materials change between a specularly transmit-
ting transparent state to a white, diffusely reflecting state
as their temperature rises. The change is reversible. This
change occurs through a phase separation that occurs in
the materials at elevated temperatures that transforms
the material from a homogeneous optical material to a
heterogeneous, two-phase material at high temperature.
The size of the particles of the two phases leads principally
to backscattering of incident radiation (16).

There are two main types of thermotropic materials:
hydrogels and polymer blends. Both systems have a simi-
lar device structure, as illustrated in Fig. 7. In both cases,
the materials form homogeneous transparent mixtures at
low temperatures, in which the two components are bound

Glass
cover

Glass
cover

Homogeneous
mixture

(a)

Low temperature state

Scattering
layer

Glass
cover

Glass
cover

(b)

High temperature state

Figure 7. The structure of a themortropic laminate. In the low-
temperature state (a), the device is fully transparent, but in the
high-temperature state (b), the thermotropic state separates into
discrete particles, and the layer becomes scattering.

together at a molecular or molecular cluster (macromolec-
ular) level. The bonding is usually hydrogen bonding, and
these bonds can be broken as the temperature increases
from room temperature. Once the bonds break, the mate-
rials separate into distinct domains of different refractive
index and cause scattering. If the particle size is appro-
priate (close to the wavelength of light across the solar
spectral range), then strong scattering occurs.

Hydrogels. This is one class of thermotropic materials;
the thermotropic material CloudGel, commercially avail-
able from Suntek, is of this type. As the name suggests, a
hydrogel is a water/polymer mixture. Another example of
these materials is the TALD hydrogel, which is a mixture of
colloidal particles of a polyether/water mixture, embedded
in a carboxyvinyl polymer and water gel (16). The colloidal
particles are soluble in the gel at room temperature and
below, but as the temperature increases, water is expelled
from the colloidal particles, and the polyether particles be-
come denser and increase their refractive index.

The switching temperature of hydrogels can be varied
between 5 and 60◦C by changing the proportions of the com-
ponents. The materials switch across a reasonably wide
temperature range, as illustrated in Fig. 8. The size of the
particles in the phase-separated state and the thickness of
the hydrogel layer (typically 1 mm) ensure that the ma-
jority of the radiation is backscattered by multiple scatter-
ing in the high-temperature state (see Fig. 8). This means
that these thermotropic materials have good potential as
energy efficient windows.

Polymer Blends. Polymer blends of thermotropic mate-
rials have the advantage of not containing liquid water. An
example of a polymer blend hydrogel is a high refractive
index (1.585) cross-linked matrix of polystyrol and polyhy-
droxyethyl methacrylate that has a second, low refractive
index (1.45) phase of polypropylene oxide interpenetrating
the matrix. At low temperatures, the lower refractive index
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Figure 8. The normal–hemispherical reflectance of a ther-
motropic hydrogel laminate at a range of temperatures below
(30◦C) and above (>35◦C) the thermotropic transition tempera-
ture. The spectra are type B and demonstrate a high degree of
selectivity.
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component is hydrogen bonded to the matrix. At higher
temperatures, these bonds break, and the polypropylene
oxide component forms small inclusions in the matrix that
lead to scattering. The size of the scattering particles and
the transition temperature depend on the proportions of
the two components and the degree of cross-linking of the
matrix.

Applications. The principal factors that constrain the
application of thermotropic devices are the inability to
control the device transmittance independently and the
scattering state at high temperatures. The latter means
that thermotropic devices are unlikely to be used in view
windows, but they have applications in skylights and for
overheating protection on brick facades. These applications
have been extensively investigated (16), and large area
windows can be routinely produced.

Polymer Dispersed Liquid Crystal Devices

There are many classes of liquid crystals. Most liquid
crystals consist of thin, needle-like or rod-shaped or-
ganic molecules that exhibit significant ordering proper-
ties. There are several classes of electro-optic devices
that can be formed using liquid crystals, but only
two classes—guest–host systems and polymer dispersed
liquid crystals (PDLC)—-have been extensively investi-
gated for use in smart windows. Lampert (34) provides
an excellent introduction to the physics of liquid crystals,
and Basturk and Grupp (35) and Montgomery (3) provide
good reviews of the basics of both types of liquid crystal
devices.

The principal liquid crystal devices currently available
are PDLC devices, which are commercially available from
3M under the name “Privacy Film.” This device consists
of a PDLC film sandwiched between ITO-coated sheets of
glass, as illustrated in Fig. 9. The PDLC film consists of
spherical liquid crystal droplets embedded in a polymer
matrix. The typical droplet diameter is about 1 µm or less,
of the same order of magnitude as light wavelengths. When
a voltage is applied to the ITO electrodes, the liquid crys-
tal molecules are oriented in the field direction, resulting
in index matching between the droplets and the matrix,
and thus high transmittance for light propagating para-
llel to the applied field. When the field is switched off,
the liquid crystal molecules reorient randomly; the (un-
matched) value of the extraordinary refractive index also
becomes effective and causes scattering at the droplet sur-
faces, and the film appears milky.

Conducting TCO

Glass

Dielectric

PDLC Layer

Glass Glass

V

Figure 9. The structure of a PDLC device. Unlike an elec-
trochromic device, it is not a conducting device, and switching
depends on the electrical field across the PDLC layer.
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Figure 10. Normal–hemispherical transmittance spectra for a
PDLC device at applied voltages of 0, 10, 20, 30 and 100 V. The
device is opaque (in the sense that images cannot be perceived
through the device in the off state (0V), but it still transmits sig-
nificant energy. Reproduced with permission of Dr. Arne Roos.

Although PDLC devices act very effectively as privacy
screens and have essentially zero specular transmittance
in the zero voltage state and good transmittance but some
diffuse scattering in the “on” state, the devices are not pa-
rticularly effective for energy conservation because the ma-
jority of the scattered radiation is forward scattered. This is
illustrated in Fig. 10, which shows total transmittance (in-
cluding diffuse transmittance). The device is totally opaque
in the “off ” state (0V), but the total transmittance is still
substantial. Another drawback of PDLC devices and all
liquid crystal systems is the lack of memory in the devices.
This is intrinsic to liquid crystal systems because the align-
ment of liquid crystal molecules is caused by dipolar polari-
zation in the applied field. The curves in Fig. 10 also show
the highly nonlinear behavior of switching as voltage is
applied, which is the control parameter in Fig. 10 for the
PDLC device.

Suspended Particle Devices

Suspended particle devices, also termed “light valves,” con-
sist of a suspension of fine particles that are strongly ab-
sorbing in the “off ” state (no applied voltage), but which
can be aligned by applying an electrical field, leading to
a transparent “on” state. The device requires constraining
the suspension between conducting electrodes; in the large
area devices currently being commercialized by Hankuk
Glass, these are deposited on a PET film, which is then
laminated to glass (2). The suspended particles are usu-
ally needle-shaped particles of polyiodides or parapathite
approximately 1 µm long that are suspended in an organic
liquid (32). In current devices, methods have been devel-
oped to encapsulate microdroplets that contain the sus-
pended particles in a polymer matrix. The device structure
is essentially identical to the PDLC device (Fig. 9), and the
suspended particle layer replaces the PDLC layer.

In the absence of an applied electrical field, the particles
are randomly arranged and absorb incident radiation. The
absorption in all states (from zero applied voltage to the
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maximum applied voltage) depends on the concentration
of particles in the film, and the color can also be altered
by the choice of particles. Increasing the applied voltage
increases the transmittance approximately linearly to
about 50 V, and then the transmittance starts to saturate
and reaches saturation at about 100 V. The major draw-
back of the devices for use as smart windows is that they do
not provide significant spectral selectivity (figures for solar
transmittance are not available) or significant reductions
in solar transmittance. Similarly to polymer dispersed
liquid crystal devices, they are principally privacy and
visual comfort devices; however, these devices have a high
viewing angle unlike liquid crystal devices.

Gasochromic Devices

Gasochromic smart windows are devices that color by a
complex process involving the adsorption and dissociation
of a gas onto a catalyst, followed by a “spill over” (36) of the
dissociated gas molecules into the gasochromic layer that
causes coloration (5,17,18,37–40). Gasochromic devices are
similar to electrochromic devices; they both color when an-
other species is inserted into the atomic network of the
host material. Tungsten trioxide is a good material for both
electrochromic and gasochromic devices. The major differ-
ences between electrochromic and gasochromic devices lie
in the different mechanisms of coloration and the relative
structural simplicity of the gasochromic devices.

Simple gasochromic films have a laminar structure
that involves a substrate (usually glass), the gasochromic
layer, and a catalyst layer. These films are fabricated into
gasochromic smart windows by adding another pane of
glass a short distance from the catalyst surface, so that a
small cavity is formed inside the device, as shown in Fig. 11.
Various gas mixtures can then be introduced into this in-
terior cavity to color and bleach the window. Gasochromic
tungsten oxide colors according to the following simpli-
fied redox reaction, when hydrogen gas is used to induce
coloration:

xH + WO3
−−−−−−−−−→←−−−−−−−−− HxWO3

Transparent Blue (3)

This reaction is essentially identical to the reaction in-
volved in the coloration of electrochromic WO3. The prin-
cipal difference is that the catalyst layer allows the
dissociation of H2 gas into atomic hydrogen, which can
diffuse into and react with WO3. In an electrochromic
system, the positive and negative charges are introduced
via an electrical circuit, and the polymer electrolyte and

Glass
cover

Glass
cover

Gas mixture

WO3

Catalyst

Figure 11. A typical gasochromic device structure.

counterelectrode are used to separate the charge and store
cations, respectively.

Pure hydrogen is not required to color gasochromic
films, and very dilute, nonexplosive mixtures can be used.
Gasochromic films are usually bleached by filling the win-
dow cavity with a dilute oxygen mixture; however bleach-
ing can also be achieved by using argon or a vacuum (18).
Gasochromic devices can be partially colored or bleached
by replacing the gas in the window cavity with an inert gas
such as argon, once a suitable level of coloration has been
attained.

Gasochromic Technology. Gasochromic technology has
stemmed largely from research into electrochromism;
tungsten oxide is the most commonly reported gasochromic
material (5,17,18,37). Platinum is frequently used as the
catalyst layer due to its ability to dissociate hydrogen
and oxygen gas molecules. Some new systems whose gaso-
chromic layer is based on alloys of lanthanides have been
recently reported (38–40). Catalyst-coated lanthanum hy-
drides (LnHx) undergo extreme color changes when x is
varied from two (film reflective in blue region/transmitting
in red) to three (yellow/transparent) (38). Exposure of
catalyst-coated LnH2 films to hydrogen gas quickly results
in the formation of the transparent LnH3 species. When ex-
posed to air or a vacuum, the film reverts to the LnH2 form.
The function of the catalyst is to allow dissociation of gas
molecules, but it also prevents the underlying film from
rapidly oxidizing in air (40). The addition of magnesium
reduces absorption in the transparent state and transmis-
sion in the opaque state, but it increases the opaque state
reflectivity and also has the advantage of producing more
color-neutral windows (38,40). A particularly impressive
system involves a gadolinium–magnesium alloy Gd40Mg60

that reportedly switches from a silver white mirror that
has almost no transmission and high reflection to a fully
transparent color-neutral state (38).

Applications. The function of the glass pane used oppo-
site the gasochromic layer is to contain the gas used for
switching, and ideally it has high visible transmittance.
Ordinary float glass is suitable; however, glass that has
a low-emittance coating can be used to improve thermal
performance. Due to the small number of layers required
for gasochromic smart windows, the dynamic transmit-
tance range is very high compared to electrochromics and
other chromogenic glazings. Gasochromic smart windows
reportedly have visible transmittances ranging from 76%
(bleached state) to 18% (colored state). The advantages
of the relative structural simplicity of gasochromic smart
windows are somewhat offset by the complexity of the in-
frastructure needed to hold and transfer the gas mixtures
required to operate them. The gas system must be capa-
ble of storing gas, preparing and filtering gas mixtures,
and delivering these to a bank of multiple windows. Georg
et al. (5) offer some innovative solutions to the problems of
gas support.

As for all smart windows, lifetime is a critical issue
for gasochromic devices. The principal degradation mech-
anisms for gasochromics are catalyst poisoning and vary-
ing water content of the films (37). Recent results are
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promising, however; one gasochromic smart window 1.1 ×
0.6 m has been cycled 10,000 times, and there was no sig-
nificant reduction in its performance (18).

ELECTROCHROMIC SMART WINDOWS

As noted in the second section one of the most promising
candidates for a future commercial smart windows is an
electrochromic glazing based on inorganic electrochromic
materials. Inorganic electrochromic smart windows are
also the closest to commercial production for large area
architectural applications and have substantial potential
for reducing building energy use. Hence, the discussion fol-
lowing is based on windows made from inorganic materials,
in particular, tungsten oxide.

The method of window control is also very important.
To optimize energy performance, it is essential to be able
to set specific optical states independent of temperature
and irradiance incident on the window. The lifetime of elec-
trochromic films and entire devices can be reduced by using
improper control methods (41).

Various different types of electrochromic material and
window testing and control (42) have been used: constant
voltage control, trapezoidal voltage waveform (10), cyclic
voltammetry (triangular voltage waveform) (43), and con-
stant current control (44). There have also been many
theoretical analyses of the charge injection and extrac-
tion processes. It is widely recognized that the coloration
process is based on double injection of ions and electrons
that form tungsten bronze MxWO3 (22). There are vari-
ous theories regarding the mechanisms that limit the col-
oration current. They include the presence of a barrier
at the ion injecting interface (electrolyte/WO3 interface)
(22,45), diffusion limited motion of ions within the elec-
trochromic films (46,47), and the series resistance of the
cell (48,49). Impedance spectroscopy has been used by a
number of authors recently to study ion injection kinetics
in electrochromics (50,51), and this holds some promise as
a useful tool for analyzing the degradation of smart win-
dows in operation.

Electrochromic Smart Window Structures

The basic multilayer electrochromic device structure is
shown in Fig. 4. There are two electrodes in all electro-
chormic devices to enable electron flow, an active elec-
trochromic layer, and an ion storage and/or ion conducting
layer to allow ions to move into and out of the active layer.
It is possible to classify various electrochromic devices ac-
cording to the structure and materials used to achieve ion
injection and extraction in a device. There are three princi-
pal generic device types, which are all essentially the same
as that shown in Fig. 4, but use different approaches to the
ion transport and ion storage layers. The materials used
in these devices are discussed in more detail later.

Type 1—Ion Conducting Layer and Passive
Counterelectrode. The most widely used device structure
has an ion transport layer (also called the electrolyte
layer) between the working electrode and an ion storage

electrode (which is also called the counterelectrode). The
fundamental requirement of the ion storage layer is charge
capacity—the amount of charge (number of ions) that can
reversibly be stored in the layer. The charge capacity is nor-
malized to the electrode area and is measured in mC/cm2.
The charge capacity of the ion storage electrode should be
in excess of the charge required for sufficient coloration
of the working electrode. Typical values are from 15–30
mC/cm2. It is also essential to achieve high transparency
of the counterelectrode, which often conflicts with the re-
quirement for high charge capacity. Another requirement
for the ion storage layer in this structure is low coloration
efficiency. A good ion storage electrode should have very
large charge capacity and be optically passive. Two ex-
amples of devices of this type are the prototype commer-
cial window produced by Sustainable Technologies Aus-
tralia (STA) and the commercially available window pro-
duced by Flabeg (Pilkington). These devices incorporate
a modified WO3 electrochromic electrode, a V2O5-based
counterelectrode, and a lithium-doped cross-linked poly-
mer electrolyte. STA uses sol-gel deposition of the elec-
trodes, whereas Flabeg uses vacuum deposition. Spectra
of the colored and bleached states of the STA device are
shown in Fig. 12.

Type 2—Combined Ion Conducting Layer and
Counterelectrode. In the second approach to device design,
charge delivery and charge storage are realized in one
layer. This is the ion conducting layer, which contains a
dispersed redox couples; thus in the deintercalated state,
ions are stored in the electrolyte. An example of this type
of device is based on WO3 as the working electrode and a
solid polymer electrolyte that contains lithium polyorgan-
odisulfide redox salts (52). These devices have the advan-
tage of simplicity of manufacture and require deposition of
one less layer than Type 1 devices. In addition, the redox
salts are generally optically passive, so the charge capa-
city of the counter electrode is not an issue. However, the
redox reaction occurs only at the surface of the layer, and
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transport of the electrons across the polymer layer from the
TEC on the counterelectrode side of the device can limit the
device.

Type 3—Ion Transport Layer and Complementary
Counterelectrode. The third device structure is very
similar to the first type because there are separate ion
transport and counterelectrode layers. However, the coun-
terelectrode is a electrochromic material which is comple-
mentary to the working electrode, that is, it is an anodi-
cally coloring electrochromic material that darkens upon
extraction of ions from the counterelectrode and bleaches
upon injection of ions (53). In this way, both electrodes con-
tribute to the coloration of the electrochromic device and
enhance the overall performance of the device. This type
of device has the advantage that it requires less overall
charge transport to achieve the same level of coloration as
a type 1 device. Hence, the charge capacity requirements
of the electrodes are lower than those of type 1 devices. A
device of this type has been developed by the Asahi Glass
Company (Japan). This device has the following structure:
glass/ TEC (200 nm)/ NiOx (500 nm)/ Ta2O5 (500 nm)/WO3

(500 nm)/TEC (500 nm)/ adhesive film (250 µm)/glass. The
spectral response of this device is shown in Fig. 13 at four
different levels of charge injection. Note that the change
in optical density per unit charge is significantly larger for
this device than for the STA device of type 1 (see Figs. 3
and 12) due to the coloration of both the working electrode
(WO3) and the counterelectrode (NiOx).

Materials Used in Electrochromic Devices

Electrochromic Materials. Tungsten oxide is currently
the most commonly used inorganic electrochromic mate-
rial. Coloration during ion insertion (H+, Li+, Na+, and
K+) and bleaching on ion extraction is termed cathodic
coloration. In an electrochromic smart window, thin film
electrodes must be in contact with the working and coun-
terelectrodes, and an electrolyte is required for ion trans-
port. Use of electrochromic materials in window fabrica-
tion necessitates the transparency of all components, and
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these constraints limit the number of materials suitable
for electrochromic device fabrication.

Numerous metal oxides are suitable for use as the elec-
trochromic layer in smart windows; a detailed discussion
of electrochromism in these materials is given in Granqvist
(54). The most widely studied electrochromic material
are WO3 and doped WO3, where the dopant is another
transition-metal oxide such as TiO2 or MoO3. Tungsten
oxide films are commonly prepared by thermal evapo-
ration and sputtering, but CVD (chemical vapor deposi-
tion), spray deposition, anodization, and sol-gel deposi-
tion have also been used. A detailed discussion of these
deposition techniques and their effects on the properties
of the deposited materials is given in Granqvist (54), Bell
and Matthews (55), and references therein. On the ba-
sis of the amount of charge which can be inserted, the
coloration efficiency and the transmittance change of the
film, the electrochromic performance of WO3 deposited
by most techniques is similar; the most important effect
is increased crystallinity in films sputtered onto heated
substrates (above approximately 350◦C) or in sol-gel de-
posited films heat treated at temperatures of 350–400◦C
after deposition. This increase in crystallinity is usually
accompanied by an increase in reflectance modulation in
films.

Other inorganic electrochromic systems that have re-
ceived significant attention are NiO, TiO2, IrO2, Nb2O5,
and more recently, SnO2 and Pr2O3. A variety of tech-
niques has been used to deposit all of these coatings, but
none of these materials shows the electrochromic efficiency
of WO3.

Counterelectrode Materials. NiO and V2O5 have been ex-
tensively studied as potential counterelectrode materials
for electrochromic devices (54); CeO2–TiO2, and more re-
cently CeO2–ZrO2, were extensively studied in the past few
years (20). NiO is particularly attractive because it colors
anodically (on the extraction of ions) and hence comple-
ments both the coloration and bleaching of the cathodically
coloring WO3 layer (53). (see previous discussion). V2O5

has excellent charge capacity and can be produced rela-
tively easily using sol-gel deposition (21), but it has the
disadvantage of an absorption edge that encroaches into
the visible region of the spectrum and results in a yellow-
ish coloration in the films (56). Initially (up to the early
1990s), sputtering and evaporation dominated the deposi-
tion of electrochromics, but sol-gel deposition is becoming
very widespread, except for NiO, although there has been
one report of sol-gel deposited NiO (57).

Ion Transport Layer. The function of the electrolyte layer
is to allow ions to travel between the working and counter-
electrodes; hence, it is ionically conducting. Low electronic
conductivity of the electrolyte layer is advantageous be-
cause it reduces the internal leakage current in a device
and allows devices to stay colored for long periods of time
without the need for an external power source.

Electrolytes used in electrochromic smart windows can
be classified as either polymeric or superionic conductors.
Polymeric electrolytes are prepared as liquids that con-
tain some dissolved lithium salt, and are then used to
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laminate the working and counterelectrode layers to-
gether. Therefore, the polymer allows ionic conduction and
gives the device its mechanical strength. Superionic con-
ductors such as M-β-Alumina (where M is a mononvalent
metal such as Li, Na, or K) allow ions to move through
the host lattice of alumina. These electrolytes are advan-
tageous because they are not prone to damage by factors
such as UV irradiation and can be deposited directly onto
the electrochromic layer; however, they may have nonzero
electrical conductivity which leads to reduced memory in
the colored state. The Asahi device which uses Ta2O5 as an
ion conducting layer has poor memory compared to devices
that use polymer-based electrolytes (e.g., the STA device
discussed previously) (14).

Transparent Electronic Conductors. The transparent
electrical conductors in most electrochromic devices are
thin films of metal oxides such as indium-doped tin
oxide (SnO2:In or ITO) and fluorine-doped tin oxide
(SnO2:F or FTO). These materials are commercially avail-
able precoated onto glass substrates by spray pyrolysis
methods (58). Some electrochromic devices use conduct-
ing polymeric layers such as ITO–PET (ITO coated onto
polyethylene terephthalate) as the transparent electrical
conductors, which allows fabrication of polymeric solid-
state electrochromic devices (59).

Control of Electrochromic Smart Windows

The application of electrochromic smart windows in archi-
tectural glazings requires that the devices perform tens
of thousands of switching cycles during a period of 20–
30 years and undergo minimal degradation in optical per-
formance. The lifetime of a smart window is measured in
the number of coloration/bleaching cycles, when the trans-
mittance in each cycle is modulated between specified max-
imum and minimum values. However, the transmittance
of the window, particularly of an installed window, is not
easily accessible. As illustrated in Fig. 3, the optical den-
sity of an electrochromic window has a one-to-one (and very
nearly linear) relationship to injected charge density. This
relationship is also almost independent of temperature
(Fig. 14), so a good switching algorithm for electrochromic
smart windows can be based on charge control. When con-
sidered as an electrochemical system, an electrochromic
device is very similar to a rechargeable battery. The energy
in the battery is stored and released by reversible redox re-
actions. In electrochromic devices, these reactions result in
optical changes. The durability of batteries has been inves-
tigated extensively during the last 50 years, and several
empirical relationships between the lifetime and opera-
tional parameters have been found (60). In particular, it
is found that battery lifetime is inversely proportional to
the operational current, so the switching current must be
small enough to provide a long lifetime.

In the design of a control algorithm for electrochromic
windows, two fundamental limits that restrict fast switch-
ing of the window must be considered:

� Thermodynamic limit (overvoltage)—the voltage
must be maintained below the potential at which de-
structive side reaction(s) occur; and

2

1.5

1

0.5

0 30025020015010050

0

−0.5

−1

1.2

1

0.8

0.6

0.4

0.2

D
ev

ic
e 

vo
lta

ge

Tr
an

sm
itt

an
ce

 c
ha

ng
e 

(a
.u

.)

Time

+
+

+
+

+
+

+

+

+

+

+

+
+

+

+
+

++
+

+
+

+

+

+

+
+

+

+
+

×

×
×

×
× × ×

×

×

×

×

×

×

×

×

×

× ×

×

×

×
×

×
×

×
××

Figure 14. Electrochromic device performance at 50◦C (+) and
18◦C (×). The solid lines represent the device voltage, and
the dashed lines the relative transmittance of the device. The
operational parameters in both cycles are current density =
0.1 mA/cm2, Qin = 13 mC/cm2; Qout = −13 mC/cm2; preset swit-
ching voltages are Vmax = 1.8 V, Vmin = −0.7 V. Note that at 50◦C,
the voltage does not reach Vmax. The high-temperature cycle period
is shorter and lower voltages are required; however, the transmit-
tance change in the two cycles is almost identical.

� Kinetic limit (excessive charging current)—large cur-
rents cause irreversible cation trapping on the surface
of the film (44) due to charge “pile-up” at the surface.
This is usually caused by slow cation diffusion into
the electrochromic layer.

Of course, if the voltage is too small, the desirable elec-
trochromic reaction can never occur, and if the charging
current is too small, the switching time of the window
is unacceptably long. Therefore, both current and volt-
age need to be maintained within fixed limits to achieve
optimum device lifetime, and charge is used as an in-
dependent parameter to control the optical state of the
device.

Both thermodynamic (redox potentials) and kinetic (re-
sistance, diffusion coefficients) properties of electrochromic
window are temperature dependent; thus, they generally
require adjustments in switching parameters for changing
environmental conditions. For example, a constant applied
voltage will not provide a constant contrast ratio at differ-
ent temperatures due to the dependence of the film poten-
tial on temperature. At high temperatures, a voltage suit-
able for low temperature could exceed the potential of side
reactions (thermodynamic limit) and will lead to higher
currents and possible kinetic device failure.

Typical cycles of an electrochromic window at 50 and
18◦C are presented in Fig. 14. The charge intercalated into
the working electrode is the same in both cycles; there-
fore, the changes in optical transmittance are almost iden-
tical. The charging current density is also identical at
the two temperatures; however at 50◦C, the window re-
quired significantly lower coloring voltage because diffu-
sion coefficients and electrolyte conductance increase with
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temperature. The control algorithm implemented to pro-
duce these results includes constant current charging until
the injected charge exceeds a given value Qin. If the volt-
age exceeds a predetermined safe value Vmax, the system
automatically switches to a constant voltage mode. In the
bleaching part of a cycle the extracted charge shall not
exceed Qout, and voltage shall be lower in magnitude
than a predetermined maximum bleaching voltage Vmin.
Methods for controlling electrochromic devices by using
these techniques are described in patents (61,62), and the
theoretical background is outlined in Bell et al. (41,44).

FUTURE DIRECTIONS

Commercially available smart windows enabling energy
control in buildings are now available (63). There are still
significant questions about the durability of such windows,
and the major research efforts in the immediate future will
be to improve window durability during cycling. The ad-
vantage of electrochromic windows in terms of indepen-
dent control of the optical state (using injected charge den-
sity) is actually a disadvantage in this context because it
allows overdriving the device, whereas gasochromic and
thermally switched devices are intrinsically self-limiting
in switching the windows. However, other durability issues
exist for these devices.

Two issues need to be addressed to improve the perfor-
mance of smart windows in architectural glazing applica-
tions: the development of truly reflective smart window
devices (like crystalline electrochromic materials, ther-
motropic glazings, and some of the recently discovered
gasochromic materials) that are fully specular and (rela-
tively) color-neutral; and control of the thermal emittance
of glazings. The latter will broaden the range of climates
in which smart windows can be useful and will also open
up a new range of nonarchitectural applications.
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Aluminum oxide. See Alumina  154       
Aluminum snubbers 1125       
American Ceramic Society  581       
Amides        

Langmuir-Blodgett films  585       
organogelators 475       
Amino acid organogelators 487       
p-Aminohippurat, pulsatile delivery        

systems for  321       
Amorphous polymers, piezoelectricity in 867  871      
AMPLATZER septal occluder  932       
Amplitude, of vibration 1114       
α-Amylase, immobilization  102       
Anhydrous electrorheological fluids  362  363 378  380    
Aniline, polymerization in        

Langmuir-Blodgett films  586       
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Animals. See also Fish aquatic studies        
behavior studies  423       
biomimetic electromagnetic devices 112       
flight smart structures 43       
as smart structures  415       
spectral sensitivity  112       
vision 112       

Anisotropic conductive adhesives  331       
Anisotropy determination        

noncontact ultrasound application  700       
ultrasound application  691       

Annealing, in shape-memory alloys  621       
local 640       

Anodes  68       
design considerations  71       
galvanic cells  357       
lithium-ion batteries 73 80      

ANSYS modeling package  172       
Antagonistic design, of shapememory        

alloy actuators  626  640      
Anthracene derivative gelators  471  475      
Anthranyl-cholesterol        

organogelators  484       
Anthraquinone derivative gelators  471  475      
Antiarrhythmics  319       
Antibodies        

for affinity precipitation 839       
immobilization with conductive polymers 281       
molecularly imprinted polymers as mimics 678       

Antibody interaction drug delivery systems  324       
Antibody reaction biosensors  96  97      

enzyme immobilization  103       
Anticancer drugs  319       

chitosan-based gel delivery systems  185  497      
Anticounterfeiting indicator devices 179       
Antiferromagnets  591       
Anti-Invar effect 1044       
Antimony chalcogenide films 740       
Antireflective coatings, insect eyes  114       
Antiscald MemrySafe valve  930       
Ants, vision  112       
Aperiodic gratings  400       
Apodization  400       
Arachidic (n-eicosanoic) acid        

Langmuir-Blodgett films  585       
Archer fish, operant conditioning 425       
Architectural smart materials         

applications 61       
future design approaches 65       
relevant material characteristics 60  62      
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Architectural smart materials (cont.)        
for smart windows 1133       
types of 60       

Architecture 59       
Argon fluoride lasers, for Bragg grating writing  400       
Arsenic chalcogenide films  740       
Artificial extracellular matrices        

chitosan-based gel applications  188       
Artificial intelligence  682       

ultrasound application  691       
Artificial neural networks. See Neutral network        
Artificial pancrease  99       
Artificial sphincter 90       
Artificial urethral valve 88       
ART programs  684       
Ascorbate oxidase  100       
Ascorbic acid biosensors  99       
Asymmetrical spring-mass element 520       
Atlantic salmon, radio telemetry  434       
Atomic force microscopy        

Langmuir-Blodgett films  588       
precision positioner for  339       

Atomic polarization  363  364      
Atopic dermatitis, detecting with skin sensor 93       
Aurivillius phases 1000       
Austenite-martensite phase        

transformation  267  921      
low-temperature martensite reorientation 965  977      
magnetic-field induced 936 956      
and material behavior 964       
modeling 967       
and shape-memory alloy loading modes 524       
and shape-memory effect 620  966      
transformation temperature influences 952       
various types of shape-memory alloys 951       

Autoclave molding  293       
Auto exhaust sensor 347       
Autolysis 221       
Automated processing of materials  559  560      
Automobile applications        

advanced automobiles 548       
electric vehicle batteries  68       
ESF controllers  453       
highways 545       
magnetorheological fluids  600       
shape-memory alloys  933       
suspension, electrorheological damper  389 1091      

Autonomous diagnosis. See Self-diagnosis        
Averaging fiber-optic sensors  718       
Aviation. See also Aircraft 42       
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Azo-cholesterol organogelators  486       
B        
Backpropagation neural networks  682       
Bacteria, infrared detection  115  116      
Bakelite  215       
Ballasts  63       
Ball grid array components, flip-chip        

technology application  439       
Balloon angioplasty  87       
Bamboo  245       
Barbiturate-2,6-diaminopyridine        

organogelators  483       
Barbiturate-melamine        
organogelators 480       
Barely visible impact damage  903  904      
Barium hexacelsians triboluminescence 1057       
Barium titanate 151  343      

composites with smart paints  754  755      
intelligent synthesis  573  578  579     
ionic polarization  386       
piezoelectric coefficients  150       
piezoelectricity in  143 162  781  788 1550   
positive temperature coefficient ceramics  344  347      
positive temperature coefficient of        

resistivity  394       
properties  151  168      
in shape-memory alloy/piezoelectric        

heterostructures  557       
smart perovskite 992       

Barium zirconate  343       
Barret effect  609       
Basilica of St. Francis        

shape-memory alloy application        
for structural elements 933       

BathGard valve  930       
Batteries. See also Lithium-ion batteries        

design considerations 71       
performance parameters 70       
processing and applications 68       
smart 72       

Battleships, gun position control with        
adaptable fluid power  449       

Beam element        
damage detection 535       
nonuniform 529       
uniform 524       

Beam-type structures        
active vibration control in ships 1108 1111      
natural frequency 1115       
vibrational analysis 1120       
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Beddington Trail Bridge, fiber Bragg        
grating sensor application  412       

Beers, electronic nose differentiation  284       
Bees, vision  112  114      
Beetles, infrared detection  115  116 118     
Behenic (n-docosanoic) acid        

Langmuir-Blodgett films  585       
Bellows microtubes  651  652  653     
Belousov-Zhabotinsky reaction  392       
Bending loading mode        

shape-memory actuators 624       
Benzoylchitosan membrane  187       
N-Benzyloxycarbonyl-L-alanine-4-        

hexadecanoyl-2-nitrophenyl         
ester organogelator  487       

Beryl 1051       
β-Blockers  319       
Biased martensite  965       
Bidirectional associative memory  684       
Bilirubin biosensors  107       
Bimorph actuators  1  159 622     
Binding assays, molecularly        

imprinted polymers application 678       
Bingham plastics        

electrorheological fluids  382 1092      
magnetorheological fluids  597       
smart fluids for flexible machines  451       

Biocatalysts, reversibly soluble 846       
Biochemical probes        

Langmuir-Blodgett film applications  584       
Biocompatibility 82       

chitosan  182       
drug delivery systems 319       
piezoelectric polymers  871       
polymer gel coatings for biosensors  101       

Bioerodible polymers  319 320      
Biological infrared detection 115       
Biologically-inspired creativity  217       
Bioluminescence  103       
Biomaterial intelligence 220       
Biomedical applications 82       

and Forum for Intelligent Materials  392       
hydrogels  491       
microrobotic  634  635      
noncontact ultrasound  712       
piezoelectric applications  83 91      
shape-memory alloy applications 83 88  925  926 931   

Biomedical diagnostics  95       
Biomedical sensing 95       
Biomimetic electromagnetic devices 112       
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Biomimetics  112  217      
Biopolymers  835       
piezoelectricity  866       
Biopsy forceps  82       

shape-memory alloy application 86       
Biosensors        

in architectural smart materials  62       
hydrogels application  491       
immobilization techniques 100       
Langmuir-Blodgett film applications  584       
molecularly imprinted polymers        

application 674       
operations 103       
piezoelectric polymers for  871       
polymer coatings 99       
porous silicon 121       

Bioseparation        
affinity precipitation  187 839      
chitosan-based gel applications 186       
partitioning 840       

Biotin, binding to streptavadin        
detection using porous silicon sensors 132       
Birds 43       

spectral sensitivity  112       
Birkhauzen effect  507       
Birth control drugs  319       
2,2-bis(hydroxymethyl)butanol        

trimethacrylate-based        
molecularly imprinted polymers  671       

Bismuth chalcogenides  745       
Bis-thiophene organogelator  476       
Bis-urea organogelators 478       
Blackbody fiber-optic sensor 416       
Black marlin, ultrasonic telemetry  432       
Bleomycin, chitosan-based gel        
encapsulation  185       
β-Blockers  319       
Blocks 1019       
Blood gas biosensors  107       
Boas (snakes), infrared detection  116       
Bolt breakers, electric power industry  884       
Bone plates  82  83      

shape-memory alloy application  85       
Bone staples, shape-memory alloy        

application  85       
Boron carbide nanotubes  646       
Boron nitride nanotubes  646       
Bovine serum albumin, pulsatile        

delivery systems for  320  321      
Bracket formulations  272       
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Bragg grating sensors. See Fiber        
    Bragg grating sensors        
Bragg wavelength  397  399  408     
Brassiere underwires, shape-memory        

alloy application  930       
Brevity, technology direction  582       
Brewster angle microscopy        

Langmuir-Blodgett films  587       
Bricks 1019       
Bridges        

damage self-diagnosis  891       
earthquake damage monitoring  582       
fiber Bragg grating sensors for 412  732  733     
fiber-optic sensors for  421       
health monitoring  546       
magnetorheological fluids application  600       

Brillouin scattering sensors  418       
for health monitoring  303       

Bromocresol green  175       
Bromocresol purple  175       
Bromothymol blue  175       
Bronze Age  214  215      
Brownmillerite structure        
anion-deficiency induced 1006 1008      
Brown trout, radio telemetry  433       
Brushless motors, for ship noise control 1105       
Buckytube  646       
Buffeting, aircraft  50       
Buildings. See also Architectural        

smart materials; Health monitoring        
damage self-diagnosis  891       
earthquake damage monitoring  582       
fiber-optic sensors for  421       
smart materials for envelope heat transfer  61  62      

Bulk molding compounds  293       
Bundled microtubes  653       
BURPS process, for composite manufacture  145       
Butterfly loop  165       
Butterfly wings 114       
Flexinol for artificial  923       
Butyl methacrylate, chemical indicator  175       
C        
Cadmium sulfide, nanotubes  646       
Calcium manganite 1002       
Calcium silicate hydrates 1019       
Calcium titanate, intelligent synthesis  573  578  579     
Camcorders, high energy density        

batteries required  68       
Camera components, electroceramic        

applications  339       
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Camera focusing system 351       
CAMP, molecularly imprinted        

polymer-based sensor  676       
Cancer chemotherapy  319       
Canted antiferromagnets  591       
Capillary electrophoresis, molecularly        

 imprinted polymers application  672       
Carbon anodes, lithium-ion batteries 80       
Carbon black, in composites with        

large positive temperature coefficients 274       
Carbon dioxide, contaminant in        

smart perovskites 577       
Carbon dioxide detection        

biosensors for  99       
material characteristics for        

architectural smart materials  62  64      
Carbon fiber-carbon matrix        
Composites, health monitoring        

via electrical resistance  311  313      
Carbon-fiber-reinforced concrete        

damage self-diagnosis 897       
health monitoring via electrical        

resistance  311       
for intrinsically smart structures 224       
smart highways  546  547      

Carbon-fiber-reinforced plastics  250       
for aircraft health monitoring  314       
for civil structure health monitoring  315       
cure monitoring 293  298      
damage self-diagnosis 891       
damage self-monitoring  392       
health monitoring via electrical        

resistance 311       
intelligent processing  561       
for intrinsically smart structures 233       
and ken materials  581  582  583     
noncontact ultrasound examination  701 707      

Carbon steel, noncontact ultrasound        
propagation in  698       

Carboxymethylcellulose, for smart pills  839       
Cargo, dangers to ships 982       
Carotenes, Langmuir-Blodgett films  586       
Carpet, soil-ceramics contrasted 1025       
Cars. See Automobile applications        
Catalase  100  106      
Catalysts        

for epoxy resins in flip-chips 442       
molecularly imprinted polymers application 677       
reversibly soluble biocatalysts 846       
three-way  347       
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Cathodes  68       
design considerations  71       
galvanic cells  357       
lithium-ion batteries 73       

Cavitation        
erosion mitigation  883  887  925     
for pest control 762       
and ship noise control 1097       

Cell detachment, smart surfaces for 841       
Cellophane  215       
Cellular phones  438       

high energy density batteries required  68  72      
Cellular tissue-based biosensors  96  98      
Celluloid  215       
Cellulose  245       

for enzyme immobilization  102       
Langmuir-Blodgett films  586       

Cellulose acetate phthalate, for smart pills  839       
Cellulose copolymers, chemical indicators  175       
Cellulose nitrate, dielectric properties  368       
Cement matrix composites 223       

for damage sensing 226       
for strain sensing 224       
for temperature sensing 226       
for thermal control 228       
for vibration reduction 232       

Cephalins, Langmuir-Blodgett films  585       
Ceramic actuators 1       
Ceramic matrix composites  216  246      

for aircraft health monitoring  314       
damage self-diagnosis 891       

Ceramic microtubes  647       
Ceramic particulate/shape-memory        

alloy matrix composites  555       
Ceramics  245       

See also Electroceramics; Piezoelectric        
ceramics; Soil-ceramics        

damage detection in 891       
electrostrictive 139       
intelligent synthesis 568       
noncontact ultrasound examination  701       
piezoelectric and electrostrictive 139       
transducers 148       

Ceramic Society of Japan  581       
Ceramic tubing  645       
Cetyltrimethylammonium ions  475       
CFRP. See Carbon-fiber-reinforced        

plastics        
Chabazite, negative thermal expansion 1050       
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Chalcogenide compound films        
optical storage in 749       
phase transition  738 742      
photoinduced effects 745       
properties of 739       

Characterization        
ferroelectric liquid crystalline elastomers 851       
Langmuir-Blodgett films  588       
noncontact ultrasound application 707       
piezoelectric ceramic materials 162       
piezoelectric polymers 870       
of polymer films with surface        

acoustic wave sensors 914       
porous silicon 122       
smart perovskites 1010       

Charge transfer  221       
Chelation-based drug delivery systems  324       
Chemical indicating devices 173       

selecting  174       
Chemically induced triboluminescence 1055       
Chemically ordered covalent        

network, chalcogenide compounds  740       
Chemical organogelators  474       
Chemical reaction-sensitive        

hydrogels 495       
applications  500       

Chemical sensors        
Langmuir-Blodgett film applications  584  589      
material characteristics for        

architectural smart materials  62  64      
porous semiconductors 393       
porous silicon 129       
power industry applications 881       

Chemical valves  844       
Chemoluminescents, in architectural        

smart materials  63       
Chemoreceptors, in biosensors  96       
Chinook salmon, ultrasonic telemetry  432       
Chip fabrication 644       

See also Printed circuit boards        
Chip scale package components        

flip-chip technology application  439       
Chiral liquid crystals, ferroelectric        

behavior in  850       
Chirped gratings  400       
Chitin  182       
Chitosan  182       
Chitosan-based gels 182       

applications 185  497      
Chitosan-based implants  182       
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Chitosan-poly(ethylene oxide) microspheres  497       
Chloride biosensors  95  107      
Chlorophenol red  175       
Cholesterol        

home test kits for  98       
Langmuir-Blodgett films  585       
organogelators based on derivatives 483       

Cholesterol oxidase  100       
Chromatography        

molecularly imprinted polymers application 672       
surface acoustic wave sensors application  912       
temperature-controlled 842       

Chromoproteins 112       
Chymotrypsin, immobilization  102       
Circuit boards. See Printed circuit boards        
Circuit breakers        

electric power industry  880  884      
shape-memory alloy application 930       

Civil structures        
fiber-optic sensors for  421       
health monitoring  303 315      
power industry  886       
smart paint application  754       

Classical lamination theory  260       
Clays, electrorheological material        

dispersed phase  377       
Climate control, by porous bodies 1016       
Closed-loop drug delivery systems  319  320      
CloudGel, in smart windows 1138       
Clutch fan (automotive)        

shape-memory application  932       
Coal-fired power plants  874       
Coatings 190       

for corrosion detection in aircraft 905       
electrochromic sol-gel 356       
enteric, for smart pills 838       
Langmuir-Blodgett film applications  589       
for surface acoustic wave sensors        

for gas detection 913       
Cobalt, magnetostriction  602       
Cobalt-chromium alloys, biocompatibility  83       
Cobalt nitride anodes, lithium-ion batteries  81       
Cobalt oxide layered cathodes        

lithium-ion batteries 74       
Cobalt(tetracyanoethylene)2-based magnets  595       
Coercive field  994       
Coho salmon        

operant conditioning  424       
radio telemetry  434       

Coiled microtubes 650       
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ColdMark indicator  176       
ColdSNAP indicator  176       
Collagen  183  184      

for enzyme immobilization  102       
Colloids. See also Gels; Hydrogels        

inherently conductive polymers 286       
memory effects  267       

Color centers, cooperative breeding of  773       
Colossal magnetoresistance  202  998      
Colossal magnetoresistive materials 202       

See also Perovskite        
manganites        
chemical factors 204       
origin of effect 203       

Combustion process sensors 878       
Communications debriefing, for        

aircraft sensor array  910       
Compact Hybrid Actuators program  47  54      
Complex fluids, memory effects  267       
Complexing hydrogels  495       

applications 499       
Composite actuators  2       
Composites 216       

See also Cement matrix composites;        
Ceramic matrix composites; Cure        
monitoring; Fiber-reinforced composites;        
Metal matrix composites;        
Polymer matrix composites        

adaptive 16       
in architectural materials  60       
classical lamination theory 260       
conductive polymer, with large        

temperature coefficients 274       
damage self-diagnosis 891       
functionally graded polymer blends  826       
fused deposition of  145       
future concepts 214       
hybrid 551       
intelligent processing 560       
intrinsically smart structures 223       
laminate failure 263       
macroscale behavior 258       
magnetostrictive/ferromagnetic tagged 310       
mesoscale behavior 250       
microscale behavior 246       
orientation and stacking effects 261       
particulate reinforcement  255       
with poly(p-phenylenevinylene) (PPV) 795       
strength theories 255       
survey 243       
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Compressed air devices  215       
Computational fluid dynamics  265       
Computational techniques 265       

continuum and molecular descriptions 268       
nonequilibrium thermodynamics 271       

Concavalin A, in glucose-responsive        
insulin delivery system 325       

Concrete, fiber-reinforced. See        
Fiber-reinforced concrete        

Conductive adhesives 331       
Conductive polymer composites 274       

conductive filler effects 276       
with large temperature coefficients 274       
polymer matrix effects 277       

Conductive polymers 279       
applications 285       
colloidal 286       
in glucose biosensors  105       
microtube fabrication 645       
ring-substituted  286       
in sensor array for aircraft  903 904      
shape-memory alloys compared  623       
in smart windows 1137       

Confederation Bridge, fiber Bragg        
grating sensor application  413  733      

Conformal antennas 909       
Connectors        

electric power industry  884       
ZIF connector  935       

Conservation laws  265       
Constant-amplitude controller, for        

vibration control 1088       
Constant-gain controller, for        

vibration control 1088       
Constant-rate drug delivery systems  319       
Constitutive equations        

for adaptive composites  19       
for memory fluids 265       
piezoelectricity 165 617 862     

Construction documents (CDs)  59       
Construction Specification Institute        
(CSI) classification 59       
Consumption-based society 1014       
Contact lenses, hydrogels application  491       
Continuous fiber reinforcement 251       
Continuous structural elements 522       

nonuniform structures 529       
Continuum descriptions, of smart materials 268       
Continuum thermodynamics  272       
Controlled collapse chip connection  438       
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Controlled drug delivery 319       
Controlled porosity 843       
Controllers        

for ship noise control 1097 1098      
for smart skin sound control 1035       
for smart truss structures 1074       
for vibration control 1088       

Copolymers, Langmuir-Blodgett films  586       
Copper, thermal properties compared        

to Ni-Ti shape-memory alloys  629       
Copper-aluminum-nickel        

shape-memory alloys  622  922 952     
applications 930       
for ship noise control 1101       

Copper-aluminum shape-memory alloys  952       
Copper-based shape-memory alloys  922  951 952     

recovery stresses  961       
two-way shape-memory effect  957  958      

Copper ferric sulfide, negative        
thermal expansion 1041       

Copper halides, in photochromic glasses  770 773      
Copper nitride anodes, lithium-ion batteries  81       
Copper tin anodes, lithium-ion batteries  81       
Copper tubing  645       
Copper-zinc-aluminum        

shape-memory alloys  622  922 952     
applications  930  931      
designing with  926       
for ship noise control 1101       

Copper-zinc shape-memory alloys  952       
Cordierite, negative thermal expansion 1051       
Corneal nipples  114       
Corn starch, electrorheological        

material dispersed phase  377       
Corrosion        

conductive adhesives 333       
marine environments  984       
power industry  886       
sensor array technology for        
detection in aircraft  903  904 905     
ultrasonic measurement  691       

Corrosion cell  906       
Couplings, electric power industry  884       
Covalent molecularly imprinted polymers 669       
Crabs, smart materials for studying  423       
Crack development        

monitoring in structural concrete  64       
Schrodinger’s equation-based simulation  271       
self-diagnosis in fiber-reinforced        

composites  891       
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Cradle-through-grave approach  220       
See also Health monitoring        

Creatine biosensors  107       
o-Cresol red  175       
Critical magnetic field  001       
Critical temperature indicators 175       
Critical transition temperature  001       
Cross-linking, in hydrogels  491 493      
Crown ethers  471       
Cruise control  549       
Cryocon electrical connector  935       
Cryofit hydraulic pipe couplings  928  929      
Crystallization, ultrasound application  691       
Cure monitoring 292       

frequency-dependent        
electromagnetic sensing for  456 460      

smart automated cure control 463       
with surface acoustic wave sensors 915       

Current measurement, power        
industry applications  881       

trans-Cyclohexane-1,2-diamide        
organogelator  476       

cis-1,3,5-Cyclohexanetricarboxamide        
derivative organogelators  476       

Cymbal (piezoelectric actuator)  1  147      
D        
Dacron, for enzyme immobilization  102       
Damage detection        

carbon-fiber reinforced plastics        
self-monitoring  392       

cement matrix composites for 226       
in ceramics and large-scale structures 891       
earthquakes, self-diagnosis  582       
fiber-optic sensors for  307  415 419     
polymer matrix composites for 236       
sensor array technology for aircraft  903  904 907     
smart paints for  754       
triboluminescence applications  190 1063      
using dereverberated transfer function  520 533      

Dampers        
electrorheological fluids application 388 1091      
lockable damper mechanism  449       
magnetorheological fluids application  600       
space system  928       

Dams        
health monitoring  546       
structural integrity  882  887      

Data storage, optical. See Optical        
recording media        
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Daylight sensing, material characteristics        
 for architectural smart materials  62       

Dc motors, for ship noise control 1105       
Debye polarization, and        

electrorheological effect  363 364      
Decamethylferrocenium, tetracyanothanide        

ferromagnetism  592       
Defect detection        

noncontact ultrasound for  694  700  701  705  706 707  
ultrasound for  690  691      

Deformation luminescence  190       
Deformation sensors        

magnetostrictives for 614       
triboluminescence applications 1064       

Defrost temperature indicator  176       
Degrees of freedom, of vibrating systems 1114       
DekDyne microsensor  457       
Delamination detection, ultrasound for  691       
delta E effect  507  609      
Demand controlled ventilation  64       
Denisyuk hologram  180       
Density determination, ultrasound for  690       
Dental applications  82       

hydrogels application  491       
shape-memory alloy application 85  931      

Dentures, shape-memory alloy application  86       
Dereverberated transfer function, in        

structural health monitoring 520       
damage detection approach using 533       
nonuniform structures 525       

Dermatitis, detecting with skin sensor 93       
Dew-point hygrometers  912  917      
Dew point measurement, surface        

acoustic wave sensors for 916       
Dextrans, for enzyme immobilization  102       
Diabetes monitoring  99  104      
1,2-diaminocyclohexane derivative        

organogelators  476       
2,6-diaminopyridine-barbiturate         

organogelators  483       
Diaphragm-type pressure        

transducers, for ship health monitoring  985       
Diazepam, molecularly imprinted        

polymer-based assay  680       
Dichromism  775       
Dielectrics        

property-performance relationship 458       
ultralow dielectric constant  438       
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Dielectric sensors        
for composite manufacturing  562       
for cure monitoring  294 298      
frequency-dependent         

electromagnetic sensing 456       
Diethylaminoethyl methacrylate        

chemical indicator  175       
Differential Global Positioning Systems  550       
Digital chronometer  448       
Dimensional analysis        

noncontact ultrasound application  713       
ultrasound application  691       

2,4-dinitrotoluene (DNT) detection        
porous silicon sensors  130       

Direct chip attach technique  439       
Direct fiber-optic sensors  719       
Discrete fiber-optic sensors  719       
Discrete spring-mass elements 520       

nonuniform structures 525       
Dispersions, memory effects  267       
Dispersion-strengthened composites  246       
Displacement transducers, for ship        

noise control 1103       
Displayed motion  923       
Dissolution-diffusion method, for preparing        

 functionally graded polymer blends  826 827      
Distributed-effect fiber-optic sensors  718       
Distributed fiber-optic sensors 418  718      
Distributed fiber-optic temperature sensor 879       
Distributed smart material systems  873       
Ditriphenylphosphine oxide        

manganese bromide triboluminescence 1054       
Diverging tail  53       
DNA-biochips, conductive polymer        

application  283       
DNA-chitosan complexes  186       
n-docosanoic (behenic) acid        

Langmuir-Blodgett films  585       
Domain boundaries 994       
Donor-acceptor complexes  474       
Doppler vibrometers, for bridge monitoring  546       
Dot-matrix printer head        

piezoelectric actuator application 159       
Double exchange  202  998      
Dragonflies  44       

vision  112       
Drainage systems, smart materials for  60       
Drosophila melanogaster, vision  112 113      
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Drug delivery systems 95 319      
chitosan-based gels applications 185       
glycoproteins for binding  99       
hydrogels applications 322  491 495     

Dry (intrinsic) electrorheological materials 379 381      
Ducts, active noise control in ships 1107 1111      
Dyes        

as chemical indicators  174       
Langmuir-Blodgett films  589       
as pH indicators for power        

industry applications  879       
Dynamic aeroelasticity 49       
Dysprosium. See also Terfenol-D        

magnetostriction  602       
E        
Earth ceramics. See Soil-ceramics        
Earthenware 581       
Earthquakes        

damage monitoring  582       
fiber-optic sensors for detecting  421       
shape-memory alloy application for        

structural elements  933       
triboluminescence during 1055       

Eastern Pacific bonito, ultrasonic telemetry  435       
Eco-carat soil-ceramic material 1027       
Ecosystems  219       
Edrophonium chloride, pulsatile        

delivery systems for  321       
Eggo superelastic headphones (Sony)  930       
n-eicosanoic (arachidic) acid        

Langmuir-Blodgett films  585       
Elasticoluminescence  190       
Elastic properties determination        

noncontact ultrasound application  700       
ultrasound application  691       

Elastomers  245       
electrorheological materials  376       
epoxy resin toughening agent in        

flip-chips  443       
ferroelectric liquid crystalline 850       
magnetorheological materials  598       

Electrically-conductive adhesives 331       
Electrically-induced triboluminescence 1054       
Electrically-stimulated pulsatile        
drug delivery systems 321       
Electrical power industry. See Power        

industry applications        
Electric motors, for ship noise control 1105       
Electric vehicles, high energy density        

batteries required  68       
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Electroceramic actuators  1  2      
Electroceramics 337       

electromechanical actuators 338       
electrostriction 342       
optical materials 351       
smart chemical systems 347       
thermal systems 344       

Electrochemical cells 68       
light-emitting, PPV application  799  804      

Electrochemical micromachining  647       
Electrochemical transduction, porous        

silicon sensors 131       
Electrochromics        

in architectural smart materials  60  62  63     
defined 356       

Electrochromic smart windows 352  357  360 1133 1135 1141  
Electrochromic sol-gel coatings 356       
Electrochromism 356       
Electrodischarge machining  634       
Electroluminescent devices        

poly(p-phenylenevinylene) for  793  799      
Electroluminescents        

in architectural smart materials  62  63      
Langmuir-Blodgett film applications  589       

Electrolumiscence 1054       
Electromagnetic actuators, for ship        

noise control 1105       
Electromagnetic devices, biomimetic 112       
Electromagnetic interference        

Shielding, conductive polymer        
composites application  274       

Electromagnetic sensing, frequency        
dependent (FDEMS) 456       

Electromechanical actuators 338       
Electromyogram (EMG) assessment        

of fish using telemetry 434       
Electron energy-loss spectroscopy        

for smart perovskite characterization 1010       
Electronic nose  284       
Electronic packaging  438       
Electronic polarization, and        

electrorheological effect  363  364 387     
Electronic Route Guidance Systems 550       
Electronics        

Langmuir-Blodgett film applications  584       
shape-memory alloy applications 934       

Electron microscopy, precision        
positioner for  339       

Electrophoretic mobility        
electrorheological fluids  379       
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Electrorheological fluids 362  376      
for adaptive systems  17  28  30     
dielectric properties 363       

ESF controllers 451       
and fluid machines  450       
mechanism of effect 371 385      
memory effects  267       
for ship noise control 1100 1103      
for vibration control  62 1084 1091     

Electrorheological materials  218 376  598     
applications 388       
mechanical properties 382       
in oscillatory shearing 383       
in steady-state flow  383       

Electrorheological valves  390       
Electrostatic dissipation, conductive        

polymer composites application  274       
Electrostatic intermolecular interactions  471  472      
Electrostriction 139  218 342     

measurement 141       
smart perovskites 997       

Electrostrictive actuators  1  340      
Electrostrictive ceramics 139       
See also Piezoelectric ceramics        

applications 146       
future trends  147       

Electrostrictive materials  860       
for adaptive systems  17  28      
for ship noise control 1099 1100      

Electrostrictive single crystals  143       
Elevated houses 1016       
Elinvar 1044       
Emulsions, memory effects  267       
Enclosed sound fields 1109 1112      
Energy supply systems, smart        

materials for  62 63      
Engineering materials 214 243      
Enhanced active constrained layer        

(EACL) damping  31       
Enlargement, technology direction  582       
Ensemble, of molecules in memory fluid  269       
Enteric coatings, smart pills 838       
Environmental and people applications 392       
Environmental design issues  219       
Environmentally-responsive        

self-regulated drug delivery systems 322       
Environmental sensors  61  64      
Enzymatic biosensors 95  97  98     

enzymes used  100       
immobilization techniques 100       
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Enzyme-based drug delivery systems 324       
Enzyme immobilization 101       

chitosan-based gel application  188       
conductive polymer application 281       

Enzyme reaction-sensitive hydrogels 495       
applications  500       

Epoxide-terminated polyurethane        
conductive adhesive 334       

Epoxy fiberglass snubbers 1125       
Epoxy molding compounds, flip-chips        

for underfills  446       
Epoxy resins        

as binder with PZT in smart paint        
composites 755       
in flip-chips 441       

Erasable/rewritable digital storage  738  751      
ERL-4221  444       
Escherichia coli, infrared detection  116       
ESF controllers 452       
Esters, Langmuir-Blodgett films  585       
N,N'-1,2-Ethanediylbis(2-methyl-2-        

propenamide)-based molecularly        
imprinted polymers  671       

Ethanol biosensor  98       
Ethinyl estradiol, controlled release  324       
Ethyleneglycol        
dimethylmethacrylate-based        
molecularly imprinted polymers  671  672  675 677    
β-Eucryptite, negative thermal expansion 1050       
Euler buckling, material        

characteristics for architectural        
smart materials  62       

Eurema butterfly wings  115       
Evolution  217       
Exhaust sensor, automotive 347       
Extended irreversible thermodynamics  272       
Exterior radiation sensors, for louvers  62       
Externally-regulated drug delivery systems  319 320      
Extrinsic electrorheological materials 379       
Extrinsic Fabry-Perot interferometer sensors  724  725      
Extrinsic fiber-optic sensors  416  719      
Extrinsic interferometric sensors 1102       
Eyeglasses        

photochromic 1036       
superelastic frames  84  923  929     

        
F        
Fab fragments  840       
Fabry-Perot etalons 417       
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Fabry-Perot fiber-optic sensors  719 727      
for cure monitoring  297       
for health monitoring 303       
for ship health monitoring 987       

Fabry-Perot interferometers  298  417  724  725  726   
power industry application  878       

Factors of ignorance 1117       
Fail-safe design, of aircraft 313       
Faraday-rotation transducers  881       
Fast ion conductors  349  359      
Fast polarization  364       
Fatigue        

shape-memory actuators 629       
shape-memory alloys  926       

Fatigue life        
octave rule for improving 1122       
sine wave vibration 1121       

Fatty acids        
gelators  475       
Langmuir-Blodgett films  585  589      

Faujasite, negative thermal expansion 1050       
Federal power agencies  874       
Feldspar 1020       
Ferrimagnets  591       
Ferrite, for composite tagging  310       
Ferroelectric ceramics in shape-memory  148  150      

alloy/piezoelectric heterostructures  557       
Ferroelectric hysteresis 341       
Ferroelectricity  860       

piezoelectric ceramics  162 164      
semicrystalline polymers 863       
smart perovskites 993       

Ferroelectric liquid crystalline elastomers 850       
Ferroelectric liquid crystals  850       
Ferroelectric relaxors  144  151  153  344  575   
Ferro fluids, for gas leakage prevention  455       
Ferromagnetic shape-memory alloys 936       
Ferromagnetic tagged composites  310       
Ferromagnets  591       

magnetostriction in  601       
Ferrous alloys  215       
Fiber Bragg gratings  395  728      

in photothermorefractive glasses 778       
reflection in 395       

Fiber Bragg grating sensors 395  719  724  725  726 728  
applications 412       
for civil structure health monitoring  316       
composite manufacturing applications 562       
for cure monitoring 297       
ß-eucryptite application 1051       
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Fiber Bragg grating sensors (cont.)        
for health monitoring 303       
matched  411       
power industry applications  878       
sensor demodulation 408       
sensor multiplexing 401       
for ship health monitoring 988       
for ship noise control 1102       

Fiber Fabry-Perot filter  409 410      
See also Fabry-Perot fiber-optic sensors        

Fiber gratings  417  418      
Fiber optic Fresnel reflectometers        

composite manufacturing applications  562       
Fiber-optic sensors  62       

See also Fabry-Perot fiber-optic sensors;        
Fiber Bragg grating sensors        

for adaptive composite systems 17       
advantages  415       
applications 730       
in architectural smart materials  62  63  64     
benefits and concerns  731       
for civil structure health monitoring 315       
classification 718       
comparison 725       
composite manufacturing applications 562 564      
for cure monitoring  294 295      
for data transmission in ship        

health monitoring  989       
effect of physical parameters on        

optical modulation  722       
for health monitoring 302  415      
for highway smart structure monitoring  546  547      
introduction, evaluation, and application 715       
for power industry chemical sensing 881       
sensing mechanisms  719 720      
for ship health monitoring  987       
for ship noise control 1102       
for smart structures 415       
theory and applications 415       

Fiber-optic transducers, power        
industry applications 876       

Fiber-reinforced composites  246       
continuous fiber reinforcement 251       
fiber-matrix interface 248       
randomly oriented fiber reinforcement 254       
textile architectures  253       

Fiber-reinforced concrete        
damage self-diagnosis 897       
health monitoring via electrical resistance 311       
smart highways  546  547      



1172 
 
     Index Terms Links 
 

 
            This page has been reformatted by Knovel to provide easier navigation.

Fiber-reinforced plastics 246       
See also Carbon-fiber reinforced        

plastics; Composites; Glass-fiber        
reinforced plastics        

cure monitoring 292       
damage self-diagnosis  891       
fiber Bragg grating sensors 405       

Fictitious control surface concept 50       
Field-responsive chitosan-based gels  188       
Filament winding  293       
Films, Langmuir-Blodgett. See        

Langmuir-Blodgett films        
Finite differences method  265       
Finite elements methods  265       

adaptive composite system modeling  19       
for aircraft structure design  50  57      
cavitative pest control calculation 763       
memory fluid calculation  271       
truss structure analysis 1067       
for vibrational analysis 1116 1119 1124     

Finite volumes method  265       
Firechek valve  930       
Fish aquatic studies  119 423      

metabolic rate determination  107       
operant conditioning applications  423 424      
telemetry applications 431  432      

Fish kills  887       
Flaperon  32       
Flexible image carrier  715       
Flexible machines 448       
Flexible manipulator 1094       
Flexible structures        

large flexible space structures 1065       
microrobotic  641       

Flexinol  923  927      
Flexon optical frames  929       
Flextensional sonar transducers  611       
Flint  214       
Flip-chip applications        

anisotropic conductive adhesives  331       
molded (tablet) underfills  446       
reworkable underfills 444       
underfill materials 438       

Flip-chip in package techniques  439       
Flip-chip on board technique  439       
Floating monolayers  584       
Flow control actuators  51       
Flow-Gard valve  930       
Flow metering, ultrasound for  691       
Flow sensors, miniaturized  345       
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Fluidic applications        
chip fabrication 644       
microrobotics  637       
microtubes 654       

Fluidlastic technology  30       
Fluid machines 448       
Fluids. See also Electrorheological        

fluids; Magnetorheological fluids;        
Memory fluids; Newtonian        
fluids; Non-Newtonian fluids        

memory effects in complex  267       
Fluorescence scattering sensors  418       
Fluorescent probes  417       
Fluorimetry, for cure monitoring with        

fiber-optic sensors  295 296      
Fluorine-doped tin oxides, in smart        

windows 1143       
Fluorites, triboluminescence 1056       
Fluorohydrocarbons, Langmuir-Blodgett films  585       
Flutter, aircraft  45 49      
Flux, for epoxy resins in flip-chips  443       
Foams        

magnetorheological materials  598       
smart foam skin 1029       

Food quality losses, reactions leading to  177       
Foraging behavior studies  423       
Force-sensing resistor  907       
Force sensors        

giant magnetostrictives for  511       
magnetostrictives for 616       

Formed-in-place membranes        
chitosan-based gel applications  187       

Forum for Intelligent Materials  392       
Fossil-fueled boilers  874       
Foundry technology 214       
Fractoluminescence  190       
Fracture 190 1055      

See also Damage detection         
triboluminescence during        

Frangibolt release bolts  928       
Free-free beam element 529       

damage detection 535       
Free recovery  923       
Free stand zone melting, for giant        

magnetostrictive material manufacture  508       
Free system model 1070       
Frequency, of vibration 1114       

and displacement 1117       
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Frequency dependent        
electromagnetic sensing (FDEMS) 456       
cure monitoring application  456 460      
life monitoring application 467       
molecular mobility sensing 459       

Frits 1051       
Frontier Ceramics Project 392  582      
Fructose biosensors  99       
Fuel cells  999       
Functional gradient piezoelectric        

ceramic actuators 1       
applications 10       

Functionally graded polymer blends 826       
Fused deposition of composites  145       
Fuselage noise attenuation 23       
Fuses, electric power industry  884       
Fuzzy ART  684       
Fuzzy associative memory  684       
G
Gadolinium-magnesium alloys, in        

smart windows 1140       
Galactose biosensors  99  107      
Gallium arsenide  216       
Gallium chalcogenide films  745       
Galloping control, power        

transmission lines  883  888      
Galvanic cells 357       
Gas igniters, piezoelectric ceramic        

application  155       
Gasochromic smart windows 1133 1135 1140     
Gas sensors        

Langmuir-Blodgett film applications  589       
selective 348       
surface acoustic wave 913       

Gastric acid inhibitors  319       
Gatling gun 1127       
Gelatin  487       

with chitosan-based gels 183       
Gelation  474       
Gelators, organic 471       
Gels 490       

See also Chitosan-based gels;        
Hydrogels; Sol-gels        

electrorheological materials  376       
magnetorheological materials  598       
memory effects  267       
for pulsatile drug delivery systems 322       

Gel transition  561       
Generators, electric power industry  880       
GENERIC framework 272       
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Gene therapy, chitosan-based gel delvery  186       
Germanium chalcogenide films  740  741  745  751    
GFRP. See Glass-fiber-reinforced plastics        
Giant magnetoresistance  202       
Giant magnetostriction  601       
Giant magnetostrictive materials 503       

applications 510       
in magnetic        
particulate/shape-memory        
alloy matrix composites 555       
manufacturing 508       
origins of effect 504       
shape-memory alloys compared  623       

Ginzburg-Landau formulation        
relaxation equations  272       

Glass/epoxy composites, shapememory        
alloy fiber/polymer matrix composites  553       

Glasses  245  770      
for enzyme immobilization  102       
negative thermal expansion 1051       
photochromic and photothermorefractive 770       
photosensitivity 770       
triboluminescence 1055 1056      

Glass-fiber-reinforced concrete        
damage self-diagnosis 897       
smart highways  546       

Glass-fiber-reinforced plastics        
for aircraft health monitoring  314       
cure monitoring  298  300      
damage self-diagnosis 891       
damage self-monitoring  392       
and ken materials  581  582  583     
tagging with ferromagnetics  310       

Glass microtubes  647       
Glassy carbon, in anodes for        

lithium-ion batteries  80       
Glazing materials  60 62      

for smart windows 1133       
Global Positioning System (GPS)        

with advanced automobiles  548  549  550     
for fish telemetry studies  432       
for ship health monitoring  987       

Glucose biosensors  95  99 100 104    
home test kits  98       

Glucose oxidase  99  100  105  106 325   
in chemical valve  844       

Glucose-6-phosphate dehydrogenase  100       
Glucose-responsive hydrogels  500       
Glucose-responsive insulin delivery  106 325      
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Glyceraldehyde-3-phosphate        
Dehydrogenase, affinity precipitation  840       

Glycol chitosan  185       
Goldfish, operant conditioning 424  428      
Goldsmith tolerance factor  204       
Golf clubs, shape-memory alloy application  930       
GPS. See Global Positioning System        
Graphite, noncontact ultrasound        

examination  702       
Graphite/epoxy composites, shapememory        

alloy fiber/polymer matrix composites  553  554      
Graphite-fiber-reinforced plastics.        
See Carbon-fiber-reinforced plastics        
Graphitic carbon, in anodes for        

lithium-ion batteries  80       
Grazing incidence X-ray diffraction        

(GIXD), Langmuir-Blodgett films  587  588      
Greases        

electrorheological fluid phase  377       
magnetorheological materials  598       

Great white sharks, acoustic telemetry  436       
Green alumina, noncontact        

ultrasound examination  706       
Greenhouse window opener        

shape-memory alloy application  930       
Green porcelain, noncontact        

ultrasound examination  707       
Green tungsten carbide, noncontact        

ultrasound examination  706       
Gruneisen parameter 1039 1040      
Guidewire cores, shape-memory application  931       
H        
Hand lay-up methods  293       
Haptic sensor 92       
Hawkmoth, wing as antireflective device  114       
Health monitoring 219 301      

adaptive systems 39       
aircraft and space structures  45  302  303 313  420  718  
civil structures  303 315      
damage detection approach 533       
dereverberated transfer functions        

of nonuniform structures 525       
dereverberated transfer functions        
of structural elements  520       
highway structures  546       
life monitoring 467       
ships 981       
smart paints for  754       
using wave dynamics 520       
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Heat capacity        
extrapolation for polymers at very low        

temperatures, neural network application 684       
material characteristics for        

architectural smart materials  62       
Heat engines, shape-memory alloy        

applications  934       
Heat-shock proteins  116  120      
Heave, of ships  987  988      
Helicopters        

adaptive systems applications 28       
rotor control system, piezoelectric        
actuator application  160       

Heparin, hydrogel-based delivery systems  498       
Heterogeneity determination        

ultrasound application  691       
Heterogeneous photochromic glasses 774       
Heterogeneous systems, using smart        

polymers  838       
Hexacelsians, triboluminescence 1057       
Hexacyanometallate magnets 595       
Hexaphenylcarbodiphosphorane        

triboluminescence 1054       
Hexcel 8552, intelligent processing  563       
Hexsil process  644       
High density microvia printed wiring boards  438       
High density polyethylene, in composites        

 with large positive temperature coefficients  274  277  278     
High energy density batteries. See        

Lithium-ion batteries        
High performance liquid         

chromatography (HPLC)        
molecularly imprinted polymers application 672       

High pressure environments        
steam plants 874       
ultrasound application  691       

High radiation environments        
ultrasound application  691       

High temperature environments        
noncontact ultrasound application  713       
steam plants 874       
ultrasound application  691       

High-temperature indicating crayons  176       
High-temperature shape-memory alloys  955  956      
High-temperature superconductors        

smart perovskites  992 1001 1006     
Highways 545       

advanced automobiles 548       
damage self-diagnosis  891       
monitoring earthquake damage  582       
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Hill gratings  399       
Hirudin, chitosan-based gel        

encapsulation  185       
Hollow fiber membranes        

chitosan-based gel applications  187       
Holographic anticounterfeiting        

indicator devices  180       
Homeostasis  219 222      
Homing studies  423       
Hook-and-loop fastener  217       
Hopfield nets  684       
Hormone replacement therapy  319       
Hot isostatic pressing, intelligent        

processing application  567       
Hot-press molding  293       
Houses, made of soil 1025       
Hubble Space Telescope 1066       
Hull girder stress 981       
Hull girder whipping  982       
Hull Response Monitoring Systems 990       
Hull vibration 1097       
Humidity sensing        

material characteristics for        
architectural smart materials  62       

surface acoustic wave sensors for 916       
Hund’s rule  998       
HVAC systems, smart materials for  60  62  64  65  67   
Hyaluronic acid gels, for pulsatile        

drug delivery systems  322  324      
Hybrid composites 551       
Hybrid magnetostrictive/piezoelectric devices 613       
Hydraulic actuators, for ship noise control 1106       
Hydraulic circuit control        

electrorheological material applications  390       
Hydraulic devices  215       
Hydraulic servo-spool valve  449       
Hydrocarbon sensors        

for power industry applications 881       
surface acoustic wave 913       

Hydrogarnet 1019       
Hydrogels        

applications 497       
as chemical indicators  174  175      
defined 490       
for drug delivery systems 322       
enzyme immobilization in  101       
in smart windows 1138       
structure and properties  494       
types 494       
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Hydrogen bonding  471 472      
chemical indicators  174       
hydrogels  491       

Hydrogen loading, with fiber Bragg gratings  400       
Hydrothermal processing, of        

soil-ceramics 1019       
Hydrothermal synthesis, of smart        

perovskites 568       
Hydroxypropylmethylcellulose        

acetate succinate, for smart pills  839       
Hydroxypropylmethylcellulose        

Phthalate, for smart pills  839       
8-hydroxypyrene-1,3,6-trisulphonic        

acid, as pH indicator  879       
Hygrometers, in architectural smart        

materials  62       
Hysteresis        

biosensors  97  98      
electrorheological materials 384       
ferroelectric 341       
ferroelectric liquid crystalline elastomers  850 852      
ferromagnetic shape-memory alloys 936       
giant magnetostrictive materials  505  508      
magnetostrictive materials 604  617      
organic magnets  592  593      
piezoelectric ceramics  164  170      
PVDF and copolymers  807       
shape-memory alloys  927  959  970     
and shape-memory alloys in        

biomedical applications  84       
I        
Ice, dangers to ships  982       
IC fabrication  438       
Illuminance measurements, material        

characteristics for architectural        
smart materials  62       

Ilmenites, spontaneous polarization  994       
Immobilization. See Enzyme immobilization        
Immune responses, to drug delivery 319       
Immunization  319       
Immunoassays, smart polymers for  846       
Immunochemical biosensors  96  97      
Impact damage, sensor array        

technology for aircraft  903  904 907     
Impact test, for smart truss structures 1077       
Implants  82       

See also Drug delivery systems        
chitosan-based  182       

Imprint lithography  645       
Indirect fiber-optic sensors  719       
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Indium chalcogenide films  744  751      
Indium tin oxide (ITO)        

with PPV in photovoltaics and        
light-emitting devices 799       

in smart windows 1143       
Indium tungstate, negative thermal expansion 1049       
Indomethacin, pulsatile delivery sytems for  321       
Induction motors, for ship noise control 1106       
Industrial Revolution  215       
Inertial damping, material        

characteristics for architectural        
smart materials  62       

Inflammation  319       
Inflammation-responsive drug        

delivery systems  324       
Inflatoplane  53       
Information integration  222       
Infrared detection, biological 115       
Inherently conducting polymers  279       

See also Conductive polymers        
ring-substituted 286       

Injection molding  293       
Injection molding mandrels        

shape-memory alloy application  934       
In-line fiber etalon sensor  729       
Innovative Control Effector program  51       
Inorganic electrochromic smart windows 1136       
Insect vision 112       
Insertion compounds, lithium  72  73      
Insulin  319       

glucose-responsive delivery  106 325      
hydrogel-based delivery systems  497  498  500     
pulsatile delivery systems  320  321      

Insulin pumps  105       
Integral passives  438       
Integrating fiber-optic sensors  718       
Integration, technology direction  582       
Intelligent biomaterials  392       
Intelligent ceramics  392       
Intelligent components, in architecture  60       
Intelligent environments  60       
Intelligent fibers  392       
Intelligent hydraulics 449       
Intelligent materials  218  860      

See also Smart materials        
Intelligent polymer systems  279       

See also Conductive polymers; Smart        
polymers        

Intelligent processing of materials (IPM) 559       
Intelligent synthesis, of ceramic materials 568       
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Intelligent transportation systems  546  548  551     
Intensiometric optical fiber sensors  720  723      
Intensity-based sensors, for health        

monitoring  303 305      
Interaortic balloon pump  86  87      
Interdigital transducers  911       
Interface nucleation and        
Propagation, shape-memory        

material modeling  968       
Interfacial polarization, and        

electrorheological effect 363  378 386     
Interferometric based demodulation 411       
Interferometric optical fiber sensors 723       

for health monitoring  303       
Interior daylight sensors, for louvers  62       
Interior heat generation, smart        

materials for controlling  62       
Intermolecular interactions  471 472      
Interpenetrating polymer network  183       
Intrinsically-distributed fiber-optic sensors  718       
Intrinsically-smart structures 223       

cement matrix composites for 223       
polymer matrix composites for 233       

Intrinsic electrorheological materials 379 381      
Intrinsic Fabry-Perot interferometer sensor  724  725      
Intrinsic fiber-optic sensors  416  719      
Intrinsic sensors  399       
Invar effect 1044       
Invars        

magnetostriction in  603       
magnetovolume effect  609       
negative thermal expansion 1043 1046      

Inverse Joule effect  506  608      
Inverse Wertheim effect  507       
Inverse Wiedemann effect  609       
Investor-owned utilities  874       
Ionic conductivity, smart perovskites 999       
Ionic displacement polarization, and        

electrorheological effect  363  364  386     
Ionic hydrogels 492       
Ion transfer  221       
I-Point (Vitsab) time-temperature        
indicator  179       
Iron  215       

See also Invars; Terfenol-D        
magnetostrictive coefficient  607       
suspended particles as        
      magnetorheological fluid  598       

Iron Age  214  215      
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Iron-based shape-memory alloys 951       
magnetically activated ferromagnetic 936       
magnetic-field-induced martensitic        
     transformation 956       

Iron-based spin-crossover materials 1036       
Iron-chromium-nickel alloys biocompatibility 83       
Iron-manganese-silicon        

shape-memory alloys 951       
for ship noise control 1101       

Iron oxide cathodes, lithium-ion batteries  80       
Iron-palladium shape-memory alloys        

magnetic field-induced strain  938  947      
Iron powder compact, noncontact        

ultrasound examination  711       
Iron-rhenium alloys, for optothermo        

magnetic motors  392       
Iron-terbium-dysprosium magnetostrictive        

 materials. See Terfenol-D        
Iron(tetracyanoethylene)2-based magnets  595       
Irreversible digital storage  738  745  751     
Irreversible temperature labels  176       
Isocitrate dehydrogenase  100       
N-Isopropyl carbazole triboluminescence 1054       
Isotropic conductive adhesives 331       
Isotropic spontaneous magnetostriction 606       
ITO. See Indium tin oxide        
J        
Jahn-Teller distortion        
in cathodes for lithium-ion batteries  79       
in colossal magnetoresistive materials  202  207      
Joule annealing, of shape-memory alloys 640       
Joule effect  506       
Joule magnetostriction  601  606  609     
Journal of Intelligent Material Systems and         

Structures   218       
Journal of Smart Material Systems        

and Structures  218       
K        
Kaolinite, hydrothermal processing 1019       

Keatite 
 

1051       
Ken materials 581       
Ken Materials Research Consortium  392  581      
Kerosene, electrorheological fluid phase  377       
Kerr effect  353       
Kevlar 49  257       
Kevlaro, in shape-memory alloy        

fiber/polymer matrix composites  553       
Kiesewetter motor  612       
Knee prosthesis  449  451      
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Kohonen self-organizing maps  684       
Koi, operant conditioning 426       
Krypton fluoride lasers, for Bragg        

grating writing  400       
Kunster marrow needle  84       
L        
LabView, fish studies application 429       
Lactate biosensor  98       
Lactate dehydrogenase  100       
Lactate oxidase  100       
Lactose biosensors  95  107      
Lagrangian methods  272       
Lake trout, radio telemetry  435       
Lamellar composites  246       
Laminate failure 263       
Lamination theory 260       
Lamnoid sharks, acoustic telemetry  436       
Langmuir-Blodgett films 584       

characterization of transferred  588       
for microtube formation  645       
PVDF copolymers  815       
smart material applications 589       

Langmuir-Blodgett-Kuhn films  584       
Langmuir-Blodgett-Shaefer method  587       
Langmuir-Blodgett trough 584       
Langmuir film balance  584  585      
Langmuir monolayers  584 585      
Langmuir trough 584       
Lanthanide manganite perovskites        

colossal magnetoresistance in 202       
Lanthanum hydrides, in smart windows 1140       
Lanthanum manganite perovskites 1002       

colossal magnetoresistance in 202       
ionic conductivity 999       

Lanthanum strontium cobalt oxides 1009       
Laptop computers, high energy        

density batteries required  68  72      
Large flexible space structures 1065       
Large-scale structures        

damage self-diagnosis 891       
flexible space structures 1065       

Laser annealing, of shape-memory alloys 640       
Laser-assisted chemical vapor deposition  645       
Laser-induced ultrasound  693       
Laser machining 632       
Lasers        

poly(p-phenylenevinylene) application  804       
for writing on optical recording media  738 746      

Lattice cell mechanics        
shape-memory material modeling  967       
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Laws relay  450       
Layered cobalt oxide cathodes        

lithium-ion batteries 74       
Layered iron oxide cathodes        

lithium-ion batteries  80       
Layered nickel oxide cathodes        

lithium-ion batteries 75       
Layered vanadium oxide cathodes        

lithium-ion batteries  80       
Lead-acid batteries  331       

lithium-ion batteries compared  72       
Lead lanthanum zirconate (PLZT), in        

shape-memory alloy/piezoelectric        
heterostructures  557       

Lead magnesium niobate  144  151      
ferroelectric relaxor  144  153      
intelligent synthesis  569  575      

Lead magnesium niobate-lead        
titanate ceramics, ferroelectric        
liquid crystalline elastomers contrasted  858       

Lead magnesium niobate (PMN)        
applications  159  160      
for ship noise control 1099 1100      
smart perovskite  992  997      

Lead meta-niobates, in dry coupling        
ultrasonic transducers  693       

Lead niobate        
intelligent synthesis  575       
properties  168       

Lead titanate  151 152      
composites with piezoelectric polymers  557       
composites with smart paints  755       
intelligent synthesis  569 572  576  578    
negative thermal expansion 1043       
properties  143  151  168     
in shape-memory alloy/        

piezoelectric heterostructures  557       
spontaneous polarization  994       

Lead-titanium hydrothermal system  571       
Lead zinc niobate, intelligent synthesis  569  578      
Lead zirconate-lead titanate  152       

discovery of piezoelectricity in  150       
in dry coupling ultrasonic transducers  693       

Lead zirconate titanate (PZT) 337  343      
for adaptive composite systems  17  18  31     
applications  156  157  160     
cation doping  999       
characterization 162       
composites with piezoelectric polymers 144  557      
composites with smart paints  754 755      
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Lead zirconate titanate (PZT) (cont.)        
for cure monitoring  300       
for flexible manipulator 1094       
for health monitoring  308 309      
intelligent synthesis  569  571 573 576  578   
in magnetometers  616       
mixed-oxide route for preparing  163       
piezoelectric coefficients  150       
in piezoelectric double amplifier smart skin 1032       
piezoelectricity in 143  150 162  781  788  861  
properties  151  168      
in sensors for transformer monitoring  881       
in shape-memory alloy/        

piezoelectric heterostructures  557       
for ship noise control 1099 1100 1111     
smart perovskite  992 995      
in smart truss structures 1071       
thin films  2  147  151  154    
for vibration control in smart structures 1089       

Learning        
animal studies  423       
self-learning  219  220  222     

Lecithins, Langmuir-Blodgett films  585       
Leclanche battery  71       
LEDs (light-emitting diodes), in        

architectural smart materials  62  63      
Lens polishing machine  455       
Level sensing        

noncontact ultrasound for  694  699  713     
ultrasound for  690       

Lever  215       
Lidocaine, pulsatile delivery systems for  321       
Lifeline Fresh-check/Fresh-Scan        

time-temperature indicators 178       
Life monitoring. See also Health monitoring        

frequency dependent        
electromagnetic sensing for 467       

Liftoff fabrication process, of microdevices  632  633      
LIGA process  644       
Light-emitting devices        

in architectural smart materials  62  63      
poly(p-phenylenevinylene) application 799       

Light-emitting electrochemical cells        
poly(p-phenylenevinylene) application  799  804      

Lighting systems, smart materials for  60  61  62  63    
Light valves. See Suspended particle panels        
Lime, in soil-ceramics 1019       
Linear displacement transducers, for        

ship health monitoring  986       
Linear magnetostriction 606       
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Linear (micro)actuator 636       
Linear motors, magnetostrictives for 612       
Linear potentiometer, for ship health        

monitoring  986       
Linear quadratic Gaussian control        

for truss structure vibration control 1065       
for vibration control 1089       

Linear variable differential        
transformers        
for ship health monitoring  986       
for ship noise control 1103       

Linear variable inductance        
transformer, for ship noise control 1103       

Lipid templated tubes  645       
Liposomes  838 844      

with temperature-sensitive hydrogels  498       
Liquid-condensed phases  586       
Liquid crystal display labels  176       
Liquid crystal displays        

in smart windows 1133 1135 1139     
and spin-crossover materials 1036       

Liquid crystalline materials        
in architectural smart materials  62  63      
as chemical indicator  174       
composites with PPV  797       
ferroelectric liquid crystalline elastomers 850       
memory effects  267       
piezoelectricity  864  866      
PPV films  798       

Liquid-expanded phases  586       
Liquid molding  293       
Liquid-phase sintering conductive adhesive  335       
Lithium aluminosilicate gels 359       
Lithium-cobalt nitride anodes        

lithium-ion batteries  81       
Lithium-cobalt oxide cathodes, in        

lithium-ion batteries 74       
Lithium-copper nitride anodes        

lithium-ion batteries  81       
Lithium-copper-tin alloy anodes        

lithium-ion batteries  81       
Lithium insertion compounds  72  73      
Lithium-ion batteries 72       

carbon anodes 80       
conventional batteries compared  72       
layered cobalt oxide cathodes 74       
layered nickel oxide cathodes 75       
other anodes  81       
other cathodes 79       
spinel manganese oxide cathodes 78       



1187 
    Index Terms    Links 

 
            This page has been reformatted by Knovel to provide easier navigation.

Lithium-ion cells  73       
Lithium-iron nitride anodes        

lithium-ion batteries  81       
Lithium-iron oxide cathodes        

lithium-ion batteries  80       
Lithium-manganese nitride anodes        

lithium-ion batteries  81       
Lithium-manganese oxide battery  71       
Lithium-manganese oxide cathodes        

lithium-ion batteries 78       
Lithium-nickel oxide cathodes        

lithium-ion batteries 75       
Lithium niobate  344       

piezoelectricity in  781       
for ship noise control 1099 1100      
single crystals  151       
for surface acoustic wave devices 157       

Lithium-sulfur oxide battery  71       
Lithium tantalate  344       

single crystals  151       
for surface acoustic wave devices 157       

Lithium-titanium oxide anodes        
lithium-ion batteries  81       

Lithium-vanadium oxide cathodes        
lithium-ion batteries  80       

Lithography  645       
Local transformation strain  965       
Lockable damper mechanism  449       
Long-period grating based sensors        

for health monitoring  303  304      
Loudspeakers, for ship noise control 1104       
Louver control systems        

shape-memory alloy application  930       
smart materials for  62       

Low density polyethylene, in        
composites with large positive        
temperature coefficients  276       

Low-temperature martensite        
reorientation 965       
modeling  977 978      

Luciferin  103       
Lumen/watt energy conversion ratio        

material characteristics for        
   architectural smart materials  62  63      

M        
Mach-Zender interferometer  419  724  725  726    
Macroporous hydrogels  491       
Macroscopic transformation strain  965       
Magnesium battery  71       
Magnesium biosensors  107       
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Magnesium hydroxide/        
poly(methylphenylsiloxane)        
electrorheological fluid  363       

Magnetically-activated ferromagnetic        
shape memory alloys 936       

Magnetically-responsive hydrogels 496       
Magnetically-stimulated pulsatile        

drug delivery systems  320       
Magnetic anisotropy        

magnetostrictive materials 603       
Magnetic domain processes 604       
Magnetic-field-induced martensitic        

transformation 936 956      
Magnetic-field-induced twin        

rearrangement 940       
Magnetic films, Langmuir-Blodgett        

film applications  589       
Magnetic moment  591       
Magnetic moment jumping  603       
Magnetic particulate/shape-memory        

alloy matrix composites 555       
Magnetic powder brakes  598       
Magnetic transitions, and negative        

thermal expansion 1043       
Magnetism  591       
Magnetization  601  604      

models  618       
nickel-manganese-gallium        

shape-memory alloys 939       
Magnetomechanical effect  608       
Magnetometers, magnetostrictives for 615       
Magnetoresistance  202       

smart perovskites  998       
Magnetorheological fluids 597       

for adaptive systems  17 30      
ESF controllers 451       
and fluid machines  450       
memory effects  267       
for ship noise control 1100 1103      
for structural vibration control  62       

Magnetorheological materials  218 597      
Magnetostriction  218  504 601     

field-induced strain contrasted  949       
isotropic spontaneous 606       
linear 606       
and microrobotics  642       
origin of  603       
saturation  606 607      

Magnetostrictive/ferromagnetic        
tagged composites 310       
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Magnetostrictive fluids 600       
See also Giant magnetostrictive materials        

Magnetostrictive materials  216  860      
See also Giant magnetostrictive        

materials; Terfenol-D        
for adaptive systems  16  28      
hybrid magnetostrictive/        

piezoelectric devices 613       
shape-memory alloy/Terfenol-D        

heterostructures 557       
for ship noise control 1099 1100 1101     

Magnetostrictive transducers 609       
Magnetovolume effect  609       
Magnets, organic/polymer 591       
Maleic anhydride copolymers        

Langmuir-Blodgett films  586       
Mammalok  931       
Manganese nitride anodes        

lithium-ion batteries  81       
Manganese oxide spinel cathodes        

lithium-ion batteries 78       
Manganese(tetracyanoethylene)2-        

based magnets  595       
Manifolded microtubes 652  654      
Manual processing of materials  559  560      
Manufacturing process monitoring  292       
Marrow needles  82       

shape-memory alloy application 84       
Mars Sojourner Rover actuator        

shape-memory alloys        
application  928       

Martensite. See also Austenitemartensite        
phase transformation        

aging and order state of  953       
biased and unbiased  965       
classification of nonferrous  951       
low-temperature reorientation 965  977 978     
stress-strain behavior  939       

Mass loading, surface acoustic wave sensors  911       
Material processing,  intelligent 559       
Materials evolution 214 243      
Materials science 214       
Mathematical modeling. See        

Computational techniques;        
Modeling        
Matrix models  272       
Matsushiro earthquake swarm        

(1965), triboluminescence during 1055       
Matteuci effect  609       
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Maxwell-Wagner-Sillars interfacial        
polarization 378  387      

Mechanically-induced triboluminescence 1056       
Mechanical properties determination        

noncontact ultrasound application  700       
ultrasound for  690  691      

Mechanoluminescence  190       
alkaline aluminates doped with        

rare-earth ions 191       
devices for measurement  190       
zinc sulfide doped with transitionmetal ions  191 195      

Medical applications. See Biomedical        
applications        

Medical checkup devices  82       
Medium-range order, chalcogenide        

compounds  740       
Megamouth shark, ultrasonic telemetry 432       
MEH-PPV. See        

Poly[2-((2-ethylhexyl)oxy-5-        
methoxy-p-phenylene)vinylene]        

Melamine-barbiturate organogelators 480       
Melanophila acuminata, infrared detection  118       
Membranes        

chitosan-based gel applications 186       
microtube fabrication in nanoporous 645       
molecularly imprinted polymers application  672       

Memory effects, computational techniques 266       
Memory fluids        

constitutive equations  265       
finite element calculation  271       

Memory scattering  353       
Mercury battery  71       
Mesophase-pitch-based carbon fibers in        

composites for intrinsically smart structures 233       
Metakaolin 1019       
Metal matrix composites  216 246      

intelligent processing application  567       
Metal microtubes  647       
Metal processing, intelligent        

processing application  567       
Metal welding, intelligent material processing  559       
Metglas        

magnetoelastic properties  605       
magnetostriction in  602       
in sensors 614       

Methacrylic acid, chemical indicator  175       
Methotrexate, hydrogel-based delivery 
systems  497       
Methyl cellulose, dielectric properties  368       
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Methyl ethyl ketone (MEK) detection        
     with surface acoustic wave sensors 913       
Methyl methacrylate, chemical indicator  175       
Methyl red  175       
Michelson interferometer  724  725  726     
Microactuators  935       
Microbalances, surface acoustic wave        

sensors  912       
Microbend fiber-optic sensor  416       
Microcomputers        

macroworld/microworld association  503       
in smart monitoring systems  292       
for vibrational analysis 1116       

Microdevices 630       
micromachining and fabrication 631       
smart shape-memory alloy 637       

Microelectromechanical systems  337  355  556 630  644   
shape-memory alloy applications  935       
surface acoustic wave sensors as  912       
thin films for  147  151      

Microendoscope  635       
Microgrippers 635  638      

locally annealed  641  642      
Microlithography, Langmuir-Blodgett        

film applications  584  589      
Micromachining        

for microrobotics 631  644      
for microtube formation 631  644      

Micro/macro computational methods  273       
Micromagnetics 941       
Microphones, for ship noise control 1103       
Microporous hydrogels  491       
Microrobotics, shape-memory alloys for 620       
Microstructure determination (of metals)        

noncontact ultrasound application  699  701  705  706  708   
ultrasound application  691       

Microsystems 644       
Microtaggant anticounterfeiting        

indicator devices  180       
Microtube check valve  656       
Microtube flow limiter  656       
Microtube flow restricter 656       
Microtube internal bearings 665       
Microtube pressure/flow regulator  657       
Microtube pressure sensor 658       
Microtubes 644       

applications 648       
devices based on surface tension        

and wettability 654       
Microtube shutter mechanism 663       
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Migration studies  423       
Milk products, noncontact ultrasound        

examination  711       
Mineral oil, electrorheological fluid phase  377       
Minerals, triboluminescence  190       
Miner’s cumulative damage 1127       
Miniaturization  582       

electronic packaging  438       
and microrobotics  620       
microtubes 644       

Miniaturized flow sensor  345       
Minirobotics  636       
Mini-to microgrippers 635       
Mission Adaptive Wing  45       
Mitek Homer Mammalok  931       
Mitek suture anchors  931       
Mitosis  221       
Modal domain optical fiber sensors  723       
Modeling. See also Computational        

techniques        
adaptive composite systems 16       
shape memory alloys 964       

Modified Bridgman method, for giant        
magnetostrictive material        
manufacture 508       

Molded (tablet) underfills, flip-chip        
applications  446       

Mold release compounds, with        
flip-chips for underfills  444       

Molecular actuators  285       
Molecular complexity, and memory effects 266       
Molecular descriptions, of smart materials 268       
Molecularly-imprinted polymers 667       

applications 672       
for biosensors  109       

Molecularly imprinting 667       
Molecular mobility sensing        

frequency dependent        
electromagnetic sensing for 459       

Molecular recognition 471       
Molecular Sieve        

3A/poly(dimethylsiloxane)        
electrorheological fluid 366       

Molecule-based magnets 595       
Monoamine oxidase  100       
Monoclonal antibodies, binding to        
Myoglobin, detection using        

porous silicon sensors  130       
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Monomers. See also Polymers        
polymerization in        

Langmuir-Blodgett films  586       
Monsoon regions, soil-ceramic applicability 1014 1016      
Monte Carlo methods  273       

neural network modeling of        
simulated polymer properties 686       

Moonie (piezoelectric actuator)  1  147  159     
Morphine triggered naltrexone        

delivery systems  325       
Morphing Program  51       
Morpho butterfly wings 114       
Morphotropic phase boundary  996       
Mosquitoes, ultrasonic pest control  761       
Mossybacked atopic dermatitis        

detecting with skin sensor 93       
Motion sensors        

pest control applications  761       
for ship health monitoring  987       

Motors, electric power industry  880       
Mucoadhesive drug delivery systems  186       
Multifunctional systems  39       
Multifunction integrated film  635       
Multimode graded index optical fibers 716       
Multimode stepped index optical fibers 716       
Multistep constant-amplitude        

controller, for vibration control 1089       
Multiwire tension device        

shape-memory alloy application  934       
Myoglobin, binding to monoclonal        

antibodies, detection using        
porous silicon sensors  130       

 




