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Editor’s Foreword

At the core of this volume are 80 or so articles I commissioned in the late 1980s and early 1990s for
the 10-volume Encyclopedia of Language and Linguistics (ELL), edited by Ron E. Asher
(Pergamon, 1994), for which I was the philosophy Subject Editor. These articles were almost
exclusively written by professional philosophers and a high proportion by philosophers who are pre-
eminent in the subject about which they write. It would be hard to think of better qualified authors
than, for example, Tom Baldwin on theories of meaning, Andrew Brennan on identity, Jonathan
Cohen on linguistic philosophy, John Cottingham on rationalism, Mark Crimmins on propositions,
Martin Davies on modal logic, Alec Fisher on reasoning, Graeme Forbes on necessity, Elizabeth
Fricker on Davidson’s philosophy, Sam Guttenplan on the history of logic, Susan Haack on deviant
logics, Christopher Hookway on Peirce and Quine, Paul Horwich on truth, Jonathan Lowe on
universals, Stephen Read on relevant logic, Mark Sainsbury on Russell, Kim Sterelny on reference,
Charles Travis on Wittgenstein, Alan Weir on realism, Tim Williamson on vagueness, Andrew
Woodfield on intentionality, and many more besides. This broad spread of expertise gave the
philosophy entries in ELL a well-grounded authority in this area, no doubt contributing to the high
respect accorded to the work as a whole.

When I was invited to edit this Concise Encyclopedia of Philosophy of Language, drawing on
articles from the original encyclopedia, I had a substantial and impressive core to build on. From
there it was a matter of scouring the immense resources of ELL to supplement the core subject; I was
confronted with an embarras des richesses. In ELL, | had worked closely with the two semantics
Subject Editors, Pieter Seuren and Osten Dahl (whose advice and help I take this opportunity to
acknowledge with gratitude) and I have helped myself to many of the articles they commissioned,
including their own contributions.

However, one serious issue of principle inevitably arose in my process of selection for the Concise
Encyclopedia of Philosophy of Language: it concerned how narrowly I was to conceive the range of
the subject. Even turning to the semantics topics, commissioned by Seuren and Dahl, I found I was
for the most part looking at work, not by philosophers as such, but by theoretical linguists. Of course
philosophy of language is not the unique preserve of professional philosophers, so that in itself
produced no difficulties in principle. In fact, it became increasingly clear to me that there is no sharp
line between work done by theoretical linguists and philosophers of language. All share a common
interest in foundational questions about meaning, reference, the semantics of natural language, the
nature of signs, the distinction between sense and nonsense, the characterization of logical forms, and
so on. However, as I expanded my search there was no doubt that I was being tempted beyond even
the loose boundary between philosophy of language and other approaches.

I make no apology for succumbing to this temptation. Certainly I have included articles mostly, but
not exclusively, of an empirical nature, which would not normally count as contributions to the
philosophy of language: for example, the articles on Apes and Language, Pragmatics, Language
Acquisition in the Child, Negation, and some of the articles on logical topics. My belief is that these
strengthen the volume, not only because they are likely to be of interest to philosophers who are not
familiar with such work, but because they open up the wider context within which issues of a more
strictly philosophical character are debated. Thus it is that I have included work by psychologists,
literary critics, formal logicians, empirical linguists, as well as theoretical linguists and philosophers.
Within the constraints of the project I have also attempted to spread the net wider than the confines
of so-called analytical philosophy; the inclusion of the fascinating article on Indian Theories of
Meaning introduces a different cultural perspective and the articles on Deconstruction and Literary
Structuralism reveal different intellectual currents within the Western tradition.

xvii



Editor's Foreword

One slight—I think harmless—anomaly in the collection, which directly reflects its origins in a work
devoted to language and linguistics, is what might be seen as an imbalance, at times, in favor of
linguistics over philosophy. An example of this is in Section IX: Key Figures, where philosophers
might be surprised to find entries on Noam Chomsky and Ferdinand de Saussure considerably more
substantial than those on, for example, Donald Davidson or Saul Kripke. Of course, comparisons of
influence are notoriously hard to make and there is no doubt that Chomsky and Saussure are
important figures in philosophy of language; but arguably the influence of Davidson and Kripke is
as great, if not more so. However, I was not inclined to tinker with the original contributions, certainly
not just for the sake of appearance of parity and not if it meant trimming down valuable articles. The
articles on Chomsky and Saussure give an immense amount of illuminating detail which directly
engages central issues in philosophy of language and the work of Davidson and Kripke (taking only
those two examples) is covered elsewhere in the volume.

The fundamental aim of any encyclopedia is to give the readers ready access to basic information
on key topics likely to be of interest to them. But there are different kinds of information and different
forms of presentation. In this work, articles take different forms and are presented at different levels
of technicality, therefore a word about the underlying rationale might be helpful.

First of all, the articles are not merely listed in alphabetical order, but are grouped into sections
covering major divisions of the subject: Language, Metaphysics, and Ontology; Language and
Mind; Truth and Meaning; Reference; Language and Logic; Formal Semantics; Pragmatics
and Speech Act Theory; and Key Figures. Within each section the articles are arranged
alphabetically and there are often cross-references to other items in the section (or elsewhere),
perhaps showing where ideas are further expanded. It is hoped that this division will make this
encyclopedia easier to use by highlighting clusters of topics and giving some structure to the whole.
Needless to say the divisions are not hard and fast and items could often appear under different
headings.

Some articles are concerned with particular ideas or specialist terms: for example, A Priori,
Category-mistake, Sortal Terms, Analyticity, Holism, Language Game, Entailment, Intentionality,
Intuitionism, Ontological Commitment, Verificationism, Radical Interpretation, Type/Token
Distinction, De Dicto/De Re, Denotation, and so on. The purpose of these entries is, in a relatively
concise way, to explain the meanings of the terms and their place in philosophical debates. The
information conveyed is of a straightforward explanatory kind, of especial help to those unfamiliar
with this basic philosophical terminology.

Other articles take the form of surveys of an intellectual territory: for example, Meaning:
Philosophical Theories, Indian Theories of Meaning, Semiotics, Literary Structuralism and
Semiotics, Logic: Historical Survey, Pragmatics, Speech Act Theory, and the introductory article
itself on Philosophy of Language. The point of these is to sketch out an area of enquiry, drawing a
map on which specific debates are located and contextualized. The articles often involve accounting
for the historical development of ideas.

Another kind of survey article tracks, not historically but intellectually, a particular area of
contention, perhaps around a problematic concept or hypothesis, perhaps connected to a particular
school of thought: for example Deconstruction, Sapir—-Whorf Hypothesis, Hermeneutics, Semantic
Paradoxes, Metaphor, Metaphor in Literature, Rules, Truth, Deviant Logics, Presupposition, and
Semantics vs Syntax. These articles are much more likely to contain polemical discussion, assessing
rival positions and staking out a point of view of their own. It is worth drawing attention here to the
cluster of articles on Speech Act Theory, written by Keith Allan. Together these provide
a comprehensive account of the ideas, debates, and controversies in this important branch of
the philosophy of language. The divisions into separate articles are largely for ease of access,
although anyone who is unfamiliar with the topic could profitably begin with Speech Act Theory:
Overview.
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Editor's Foreword

There can be no denying that some articles are technically demanding and will not be readily
accessible to those without an adequate background in philosophy and/or symbolic logic. Although
for the most part the articles in Section IV: Language and Logic do not give particular prominence
to technical symbolism, many from Section VII: Formal Semanticsdo. The simple fact is that formal
semantics is “formal” in the sense that it uses the vocabulary and methodology of logic to attempt a
rigorous characterization of selected features of natural language. The survey article on Formal
Semantics gives a general overview of the central aims of this approach, although here too, some
technical language is used. Much philosophy of language draws on work in logic. Indeed this is a
feature of analytical philosophy in general, of which philosophy of language has been a core
component.

Given the presence of these relatively technical articles, it is clear that the intended readership of
the volume is diverse, including those already knowledgeable about the subject, seeking to
consolidate or build on their knowledge, as well as those looking for basic information or just starting
out. Such is the way with most encyclopedias. It is my hope that this work will be useful to a wide
range of readers at all levels of expertise. It aims to be as comprehensive as possible in covering the
main issues and concepts in the philosophy of language of the 1990s, to be a resource as a reference
work, and also a volume to dip into for the intrinsic interest of the subject matter. The extensive
bibliographies on each topic point to sources for further research.

As stated previously, earlier versions of all the articles (with the exception of the short article on
H.P. Grice) first appeared in the Encyclopedia of Language and Linguistics. The contributors were
invited to modify, update, and edit their articles and many have produced significant changes, not
least to their bibliographies. I would like to thank all the contributors for the speed and efficiency with
which they cooperated in this process. I would also like to thank the editorial team at Elsevier, in
particular Chris Pringle and Janine Smith, for the considerable time and effort they have put into the
project, and the constant support and advice they have given me.

Peter Lamarque

University of Hull
September 1997
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SECTION 1
Introduction

Philosophy of Language

P. V. Lamarque

Although some of the topics debated within the phil-
osophy of language can be traced back to classical
Greek philosophy and the refinements of medieval
logic (see Section IX), in fact the label ‘philosophy of
language’ for a distinct branch of the subject did not
gain currency until after World War II. Long before
then, in the early years of the twentieth century, there
had been a clear shift of emphasis in philosophy
toward linguistic analysis, which gave a prominence
to language within philosophy unprecedented in the
eighteenth and nineteenth centuries, but it was not
until later that philosophers turned their attention to
a systematic study of natural language itself and its
foundations. This new inquiry focused on fun-
damental questions about the nature of meaning,
truth, and reference. A convergence of interest
developed with theoretical linguistics, spurred on by
increasingly sophisticated methods in logic, and the
twin areas of semantics and pragmatics came to con-
stitute a central core of analytical philosophy for
roughly two decades (the early 1960s to the early
1980s). Since then, to some extent influenced by prob-
lems arising from the philosophy of language (on
intentionality, propositional attitudes, mental
content, thought), there has been a further shift at
the center of philosophy toward philosophy of mind,
though debate continues on all disputed issues,
especially relating to truth and meaning. The main
purpose of this introduction is to identify some of
the basic areas of contention within philosophy of
language and point to the relevant entries in the
encyclopedia where they are taken up.

1. The Twentieth-century Origins of Philosophy of
Language
Not just any connection between philosophy and
language constitutes the subject matter of the phil-
osophy of language. Philosophy in one form or ano-
ther has always had things to say about language.
For example, language (with a sufficiently complex
syntactic and generative structure) has been thought
to be the distinguishing feature of human beings, a

mark of human rationality; without language there
would be no possibility of abstract thought or even
perhaps self-reflection. The seventeenth-century phil-
osopher René Descartes emphasized the connection
between language and the human intellect. But these
general observations about language and human nat-
ure to a large extent presuppose the distinctive qual-
ities of language. The philosophy of language, as a
more narrowly conceived inquiry, seeks to identify
and define precisely what qualities these are, what it
is for something to be a language in the first place.
Significantly, Noam Chomsky’s work on syntactic
structures in the 1950s and 1960s led him to reexamine
traditional philosophical debates about the ‘species-
specific’ nature of language and the way that language
learning has a bearing on fundamental disputes in
epistemology. The articles on Chomsky, Ration-
alism and Innate Ideas follow up that debate. For the
historical background of philosophical concerns with
language, see the first part of Section IX; several
articles in Section II explore the metaphysical and
methodological background.

1.1 Philosophy of Language and Linguistic Philosophy
As late as 1969, with the publication of Speech Acts:
An Essay in the Philosophy of Language, John Searle
felt the need to emphasize the difference between the
philosophy of language and ‘linguistic philosophy,’
under the assumption that the latter was much more
familiar to his readers. In the 1990s, with linguistic
philosophy no longer preeminent, probably the
opposite assumption might more reasonably be made;
but the fact remains that the two are distinct in impor-
tant ways. Linguistic philosophy, which had its origins
in the logical analysis of Gottlob Frege, Bertrand Rus-
sell, Ludwig Wittgenstein, and G. E. Moore at the
beginning of the twentieth century, was largely a revo-
lution in method, allied to a view about the nature of
philosophy. A powerful underlying thought was that
philosophical problems—even those of the most tra-
ditional kind, about knowledge, ontology, morality,
metaphysics—are at a deep level really problems

1
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about language and thus that the best way to approach
those problems is to analyze the meanings of relevant
concepts and propositions; these analyses, so it was
claimed, are likely to show either that the problems are
spurious or that they can be illuminated by revealing
otherwise unnoticed logical or conceptual relations.
In contrast to this, philosophy of language is not a
kind of method but a kind of subject matter (i.e.,
focusing on language and meaning themselves). Nor
does it rest on any polemical view about the nature
of philosophical problems. For a closer look at the
characteristics of linguistic philosophy, see Linguistic
Philosophy.

1.2 Logical Analysis and Philosophy of Language
Although philosophy of language is distinct from
linguistic philosophy, there is no doubt that many of
the problems addressed by philosophers of language
can be traced back to problems connected to logical
analysis. Indeed Frege, whose principal work was in
the foundations of mathematics and in the devel-
opment of first-order logic, is widely regarded as the
father figure of modern philosophy of language.
Frege’s new logical symbolism for representing differ-
ent kinds of judgments—universal and existence
statements, identities, conditional statements, and so
forth—and his adaptation of the mathematical
notation of functions, quantifiers, and variables to
sentences of natural languages not only revolutionized
the representation of logical patterns of inference but
made it possible for the first time to provide a truly
perspicuous representation of a sentence’s logical form
as distinct from its surface grammatical form. At the
heart of logical analysis was the search for logical
forms. Many of the areas to which the new logic was
applied—anaphora, tense, adverbial modification,
identity, definite description, propositional attitude
verbs, indexicality, modality—and where logical form
was a central analytical tool subsequently developed
into specialist studies in the philosophy of language.
An even more direct link with philosophy of language
comes from Frege’s work in semantics, which arose
out of his more strictly logical studies, in particular his
distinctions between sense and reference and between
concept and object (Frege, 1952); his conception of
thoughts or propositions has also been of seminal
importance (a penetrating study of Frege’s con-
tribution to philosophy of language is in Dummett,
1973). For further discussion of the philosophical
aspects of logical analysis, see Concepts; Entailment;
Identity; Linguistic Philosophy; Logic: Historical Sur-
vey, Logical Form; Proposition, Singular{General
Proposition.

1.3 Verificationism

Other developments in analytical philosophy also
became assimilated into the subject matter of phil-
osophy of language. One of these was the veri-

2

ficationism connected with logical positivism in the
1930s and 1940s. The ‘verification principle’ was
offered as a criterion of meaningfulness or cognitive
significance: only propositions that were empirically
testable or analytic were deemed meaningful, the rest
(which included large tracts of metaphysics, theology,
and ethics) being either purely of ‘emotive’ value or
downright nonsense. Although the aims of the veri-
fication principle were basically epistemological (logi-
cal positivism was conceived as a linguistic version of
classical empiricism), the principle itself clearly
embodied a view about meaning.

Versions of verificationism have survived the
demise of logical positivism and have reappeared in
verificationist (or ‘antirealist’) semantics. Roughly,
the idea is to equate the meaning of a statement not
with the conditions under which it would be true, but
with the conditions under which it could justifiably be
asserted. Michael Dummett is a principal exponent
of this doctrine, but his concern is not so much to
demarcate the meaningful from the meaningless as
to relate meaning to learnability. Understanding, or
knowledge, of a language, he argues, must be
grounded in linguistic practices, including the making
of assertions and denials, without relying on a
(‘realist’) conception of truth which might outrun
human recognitional capacities. If this view is right,
then philosophy of language must draw significantly
on epistemology. Verificationist semantics also has
implications for logic itself, involving a rejection of
the classical law of excluded middle and the semantic
principle of bivalence, which holds that every state-
ment is either true or false. Intuitionistic logic grew
up on this basis.

See also Intuitionism,; Deviant Logics; Realism; Veri-
ficationism.

1.4 Ordinary Language Philosophy

Another offshoot of linguistic philosophy was ‘ordi-
nary language philosophy’, which flourished for a
relatively short period after World War II, principally
in Oxford, and under the leadership of J. L. Austin.
Again ordinary language philosophy was char-
acterized both by its methodology—a close attention
to the nuances and fine distinctions in ordinary
usage—and its view of philosophy. But the emphasis
that it gave to natural languages, rather than the arti-
ficial languages studied by formal logicians, and its
rejection of the program of logical analysis (along
with notions like ‘logical form,’ ‘canonical notation,’
‘regimentation’) became a powerful influence in the
development of speech act theory, as well as theories
of communicative intention, speaker’s meaning,
implicatures, and so forth, which were at the heart of
philosophically inspired pragmatics. Indeed the lead-
ing figure in both enterprises—ordinary language phil-
osophy and speech act theory—was Austin himself.
A distinctive approach to philosophy of language,
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characterized by the work of Austin (1962), Strawson
(1971), Searle (1969), and perhaps to a lesser degree
Grice (1989) (see Sects.2.2, 2.3 and 2.4 below)
developed in Oxford alongside and largely under the
influence of ordinary language philosophy. See Austin,
J. L. and Ordinary Language Philosophy for more
details.

1.5 The Importance of Wittgenstein

It would be impossible to survey the origins of modern
philosophy of language without mentioning Ludwig
Wittgenstein. Yet, in spite of being arguably the most
important philosopher of the twentieth century to
write about language, his influence on leading theories
in semantics and pragmatics is comparatively slight.
His early work, which culminated in the Tractatus
Logico—Philosophicus (1921), was closely connected to
the program of logical analysis associated with Russell
and Frege. Like them he rejected psychologism in
logic and sought to establish the fundamental con-
ditions under which a signifying system could rep-
resent states of affairs. One of his principal concerns
in that work—a concern common also to his later
work—was how to draw the boundary between sense
and nonsense. He advanced the thesis that is so-called
atomic propositions, constituted by simple names
whose meanings are logical atoms in the world, pic-
ture possible or actual states of affairs; all genuinely
meaningful complex propositions, he argued, had to
be truth-functions of these elementary propositions.
Clearly the account is highly idealized and, from the
point of view of ordinary applications, puts intol-
erably severe constraints on meaningfulness.

In his later work, Wittgenstein turned his attention
more to natural nonidealized languages and emphas-
ized their ‘multiplicity.” Disarmingly, in the Philo-
sophical Investigations (1953), he insisted that it was
not the job of philosophers to offer rheories of any
kind, and thus not theories of meaning, though his
famous dictum ‘the meaning of a word is its use in the
language,” along with his other often highly complex
observations about the foundations of language, have
led commentators to try to reconstruct a theory of
meaning from his writings (Kripke 1982; McGinn
1984; Travis 1989). Much attention has focused on his
discussion of rule-following, particularly as it bears on
arguments against the possibility of private language,
and the postulation, in the later work, of ‘language-
games’ as determiners of sense. Also of importance is
his rejection of the idea that general terms must be
defined through necessary and sufficient conditions, a
criticism embodied in the idea of ‘family resemblance.’
Detailed examinations of Wittgenstein’s views on
language can be found in different articles, notably
Wittgenstein, Ludwig; Picture Theory of Meaning;
Language Game; Family Resemblance; Private
Language; Rules.

2. Meaning

If Wittgenstein’s ideas have not fed directly into con-
temporary semantics, it might be partly due to his
antipathy to theory and his disinclination to generalize
from his observations about language. No such dis-
inclination has constrained other theorists of mean-
ing. Broadly speaking, it is possible to discern two
kinds of approaches taken by philosophers to the
analysis of meaning: one takes zruth to be funda-
mental, including the conditions under which a sen-
tence is true or false, the other takes intention to be
fundamental, giving priority to the role of com-
munication. The issue of controversy lies not in the
choice between truth-conditions or communicative-
intentions in an account of meaning, for it is far from
clear that they are in opposition; rather it is the claim
that one is more fundamental than the other. A
compromise suggestion (though not one that would
be universally accepted) might be that the emphasis
on truth highlights the semantic aspects of language,
viewed as those aspects concerned with the rep-
resentation of (states of ) the world; while the emphasis
on intention highlights pragmatic aspects, viewed as
those concerned with communicative exchanges in
context. The question of the priority, or basicness,
of one with regard to the other was raised in P. F.
Strawson’s inaugural lecture at Oxford ‘Meaning and
Truth’ (in Strawson 1971); Strawson argued that the
notion of truth-conditions cannot be explained with-
out reference to the function of communication, so
the latter is more fundamental. (For an analytic
account of different theories of meaning in the philo-
sophical tradition see Meaning: Philosophical Theor-
ies.) It is instructive to compare these approaches with
those of a different cultural tradition, cf. Indian
Theories of Meaning and a different intellectual tradi-
tion, cf. Deconstruction.

2.1 Meaning and Truth-conditions

Truth-conditional theories of meaning draw partly
on the intuition that the meaningfulness of language
resides in its ability to represent how things are in the
world and partly on advances in logic in describing
the semantics of formal or artificial languages. From
the latter came the thought that an ideal semantic
theory is one that specifies the meaning (i.e., truth-
conditions) of every sentence of a language as a the-
orem derived from a formal axiomatized theory,
where the axioms of the theory assign semantic
properties to the component expressions of those sen-
tences.

Donald Davidson (1984) pioneered this approach
in application to the semantics of natural languages,
explicitly drawing on the formal work of Tarski
(1956). Rejecting the format sentence s means that p
for the theorems of the semantic theory, Davidson
argues instead for the Tarskian formula sentence s is
true if and only if p. However, it would be wrong
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to suppose that Davidson simply defines meaning as
truth-conditions and leaves it at that. The interest of
his account lies in the way he applies the insights
of the idealized semantics (of artificial languages) to
actual languages. Sentences of actual languages,
unlike those of artificial languages, already have appli-
cations to objects and states of affairs in the world
and this imposes an empirical constraint on the
acceptability of the theorems of the semantic theory.

To develop this idea Davidson follows Quine (1960)
in postulating a fictional situation of an interpreter
attempting to translate a native language totally
unknown to him, spoken by people about whom he
knows nothing. This is the situation of ‘radical
interpretation.” The radical interpreter’s task is to
assign truth-conditions to native sentences without
presupposing an understanding of them. This can only
be done by observing the linguistic and other behavior
of the native people and attempting to correlate sen-
tences (utterances) with salient features of the
occasions of their utterance. The overall aim is to be
in a position to issue reliable formulas of the kind
sentence s is true if and only if p. Of course several
assumptions are required for this: one is that speakers
intend to speak the truth and believe that what they
say is true, another is that their sentences actually
are true, for the most part. The former is a general
assumption of rationality, the latter a ‘principle of
charity,” as Davidson describes it. These assumptions
play a profound role in Davidson’s epistemology and
philosophy of mind and have been widely debated
(e.g., Grandy 1973; Evans and McDowell 1976). For
Davidson, attributing beliefs to speakers and mean-
ings to the sentences they utter are closely inter-
connected. Although he holds that sentence meaning
cannot be reduced to nonsemantic concepts (like belief
or intention) he does suggest that the constraints on
radical interpretation provide the best available philo-
sophical elucidation of meaning.

One of Davidson’s initial principles in developing a
theory of meaning is the innocuous sounding dictum
that ‘the meanings of sentences depend upon the
meanings of words.” The principle is important for a
number of reasons. If a language is to be learnable,
the stock of words in the language—its vocabulary—
must be finite; thus there can only be a finite number
of axioms specifying the meanings of these basic com-
ponents. Also, the principle articulates what many
have seen as a fundamental premise in semantics, the
compositionality of meaning, which has been more
precisely formulated as follows: ‘The meaning of a
compound expression is a function of the meanings
of its parts and of the syntactic rules by which they
are combined’ (see Compositionality of Meaning). The
compositionality principle lies at the foundation of
attempts to provide a formal semantics (see Formal
Semantics) for natural language and is especially
prominent in the work of Richard Montague (see
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Montague Grammar). However, it is by no means
unproblematic; semantic primitives.have to be ident-
ified and classified, they have to be assigned meanings,
which must not be dependent on the meanings of
whole sentences, combinatorial rules have to be
defined, and so on. The idealized artificial languages
of logic hold out a tempting model for how this might
be achieved, and how it might look, but in application
even to fragments of natural language the difficulties
are formidable. ’

One issue that has been much debated in the context
of Davidson’s semantic theory concerns the impli-
cations for what a competent speaker knows in know-
ing a language. In principle such a speaker knows
the meaning of any given sentence from a potentially
infinite set which can be generated by the language.
As we have seen, Davidson takes it as a constraint
on the learnability of a language that a ‘theory of
meaning,’ in his sense, be finitely axiomatized, though
that has been challenged by Schiffer (1987). The ques-
tion remains as to the explanatory value of a semantic
theory of which competent speakers have no con-
scious knowledge (the same problem arises for syn-
tactic theories (Chomsky 1986)). One suggestion is
that the knowledge is tacit (Evans 1985), another that
semantic theories are rational reconstructions (Wright
1986).

2.2 Meaning and Communicative Intention

The question of what speakers know who know a
language invites a deeper inquiry into the very basis
of linguistic meaning. While formal semantic
theories—at least those of a broadly compositional
nature—attempt to assign meanings to sentences on
the basis of the meanings of their component parts, a
rather different philosophical enterprise is to try to
explain what kind of fact it is, about people’s behavior,
mental states, the life of a community, etc., that makes
it true that a word or expression or sentence has the
meaning it does, or indeed has any meaning at all. It
is questions of this kind that concerned Wittgenstein
and also Quine, the latter developing an essentially
skeptical view, on a behavioristic base, to the effect
that what facts there are radically underdetermine
hypotheses about meaning (see Indeterminacy of
Translation).

Perhaps the most systematic attempt to explain
meaning in nonsemantic terms comes from the pro-
gram of H. P. Grice (1957, 1968, 1969; and others
collected in 1989), developed by Schiffer (1972),
Bennett (1973, 1976), Strawson (1964), and Searle
(1969, 1983). Grice began by distinguishing ‘non-
natural meaning’ from ‘natural meaning,’ the latter,
which he identifies only to set aside, being of the kind
Those clouds mean rain. Linguistic meaning, Grice
argues, belongs in the genus of nonnatural meaning
which includes a wide range of communicative
behavior. The bedrock for Grice’s account of non-
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natural meaning is an analysis of the conditions which
make it true that a person means something by an
utterance (where ‘utterance’ covers signs, gestures,
marks, or spoken sounds). What is involved, accord-
ing to Grice, is a complex intention, directed toward
an audience, that the utterance bring about a certain
response in the audience by means of the recognition
of that intention. A great deal of subtle revision and
qualification has ensued, mostly about the nature of
the intended response (usually explained in terms of
belief) and the need for further audience-directed
intentions, but the basic analysis remains. Grice’s pro-
ject is to move from an analysis of Someone meant
something by uttering X to X meant something to X
means (in a language) that p. The idea, in short, is
to ground semantics in psychological states such as
intention (and belief).

The program faces considerable difficulties. How
can the full complexities of linguistic meaning be
explained on so slender a basis? One obvious problem
concerns the role of convention. Standardly, so it
would seem, the recognition of a speaker’s meaning-
intention is at least partly based on recognition of the
conventional meaning of the sentence uttered by the
speaker. But that threatens circularity in the Gricean
account. However, David Lewis (1969) has presented
an analysis of convention which, at least by not pre-
supposing linguistic meaning, offers an important sup-
plement to the intentionalist analysis. Lewis explains
convention in terms of a regularity of behavior in a
group to which members of the group conform so as
to bring about a coordination equilibrium, based on
the common knowledge that everyone prefers to con-
form on condition that the others do. Much ingenuity
has been exercised (Lewis 1969; Bennett 1976; Black-
burn 1984) in trying to apply this kind of convention
to linguistic meaning, for example by postulating
conventional correlations between utterances or
utterance-types and specific beliefs and intentions.
However, persistent objections center on the difficulty
for this view in accounting for the compositionality
of semantics and the fact that natural languages can
generate an infinity of unuttered sentences. An early
exponent of Grice’s theory believes (Schiffer 1987)
that the whole program is doomed to failure, though
that can hardly be claimed as the last word on the
matter. For more details, see Grice, H. P.; Convention;
Meaning: Philosophical Theories.

Pursuing the enquiry into conditions of com-
munication, philosophers of language came to exam-
ine those aspects of meaning which go beyond
semantic content encoded in sentences. This has issued
in two important developments: speech act theory and
the theory of implicature, both of which are com-
monly located within the pragmatics of language. (For
a comprehensive general survey of the scope of prag-
matics, from the point of view of linguistics as well as
philosophy, see Pragmatics.)

2.3 Speech Acts

Speech act theory originated with J. L. Austin’s analy-
sis of performative utterances—such as I promise to
pay, I pronounce you man and wife—the assessment of
which, he proposed, should be determined not by
truth-conditions but by felicity-conditions (appro-
priateness, sincerity, background context, intention,
etc.). Austin (1962) came to see, though, that even
statements, the paradigm truth bearers, could be
assessed in terms other than just their truth: in par-
ticular as actions of a certain kind. He introduced a
threefold distinction among speech acts: locutionary
acts (acts of saying something, with a sense and ref-
erence), illocutionary acts (such as stating, promising,
warning, performed in saying something), and per-
locutionary acts (such as persuading, convincing,
annoying, amusing, performed by saying something).
Austin’s early death meant that he was not able to
refine the theory in detail, though he did offer a rudi-
mentary taxonomy of illocutionary acts. The theory
was, however, developed by, among others, Searle
(1969, 1979), Strawson (1964), who attempted
to assimilate speech acts into Grice’s analysis of
speaker’s meaning, and Holdcroft (1978).

The relation between meaning and speech acts
(especially illocutionary acts) has never been clear or
uncontroversial. At the extreme, some (e.g., Cohen
1964) have dismissed ‘illocutionary force’ altogether,
incorporating the idea of ‘force’ into a wider theory of
semantic content. Others, following an initial insight
from Frege about assertion, have wanted a clear
demarcation between the force of an utterance and its
content or thought expressed. Yet others, like Searle
(1969), propose to explain meaning, and ultimately
language itself, in terms of speech acts. Searle intro-
duces the ‘propositional acts’ of referring and predi-
cating, thereby extending the theory into the heart of
traditionally conceived semantics. He sees as a fun-
damental task for the philosopher of language the
elucidation of constitutive rules governing the full
range of speech acts.

The encyclopedia contains extensive coverage of all
aspects of speech act theory (in Section VIII); see
Speech Act Theory: OQOverview; Speech Act Classi-
fication; Speech Act Hierarchy; Speech Acts and Gram-
mar; Speech Acts: Literal and Non-Literal; Felicity
Conditions; Indirect Speech Acts; Performative
Clauses.

2.4 Implicatures

A general problem for any philosophical theory of
meaning is how to account for those instances of com-
munication where more than, or something different
from, the information semantically encoded in a sen-
tence is conveyed. Irony, figuration, and hyperbole
are familiar examples and meaning shifts associated
with intonational contour, stress pattern, and so forth,
are well charted. But it was not until Grice’s theory of
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conversational implicatures, developed in his William
James Lectures of 1967, that any systematic attempt
was made to identify principles underlying the whole
class of phenomena of this supposedly nonsemantic
kind.

Grice (1989) proposes a distinction between (a)
what is said in an utterance, as determined by the
semantic properties of the words uttered, (b) what
is conventionally implicated, those implications which
although not strictly semantic can nevertheless be
drawn from the conventional meanings of the words,
and (c) what is conversationally implicated, those impli-
cations which arise not from conventional meaning
but from certain general features of discourse.

Imagine the following exchange, drawn from
Grice’s discussion:

A. I am out of petrol.
B. There is a garage round the corner.

According to Grice, there is a conversational implica-
ture in B’s reply that B thinks the garage has petrol,
is open, etc., even though that is not strictly part of
what B said, nor a consequence of the meanings of
the words. Grice suggests that such implicatures arise
from a tacitly accepted ‘cooperative principle’ gov-
erning conversation, in conjunction with con-
versational maxims of the kind be as informative as is
required, say only what you take to be true, be relevant,
be perspicuous. Conversational implicatures charac-
teristically arise where these maxims appear to have
been flouted but have not in fact been flouted; on the
basis of that assumption a hearer is forced to construe
the utterance (what the speaker intended) such that it
conforms to the cooperative principle.

Two prominent applications for the idea of con-
versational implicatures have been to the meaning
of logical connectives and to presuppositions. Grice
(1989) seeks to explain the apparent divergences
between the truth-functional definitions of the logical
particles (&, v, o, ~) and the meanings of and, or,
if ... then, and not by appeal to implicatures. His
general strategy is to relocate the distinctive features
of the natural language particles from semantic con-
tent to pragmatic conditions of context-based speech.
Thus, for example, the temporal connotation of and
(with the implication and then) is not, he argues, part
of the semantics of and but arises from the orderliness
of discourse. The second application, to pre-
supposition theory, is associated with a more general
program to define presuppositions independently of
truth-conditions. A standard account of pre-
supposition is that if p presupposes q then g is a necess-
ary condition for the truth-or-falsity of p and the
negation of p also presupposes ¢. A radical proposal
is to supplant this conception and explain the phenom-
ena to which it is standardly applied with the twin
notions of logical entailment and conversational
implicature (see Kempson 1975). This serves, as in the
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case of the logical particles, to sustain a relatively
uncomplicated truth-conditional semantics. Needless
to say, these proposals remain highly controversial
and face serious difficulties in their implementation.
For an indication of some of the difficulties and fur-
ther applications, see Davis (1991).

Philosophers of language have explored other
linguistic phenomena whose location within the prag-
matics/semantics axis is problematic. One such is
metaphor (see Metaphor), which has been the subject
of more or less every standard approach, from truth-
conditional semantics to speech acts to pragmatic
implicatures (Ortony 1979). Another is fictionality,
which can be viewed either as a kind of utterance,
subject to speech act conditions (Searle 1979), or as
a degenerate case of reference (Donnellan 1974), or
indeed in other ways besides.

For more detail on Grice's theory of implicature,
see Grice, H. P.; Conversational Maxims; Cooperative
Principle. On presupposition theory, see Pre-
supposition and Presupposition, Pragmatic. Also
Metaphor, Fiction, Logic of.

3. Reference

The final major area of concern within philosophy of
language is reference in its many forms. One issue
which reflects, though is not entirely coincident with,
the debate between semantics and pragmatics is
whether reference is best understood as a relation
between symbols and objects or between speakers,
objects, and hearers. According to the latter view, it
is speakers who refer to things, while in the former it
is expressions in a language which refer (or denote).

3.1 Definite Descriptions

This issue is most famously associated in philosophy
of language with the debate over Russell’s Theory of
Definite Descriptions. According to Russell, definite
descriptions of the kind the father of Charles II or the
fastest man on earth should not be treated logically as
naming expressions but rather as ‘incomplete
symbols,’ which acquire meaning only in the context
of a proposition and can be contextually paraphrased
such that in a fully analyzed sentence they give way
to quantifiers and predicates. Thus the sentence The
father of Charles II was executed analyzes into There
is one and only one person who begot Charles Il and that
person was executed. Russell’s account was praised as
a ‘paradigm of logical analysis’ and indeed it neatly
solved several problems for the formal representation
of referring expressions, not least by showing how
meaningfulness could be retained for sentences con-
taining definite descriptions which failed to refer (the
present King of France, and so on). However, it came
under attack, notably by P. F. Strawson (see essays in
Strawson 1971), for treating reference as a property
of expressions rather than as something that speakers
perform in an utterance characteristically for the pur-
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pose of identifying an object. For Strawson, when a
definite description fails to apply to anything a basic
presupposition for successful communication has
failed and no truth-value can be assigned to the result-
ing assertion (Russell had given the value false to
sentences with failed references). Strawson’s analysis
was contributory to the enormous subsequent interest
in presupposition. Donnellan (1966), pursuing the
idea of reference as grounded in contexts of utterance,
argued that there are at least two fundamental uses of
definite descriptions which he called referential and
attributive, the latter being somewhat akin to Straw-
son’s conception, but the former, controversially, giv-
ing definite descriptions a role more like that of proper
names. (For an account of this highly influential
theory, and its ramifications, see Names and Descrip-
tions; Russell, Bertrand, Identity.)

3.2 Proper Names

Russell and Wittgenstein (in his early work) developed
the idea of a ‘genuine’ or ‘logically’ proper name the
sole function of which is to denote a single and simple
object, such that the object itself constitutes the mean-
ing of the name (if there were no such object the name
would be meaningless). Both were constrained by the
search for an ideal logical language. In contrast, Frege
argued that even in an ideal language denotation by
means of a proper name must be mediated by some-
thing he called Sinn (sense). Philosophers of language
have long debated the merits of these opposing views,
and versions of them have proliferated. Even Russell
admitted that his conception of a logically proper
name did not fit ordinary proper names in natural
languages (Socrates, London, etc.), which he took to
be ‘truncated descriptions’ analyzable according to
the Theory of Descriptions. However, Saul Kripke
(1972) and others have attempted to revive something
like the pure denotation view applied to ordinary pro-
per names, rejecting both Fregean Sinn and Russell’s
‘descriptivism.’ This has led to so-called ‘causal theo-
ries’ of names, where what determines the reference
of a name is not the ‘mode of presentation’ embodied
in the name’s sense or whatever object satisfies an
implied description but rather a direct causal link back
to the object initially ‘baptized’ with the name (see
Devitt and Sterelny 1987). In Kripke’s terminology
names are ‘rigid designators,” in the sense that they
designate the same object in all possible worlds where
the object exists. Definite descriptions do not des-
ignate rigidly because in different possible worlds
different objects will satisfy the descriptions. Versions
of causal theories are probably in the ascendancy,
though increasingly sophisticated accounts attempt to
reassimilate something like Fregean sense (see Moore,
1993). Searle (1983) presents a powerful case against
causal theories, locating reference in the philosophy
of mind and arguing for the central place of inten-
tionality in an account of language (see Intentionality).

3.3 Indexicals

One particularly perplexing class of referential devices
are indexical expressions (e.g., I, here, now, this, etc.)
whose reference or extension is determined by context
of utterance. The reference of ‘I' changes from person
to person, It is late now changes truth-value when
uttered at different times, and so forth. Once again it
was Frege who set up the modern debate by proposing
that sentences containing indexicals do not express a
‘complete thought’ until supplemented by indications
of time, place, and other contextual determinants;
while sentences contain indexical terms, thoughts (i.e.,
propositions) do not, for thoughts, if true, are time-
lessly true. Other philosophers have attempted by
different strategies to eliminate indexicals. Perhaps the
most systematic and widely regarded modern treat-
ment is by David Kaplan (1989). An important dis-
tinction drawn by Kaplan, which has applications and
consequences elsewhere in philosophy of language, is
between two aspects of sense: ‘content’ and ‘charac-
ter.” The character of an expression such as ‘I’ is most
naturally associated with its ‘meaning,” conceived as
a rule which roughly identifies the use of ‘I’ to refer to
the speaker. Its content is given only relative to a
context of use and is associated with what is said in
that context: for Kaplan, when two people use the
sentence [ am tired in different contexts not only will
the truth-value be affected but the content will differ
also. Kaplan’s conception of indexicals as ‘directly
referential,’ not mediated by Fregean sense, places
him broadly in the same camp as the ‘causal theorists’
of reference. The article Indexicals explores philo-
sophical approaches (notably Kaplan’s), while Deixis
presents the issues from the perspective of theoretical
linguistics.

3.4 Natural Kind Terms

There is one further area where the distinction
between sense and reference has come under pressure
and where debate closely parallels that between
descriptivists and causal theorists: this concerns the
meaning of certain kinds of general terms, such as
lemon, tiger, gold, water, which, reviving scholastic
vocabulary, are said to stand for ‘natural kinds’. On
one view, stemming from Locke, the meaning of such
terms is given by specifying salient properties of the
natural kinds in question: ‘a yellow citrus fruit with a
bitter taste...,” and so on. This meaning will then
determine the reference (extension) of the term, in
the sense that the term will have in its extension, by
definition, all those things which satisfy the descrip-
tion. However, the very foundations of this view have
come under attack, principally by Hilary Putnam and
Kripke. Putnam (1975) argues that natural kind terms
should be treated as rigid designators whose extension
is determined not by clusters of descriptions but by
the very structure of nature, as investigated by science.
The initial application of a term—parallelling the
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initial ‘baptism’ of an object by a proper name, on
Kripke’s account—is done by ‘ostension’ (or deixis):
names are attached to stereotypical samples which are
pointed at or have their reference fixed by a small set
of experiential properties. But the observed properties
of the stereotype are not incorporated into the mean-
ing of the term, indeed it might turn out that the
natural kind has none of the properties essentially that
are experienced in the stereotype (science might reveal
that it is not essential to being a lemon that it is either
yellow or bitter). In this way Putnam’s theory is realist
(see Realism) and antiverificationist, in that the exis-
tence of natural kinds is independent of the experi-
ences on which humans base their claims about them.
Although Putnam has significantly modified his realist
theory, his work has been enormously influential in
philosophy of language, especially among those who
pursue naturalized accounts of meaning and who seek
to extend the underlying insights of causal theories
of reference (e.g., Devitt and Sterelny, 1987). For a
detailed account of naturalized semantics and causal
theories of natural kind terms, see Reference, Philo-
sophical Issues.

3.5 Truth

The concept of truth underlies nearly all investigations
in philosophy of language, certainly those concerned
with both meaning and reference. Section 2.1 showed
how meaning is sometimes elucidated through appeal
to truth-conditions. Within Fregean semantics truth-
values stand to sentences rather as objects stand to
names; just as the sense of a name determines its
reference so the thought a sentence expresses deter-
mines its truth-value. But when the focus turns on
truth itself, philosophers of language have a number
of principal interests: the first is to account for the
meaning of the truth predicate ‘is true,” another is to
identify appropriate truth-bearers, and a third
addresses the paradoxes associated with truth.

One longstanding debate about the meaning of ‘is
true’ centers on whether the predicate is logically
redundant: an influential view is that the statement that
snow is white is true is identical to the statement that
snow is white. Various ‘minimalist’ theories of truth—
theories that reject as unnecessary such substantive
elucidations as given in traditional ‘correspondence’
or ‘coherence’ accounts—have been at the forefront
of debate in the 1990s (Horwich 1990) though they
are by no means unchallenged (Blackburn 1984). The
debate is outlined in Truth.

What are the appropriate subjects of the truth-
predicate? Many candidates have been offered, and
not only linguistic ones: beliefs, thoughts, and judg-
ments have all been designated truth-bearers. So also
have sentences, statements, and propositions. Most
sentences—for example, all those containing indexical
expressions—can be assigned truth-values only rela-
tive to contexts. Statements are contenders for truth-
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assessment precisely when viewed as contextualized
uses of sentences, though an ambiguity in the term
statement makes it unclear whether an act of stating
can be true or false or only what is stated (the content)
(Strawson 1971). Finally, the most traditional truth-
bearer is thought to be a proposition, considered as an
abstract, even timeless, entity expressed by sentences
and corresponding roughly to the meaning of a sen-
tence in context. A great deal of controversy sur-
rounds the idea of a proposition and different
conceptions have been developed with more or less
commitment to abstract entities (see the discussion in
Proposition; also Singular/General Proposition).
Semantic paradoxes (see Paradoxes, Semantic) have
long been associated with truth, the oldest being the
liar paradox which, in its standard version, asks for
the truth-value of This sentence is false: seemingly, if
the sentence is true, then it must be false, if false, then
it must be true. Within philosophy of language the
problem has been addressed both in connection with
formalized languages (Tarski 1956) but also within
the semantics of natural language. (Different stra-
tegies are outlined in Paradoxes, Semantic and Truth
and Paradox; see also Formal Semantics; Meta-
language versus Object Language; Deviant Logics.)

4. Conclusion

This article has addressed only a selection of topics
within the philosophy of language centered on the key
areas of meaning and reference, broadly conceived,
along with certain issues on the relationship between
semantics and pragmatics. Each of the topics has its
own subtle ramifications and developments, and there
are many more topics besides which philosophers
would want to classify within this important branch
of the subject; see, for example, Analyticity; Concepts;
Emotive Meaning; Identity; Innate Ideas; Inten-
sionality, Natural Deduction; Ontological Com-
mitment; Private Language; Vagueness. While it is
common to think of philosophy as dealing with con-
ceptual or a priori questions, in contrast to linguistics
conceived as an empirical inquiry, in fact that djs-
tinction between the disciplines is by no means clear-
cut. For one thing, philosophers are increasingly
sensitive to work in related empirical fields and draw
on it substantially (philosophers, of course, like other
students of language, also draw on their own linguistic
intuitions), but within theoretical linguistics work is
sustained at no less a conceptual level than found in
philosophy. There is no doubt that in some areas—
formal semantics, the theory of implicature, quanti-
fication theory, indexicality, anaphora, and so forth—
there is commonality of approach between phil-
osophers and theoretical linguists. But in other
areas—perhaps in the theory of reference or in
approaches to truth or questions of intentionality and
propositional attitudes—philosophers do have a dis-
tinct contribution, at a foundational level, to an
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understanding of natural language. Undoubtedly,
quite remarkable advances have been made since
Frege took the first significant steps in modern phil-
osophy of language in the late nineteenth century.
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SECTION 11

Language, Metaphysics, and Ontology

A Priori
E. J. Lowe

The notion of the ‘a priori’ has its primary application
in the field of epistemology, where it is standardly used
to characterize a species of propositional knowledge
(knowledge that p, where p is a proposition) and,
derivatively, a class of propositions or truths, namely,
those that are knowable a priori (though strictly this
way of classifying propositions should be relativized
to a type of knowing subject, the usual presumption
being that human subjects are in question). In a related
usage, certain concepts are sometimes classified as a
priori, namely, those that figure as substantive con-
stituents of a priori truths.

1. A Priori Knowledge

Knowledge is said to be a priori (literally: prior to
experience) when it is knowledge which does not
depend for its authority upon the evidence of experi-
ence. This is not the same as saying that it is knowledge
which is acquired independently of experience,
whether because it is innate knowledge or because it
is knowledge learned without the substantive con-
tribution of experience (for instance, knowledge
learned through the exercise of pure reason). How
knowledge is acquired and how knowledge claims are
justified are quite distinct, albeit related, matters. The
converse of a priori knowledge is ‘a posteriori’ knowl-
edge. The history of the a priori/a posteriori dis-
tinction may ultimately be traced back to Aristotle,
but modern usage owes much to the influence of
Immanuel Kant. Until the twentieth century, the dis-
tinction was viewed with increasing skepticism by
epistemologists, but interest in and respect for it
have been revived.

2. A Priori and Innateness

Although the notion of a priori knowledge and the
notion of innate knowledge are quite distinct, his-
torically philosophers have tended to run them to-
gether by confusing questions of justification with
questions of acquisition. Mathematical knowledge is
usually held up as the paradigm of a priori knowledge
and certainly it is true that mathematical knowledge

claims, unlike the claims of physical science, do not
normally depend for their justification or con-
firmation upon observational or experimental evi-
dence (an exception being claims based on the results
of electronic computation rather than on direct math-
ematical proof). Few would think it appropriate to
test the truth of the arithmetical proposition 7+ 5=12
empirically, by repeatedly conjoining and counting
sets of seven and five objects. (Unusually amongst
major philosophers, however, John Stuart Mill did
believe that mathematics rested ultimately upon
induction from experience.) But even accepting the
a priori status of mathematical knowledge, it is quite
another matter to hold (as Plato did) that math-
ematical knowledge is innate (though this in turn is
not to deny that experience may be needed to ‘trigger’
such latent knowledge, as happens in Plato’s account
of the slave boy in the Meno). Conversely, con-
temporary linguists like Noam Chomsky and philo-
sophical psychologists like Jerry Fodor, who
notoriously hold that much of our knowledge of lan-
guage is innate, do not therefore wish to claim for
(say) principles of universal grammar the same epis-
temological status as mathematical truths as far as
their justification is concerned: linguistics, unlike
mathematics, is an empirical science, answerable to
observational evidence.

3. A Priori and Analyticity

‘Empiricist’ philosophers have traditionally held that
all a priori knowledge is of necessary, analytic prop-
ositions, and conversely that all a posteriori knowl-
edge is of contingent, synthetic propositions. David
Hume, for instance, is standardly interpreted as
adopting this view. Kant, however, famously held that
we have some a priori knowledge of certain very gen-
eral synthetic propositions (such as the proposition
that every event has a cause), though he too believed
that all a priori knowledge could only be of necessary
truths. However, in his highly influential onslaught
upon the ‘dogmas of empiricism,” W. V. O. Quine
was to argue that none of these distinctions could be

11



Language, Metaphysics, and Ontology

defined without implicit circularity of a sort which
condemned them as useless for the purposes of a scien-
tifically minded philosophy of language and knowl-
edge. Only during the course of the twentieth century
have philosophers been prepared once more to use
these terms with confidence, thanks largely to the
work of the modal logician and essentialist meta-
physician Saul A. Kripke. Kripke points out that
while the a priori/a posteriori distinction is an epis-
temological one, the analytic/synthetic distinction is a
semantic one and the necessary/contingent distinction
is, as he terms it, metaphysical in character. Accord-
ingly he holds that in principle the three distinctions

may cut quite across one another, and indeed Kripke
has famously argued that there are both necessary
a posteriori truths (such as that water is H,0) and
contingent a priori truths (such as that the standard
meter bar is one meter in length).

See also: Analyticity; Necessity.
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Abstract Ideas
E. J. Lowe

The doctrine of ‘abstract ideas’ is most closely associ-
ated, historically, with John Locke’s theory of lang-
uage, where they are invoked to explain the function
of general terms. Locke’s explanation is constrained
by his commitment to nominalism, empiricism, and
an ideational theory of thought and language. His
nominalism and empiricism induce him to deny that
general terms designate real extramental universals
and to hold that an understanding of the meaning of
general terms must somehow arise from experience of
particulars, while his ideationism leads him to suppose
that general terms must signify general ideas in the
minds of those who use them. He postulates the pro-
cess of abstraction as the mechanism whereby the
mind generates the significata of general terms from
its experience of particulars.

1. The Process of Abstraction

The process of abstraction supposedly consists in
comparing various particulars which are encountered
in experience, noting their similarities and differences,
ignoring the latter and retaining the former in mind
as a sort of pattern or template which can be employed
in classifying further particulars that are met. These
mental patterns or templates are the abstract general
ideas. Locke illustrates the process by an example of
how a child supposedly acquires the abstract general
idea of a human being from its diverse experiences of
the various individual people it encounters—its
mother, father, and so on.
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2. Criticisms of Abstraction

Locke’s doctrine has been subjected to severe criti-
cism, notably at the hands of his contemporary
George Berkeley, and until the late twentieth century
many philosophers considered it unworthy of serious
consideration. First, there is the problem of inde-
terminacy: if, for example, the abstract idea of a man
leaves out differences of stature and coloration, one is
left with the idea of a man who has no definite height
or color, and this (Berkeley holds) is absurd. To this
it may be replied that the abstract idea of a man is,
rather, just an idea of a man which leaves the question
of his height and color undetermined, and that this is
perfectly intelligible if one does not (as Locke arguably
did not) adopt an imagistic conception of ideas (as
Berkeley himself did).

Second, there is the problem of individuation:
Locke’s account of abstraction fails to accommodate
the fact that particular objects of experience are only
individuable as objects of some sort, and hence as
falling already under some scheme of classification.
But this does not show that humans do not have
abstract general ideas, only that at least some of them
would have to be innate (contrary to Locke’s empiri-
cist assumptions).

Third, there are problems with the role that simi-
larity or resemblance plays in the theory: for instance,
it is said that similarity must always be similarity in
some (general) respect, which threatens to reintroduce
the reference to universals which Locke is attempting
to eliminate; again, it is pointed out that in principle
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anything is similar to and different from anything
else in infinitely many ways, so that it is necessary to
distinguish important or salient dimensions of simi-
larity from others, and this once more indicates the
operation of innate cognitive constraints in human
thought and experience.

Fourth, there is the problem of classification: Locke
supposes that when a newly encountered particular is
classified, it is done so by ‘matching’ it with an abstract
general idea—but abstract ideas are themselves (men-
tal) particulars, by Locke’s own principles, so the
question arises as to how a particular idea is classified
as being, for example, an abstract general idea of a
man. A vicious regress is clearly threatened. A possible
answer is to say that the original process of classifying
by matching does not require an active search through
the stock of mental patterns or templates as one might
search through a wallpaper pattern-book, and hence
does not demand an ability to classify one’s own ideas:
rather, the process can be thought of as more or less
automatic, perhaps by analogy with the way in which
a confectionery machine dispenses a bar of chocolate
upon receiving a coin of the right denomination.

3. Renewed Interest in Abstract Ideas
The intuitive appeal of Locke’s doctrine, and the fact

that none of the objections standardly raised against
it is conclusive, help to explain its staying power,
especially outside the realms of professional phil-
osophy. Indeed, in the late twentieth century views
recognizably akin to it (though often shorn of Locke’s
extreme nominalist and empiricist assumptions) have
again become popular with many psychologists and
philosophers interested in the mental aspects of
language use, though now under the guise of talk
about ‘prototypes’ (Eleanor Rosch) or ‘stereotypes’
(Hilary Putnam). An important difference, how-
ever, is that stereotypes are not, unlike Lockean
abstract ideas, thought of as rigidly determining the
extensions of the general terms with which they are
associated.

See also: Natural Kinds; Sortal Terms.
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Category-mistake
P. V. Lamarque

Within philosophy, the locus classicus for discussion
of ‘category-mistakes’ is Gilbert Ryle’s influential
work The Concept of Mind (1949: ch. 1) where he
argues that the traditional dualist (Cartesian) view of
the mind as a separate substance, or ‘ghost in the
machine,” falsely ‘represents the facts of mental life as
if they belonged to one logical type or category...
when they actually belong to another’ (Ryle 1949: 16).
In at least his early writings in philosophy Ryle
believed that philosophical problems themselves were
characteristically ‘category-problems’ and that philo-
sophical mistakes were more often than not grounded
in confusions about logical categories.

1. Identifying Category-mistakes

Category-mistakes arise, according to Ryle, not only
in philosophy but in quite ordinary contexts of think-
ing or speaking. He gives the example of a foreigner

being shown round Oxford or Cambridge who, having
seen the colleges, libraries, playing fields, museums,
scientific departments and administrative offices, then
asks where the university is, ‘as if ““the university”
stood for an extra member of the class of which these
other units are members,” rather than being a term
which describes ‘the way in which all that he has
already seen is organized.’ Category-mistakes of this
kind occur when speakers misunderstand concepts (in
this case, the concept ‘university’).

But they can also arise where no such conceptual
ignorance exists. Ryle illustrates this with the example
of a student of politics who is aware of the differences
between the British and, say, the American con-
stitutions (the former not being embodied in any single
document) but who becomes confused when trying to
discuss the relations between the Church of England,
the Home Office, and the British Constitution.

13
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Because these names do not attach to entities of the
same logical type no straightforward comparison can
be made between the entities as different kinds of
institutions. Confusion on this point can lead, so Ryle
believed, to describing the British Constitution as ‘a
mysteriously occult institution,’ just as the person who
thinks of the Average Taxpayer as a fellow-citizen
might suppose him to be ‘an elusive insubstantial man,
a ghost who is everywhere but nowhere.’

On Ryle’s view, it is precisely a mistake of the latter
kind that Descartes, and subsequent Cartesian dual-
ists, made in proposing that the mind is a non-material
substance existing in parallel to material substance
and defined for the most part negatively in contrast
to it: not in space, not in motion, not accessible to
public observation, etc.; ‘minds are not bits of clock-
work, they are just bits of notclockwork,” as Ryle
mockingly puts it. On his own theory, Ryle develops
the idea that terms applied to mental life (‘knowing,’
‘willing,” ‘feeling,’ ‘imagining,” and so forth) do not
describe mysterious inner occurrences or processes but
rather dispositions in a physically observable person.
Mental terms are thus restored to their proper logical
category.

2. Categories and Category-differences

Whatever the merits of Ryle’s concept of the mind,
there is no doubt that his conception of a category-
mistake enjoyed considerable influence among phil-
osophers, particularly in the movement known as
‘ordinary language philosophy.” However, the value
and clarity of the conception depended in the end on
the precision that could be attached to the idea of a
category and it was probably on this point that Ryle’s
conception ultimately foundered. Everyone can recog-
nize intuitively striking differences between kinds of
entities—trees, Wednesdays, the number seven, a
musical note, the Battle of Hastings. Such differences
can readily be labeled ‘category-differences.’ Likewise,
certain kinds of sentences seem to involve not just
factual errors but something more fundamental which
could be called ‘category-mismatch’; ‘The number five
is blue,” ‘Wednesdays are in B minor,” ‘The Battle of
Hastings fitted into his pocket,’ and so forth. Theories
of metaphor sometimes make use of such an idea
of category-mismatch. However, when an attempt is
made to state precisely what makes an entity belong
to one category or another difficulties abound. Yet if
no such account is forthcoming then more con-
troversial applications—like the idea that minds and
bodies belong in different categories—can only rest
on vague intuitions.

In an early and important paper on categories (Ryle
1938), Ryle did attempt to give some precision to the
concept, though without following either Aristotle or
Kant in supposing there is some fixed number of cat-
egories into which all human thought must fall. He
offered the following definition:
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Two proposition-factors are of different categories or
types, if there are sentence-frames which are such that
when the expressions for those factors are imported as
alternative complements to the same gap-signs, the result-
ant sentences are significant in the one case and absurd
in the other.

(Ryle 1938: 203)

The problem with this criterion is that it relies on
a unexplained notion of ‘absurdity.” P. F. Strawson
(1971) has shown that as it stands Ryle’s criterion
produces anomalous results: ‘{ojne should try import-
ing first “27” and then “37” as complements to the
gap-sign in “She is over...and under 33 years old”;
or first “mother” and then “father” into “It’s not
your...but your father”; or first “Green” and then
“Red” into “... is a more restful color than red”’
(Strawson 1971: 187). Clearly only a special kind of
absurdity—indeed a category-absurdity—is pre-
supposed in Ryle’s definition but one has not
advanced very far if to explain category-differences
one must appeal to category-absurdity. Another
suggestion might be that category-absurdity is a species
of analytic falsity, that is, falsity determined by
meanings alone, but the sentence ‘Some bachelors are
married’ while analytically false does not seem to
involve any category-mismatch. Thus it remains to be
said what kind of analytic falsity underlies category-
mismatch.

3. Category-mistakes and Philosophical Method

Although Ryle gave prominence to the idea of a
category-mistake in The Concept of Mind, even
suggesting that ‘[p}hilosophy is the replacement
of category-habits by category-disciplines’ (Ryle
1949: 8), he came to think that no precise definition
can be given to the concept of a category, which conse-
quently can never be used as a ‘skeleton-key’ which
will ‘turn all our locks for us’ (Ryle 1954:9). Never-
theless, the idea that philosophy is centrally concerned
with identifying the logical categories of its key
terms—where  necessary  exposing  category-
mistakes—and undertaking what Ryle called ‘logical
geography’ to find the proper location for problematic
concepts was a powerful driving-force in conceptual
analysis and produced some of the most valuable work
of the ‘ordinary language philosophers.’

See also: Ordinary Language Philosophy.
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Deconstruction

Deconstruction
E. Crasnow

Deconstruction is the name of a kind of writing and
a kind of thinking that symptomatically resists for-
mulation. It is associated with the work of the French
philosopher Jacques Derrida; but Derrida’s own
explosively various publications from the late 1960s
onwards was accompanied by a dissemination of
deconstruction, notably but not exclusively in the
USA, where it was initially pursued by lettrists rather
than philosophers, and played a key role in the rise of
interest in literary theory, prompting continued
debate in the humanities. Rather than attempting to
cover all this activity, the present article will con-
centrate on Derrida’s own work; but even this con-
centration does not offer a single identity. In terms of
nationality, for instance, Derrida has pointed out the
sense in which he is ‘not French’: ‘I come from Algeria.
I have therefore still another relation to the French
tongue.’ The sense of ‘another relation,’ of otherness,
is pervasive.

Deconstruction is not an autonomous discourse; it
exists in relation to other texts, in a reading of what
Derrida calls ‘loving jealousy’ which displays the alt-
erity in the texts’ identity, the indigestible element
in their system. This in turn gives a certain textual
specificity to deconstructive writing, which is all too
easily lost in a general discussion. This article therefore
includes an extended consideration of one recent text.

1. Philosophy and Literature

The sense of otherness also affects the question of a
single discipline. Derrida is a philosopher by training
and occupation, but his books are often denounced as
alien to their apparent discipline, and he can describe
himself as other than a philosopher:

I ask questions of philosophy, and naturally this supposes
a certain identification, a certain translation of myself
into the body of a philosopher. But I don’t feel that that’s
where I'm situated.

(Derrida 1985: 140)

In a 1981 interview he speaks of ‘my attempt to dis-
cover the non-place or non-lieu which would be the
“other” of philosophy. This is the task of decon-
struction.” The interviewer asks ‘Can literary and
poetic language provide this non-lieu or u-topos? and
Derrida replies:

I think so: but when I speak of literature it is not with a
capital L; it is rather an allusion to certain movements
which have worked around the limits of our logical con-
cepts, certain texts which make the limits of our language
tremble, exposing them as divisible and questionable.
(Derrida 1984:112)

This is an instructive passage in several ways. It pre-
sents the ambition to transcend a (philosophical) dis-
course, to get outside or beyond it into a meta-
language. But here as elsewhere, the transcendent
gesture is ultimately impossible. On another occasion
Derrida asks skeptically:

Can one, strictly speaking, determine a nonphilosophical
place, a place of exteriority or alterity from which one
might still treat of philosophy?

(Derrida 1982: xii)

The implied answer is no: one must differ from within.
Deconstruction must use the very tools it seeks to
question.

Another instructive aspect of the interview is its
offer of literature as an alternative to philosophy, to
replace it. Philosophy and literature are now in oppo-
sition, and such binary pairs are a frequent object of
deconstructive analysis. These pairings are commonly
marked by the speaker’s preference. Thus from a phil-
osopher’s point of view the opposition between phil-
osophy and literature might appear as the opposition
between rigor and frivolity, and the advocate of litera-
ture would attempt to reverse this valuation. Decon-
struction, however, specifically avoids a symmetrical
reversal. Derrida will therefore not substitute Litera-
ture with a capital L for Philosophy with a capital P.
Neither of these capitalized monoliths attracts him.
For it is precisely the monolith, the self-identical struc-
ture, that provokes deconstruction, which in turn dis-
plays the monolith as already fissured, discovering the
otherness in its apparent sameness; as in the discovery
that an apparently rigorous nonliterary discourse is
already tainted by the figuration that it would seek to
exclude. For example, Thomas Sprat’s 1667 History
of the Royal Society celebrates the scientific ambitions
of the body which he helped to found, and rails against
the unscientific ‘beautiful deceipt’ of ‘fine speaking,’
against ‘specious Tropes and Figures.” The Society’s
members have resolved, he writes:

to reject all amplifications, digressions, and swellings of
style; to return back to the primitive purity and shortness,
when men deliver’d so many things almost in an equal
number of words. They have exacted from all their mem-
bers a close, naked, natural way of speaking. ..

(Sprat 1667)

The metaphoricity of this diatribe against metaphor,
this impure argument for purity, needs no emphasis.
The metaphors link to form an implicit sequence: ‘to
return back . . . primitive purity . . . natural.’ The oppo-
sition between pure and impure, between nature and
artifice, is bolstered by a myth of origin which privi-
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leges the first term of each of these pairs. Sprat also
privileges ‘a natural way of speaking’ as against the
‘swellings of style.” Here style appears as unnaturally
evident; and, through the Latin stilus (a pointed
instrument for use with a wax tablet), it recalls the
artifice of inscription, a writing as opposed to a speech.

2. Speech and Writing

To examine the implications of this ranking of ‘speech’
over ‘writing’ has been a recurrent task for Derrida.
He traces it in Saussure, in Lévi-Strauss, in Rousseau,
and in the locus classicus: Plato’s Phaedrus. Socrates,
in this dialogue, tells of the Egyptian god Thoth, who
invented writing and offered it to the king with ‘a
paternal love,” but found his gift refused; the parent
is not always the best judge of children. The figure of
parenthood is developed as Socrates describes the fate
of speeches when transferred to writing: tumbled
about anywhere with no parent to protect them, and
unable to reply for themselves. As opposed to these
abandoned children, however, there is ‘a son of the
same family, but lawfully begotten... the intelligent
word graven in the soul of the learner, which can
defend itself, and knows when to speak and when to
be silent.” This is ‘the living word of knowledge . .. of
which the written word is properly no more than an
image.” Plato’s idealism is evident; the written word,
depreciated as it is, functions in the same way as the
image of the bed in the Republic. Yet the intelligent
word is ‘graven,’ inscribed, in the soul: the rejected
image of writing somehow taints the site from which
it is excluded.

The written word, for Plato, suffers an absence;
there is no parent to speak up for it; it lacks the
principle of reason which, by contrast, is present to
the lawful son, the intelligent word graven in the soul.
The intelligent word and the soul are both principles
of reason; that is, reason is here present to itself and
confirms itself. This self-presence is for Derrida
characteristic of western metaphysics, whose various
systems are organized around self-present, self-
-confirming centers which control and legitimate their
surrounding structures.

3. Logocentrism
Building on the Greek logos, which can mean both
‘word’ and ‘rational principle,” Derrida calls this
Western tradition ‘logocentrism.’” It is apparent in
Western religions, most obviously in the Fourth
Gospel, which appropriates the pagan logos for Chris-
tian divinity:

In the beginning was the Word, and the Word was with

God, and the Word was God.
(John 1: 1)

And, even earlier, the ‘1 am that I am’ of Exodus 3: 14
is an example of presence confirmed by reflexive self-
definition. But the practice is not exclusively religious;
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on the contrary, logocentrism can be entirely secular,
as in Husserl’'s phenomenology, where the self-
presence of consciousness, purified by a process of
bracketing or reduction, attains what he calls a ‘realm
of essential structures of transcendental subjectivity
immediately transparent to the mind.’

These logocentrisms go beyond the world of physi-
cal fact. In their organizing mastery, they transcend
the physical: they are metaphysical. Deconstruction
engages in a questioning of metaphysics, insofar as
metaphysics provides a repertoire of logocentric mas-
ter terms: foundation, origin, end, essence. And the
counterclaim is: ‘There will be no unique name, even
if it were the name of Being.” So deconstruction, in
dealing with binary pairs, does not simply reverse the
direction of dominance and privilege the under-
privileged. This would be to exchange the rule of cen-
trism for another, the principle of mastery remaining
intact. It has been shown how Derrida’s attempt to
discover the ‘other’ of philosophy entailed not an
opposing recourse to literature, but rather ‘an allusion
to certain movements which have worked around the
limits of our logical concepts.” These disruptive move-
ments are what forestall a symmetrical reversal, and
naming them is doubly problematic. In the first place
is the risk of producing yet another master term,
another ‘unique name.” Second, to name and codify the
deconstructive operation is to make it available for
appropriation and vulgarization, particularly at a time
when theories are fashionably marketable. As Adormo
wrote, ‘No theory today escapes the marketplace.
Each one is offered as a possibility among competing
opinions; they are all put up for choice; all are swal-
lowed.” Once packaged for consumption, decon-
struction is easily domesticated, its disruptive
potential dissipated. It is for this reason that Derrida
denies that deconstruction is a method or even a
critique. But appropriations of one sort or another are
unavoidable. American deconstructors, in particular,
have been driven to definitions, which include Paul
de Man’s equation of the deconstructive potential of
language with literature itself—a privileged role not
envisaged by Derrida. Again, as de Man says:

I have a tendency to put upon texts an inherent authority,
which is stronger, I think than Derrida is willing to put
upon them. I assume, as a working hypothesis (as a
working hypothesis, because I know better than that),
that the text knows in an absolute way what it’s doing.
(de Man 1986: 118)

In fact the hypothetical nature of de Man’s assump-
tion is not always evident in his more apodictic state-
ments. But, flirtations with literariness aside,
deconstruction’s influence on literary theory and criti-
cism has been marked, not least because of its atten-
tion to the preconditions of discourse; to what goes
into (and what is kept out of) the constitution of
an identity, be it a discipline, a genre, a system, an
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institutional practice; and how identity may be opened
up to alterity, to a ‘contamination of genres.’ J. Hillis
Miller, another American deconstructor long resident
at Yale, has listed some of the assumptions of tra-
ditional literary studies that deconstruction has chal-
lenged. They include accounting for a literary work
by reference to the writer; arranging literary history in
an organic development of definable periods; holding
that a good work should have a definable, unified
meaning; that language is primarily referential, and
that figurative language is ‘an adventitious flourish
added to a literal base’ (Miller 1991: 335). The list is
apposite; its final point about figurative language has
already been demonstrated with reference to Sprat.
But it is in some ways deceptive. What it claims as
deconstructive is not exclusively so; reference to the
writer in interpreting the work, for example, is not
questioned by deconstruction alone. Moreover, a list
inevitably omits the point that, in Derrida and in some
of his followers, it is the very language of decon-
struction, its presentation and terminology, that con-
stitutes the primary challenge. Derrida’s own style
varies according to its occasion; but it is commonly
obtrusive, often obscure, elliptical, wittily perform-
ative. Its challenge proves rebarbative for some read-
ers; for others it shapes the exhilarating experience of
deconstruction as a kind of writing. In part, it shares
with the differing idioms of Lacan or Althusser the
desire to resist facile assimilation. Yet presentation in
itself is no defense; there will always be popu-
larizations, of which this is one. And terminology,
however resistant, is open to appropriation. None of
Derrida’s coinages, no matter how neologistic or
bizarre, has escaped. They have multiplied as if to
prevent the emergence of a unique name, and in
response to the readings of particular texts. He calls
them ‘undecidables’; and they take the risk, already
mentioned, of naming those ‘movements which have
worked around the limits of our logical concepts,” and
which are to be set to work in the text at hand.

4. Differance

One of the most wide-ranging of these undecidables
is the famous ‘differance.” The usual ‘¢’ is replaced by
an ‘a,” and the replacement is inaudible—an effect of
writing rather than speech. Differance retains some of
the usual connotations of difference; deconstruction
reads with difference insofar as it reads against same-
ness, the noncontradictory, the homogeneous. It
builds on Saussure’s claim that ‘in language there are
only differences without positive terms.” This is not to
claim that Saussure is a deconstructionist avant la
lettre. His preference for speech over writing is at
times logocentric, as Derrida points out; and his posi-
tive view of the combination between signifier and
signified is replaced in deconstruction by a regressive
series of significations, each signified always in the
position of another signifier, a process whose closure

could only come about through the imposition of what
Derrida calls a ‘transcendental signified’ to curb the
play of semiotic slippage, which ultimately cannot be
curbed and which produces the ‘indeterminacy’ of
deconstruction. From this point of view, Saussure is
not differential enough. But difference is not the only
concern. The French verb différer indicates not only
differing but also deferring or delaying; it can thus
be read as displacing the moment of self-presence in
logocentrism, ‘spacing and temporalizing’ as Derrida
puts it. All these functions of difference and deferment
are combined in the neologism ‘differance’: ‘the move-
ment that structures every dissociation... what in
classical languages would be called the origin or pro-
duction of differences.” And despite various dis-
claimers— Differance is neither a word nor a
concept’—it remains, as Derrida acknowledges, a
metaphysical name. Indeed, it is a name for something
that has been unnameable within the logocentrism
of Western culture (though it appears ‘almost by
name’ in the work of radical thinkers like Heidegger,
Nietzsche, Freud). With this series of denials the dis-
cussion begins to sound very much like negative theol-
ogy, but with a difference:

This unnameable is not an ineffable Being which no name

could approach: God, for example... there never has

been, never will be, a unique word, a master-name.
(Derrida 1991: 76)

For all that, within eight years of the French
publication of ‘Différance’ in 1968, it was possible for
Gayatri Chakravorty Spivak, the translator of Of
Grammatology, to describe it as ‘close to becoming
Derrida’s master concept.” Whatever disclaimers are
offered, the forces of appropriation will seek mastery,
even negative mastery. One possible reaction is to seek
safety in numbers by multiplying the undecidables. In
Derrida’s later work, however, there seems to be at
least a partial despecialization of terminology, with
an increasing concentration on topics like translation,
or names and naming: topics which work without
recourse to neologism. On the contrary, they signal
a continuum with others’ analyses, as in Derrida’s
repeated readings of Benjamin on translation.

5. Puncepts

A further aspect of deconstructive terminology or
indeterminology is its use of wordplay and the com-
pound pun. Gregory Ulmer has offered the term ‘pun-
cept’ for this habit; a mutation that recalls the
derivation of ‘concept’ from the Latin conceptus, a
participle of the verb concipio, itself formed from com
(‘with, together’) and capio (‘to take hold of, to
grasp’). That s to say, the term ‘concept’ has a centrist
etymology; to replace it with the pun or puncept is
a decentering move. Puns disrupt the propriety of
language, but they need not be unmotivated, and
Derridean wordplay is functional. For example, one
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of his discussions of translation is called ‘Des Tours
de Babel’ (1980). In this title, the biblical tower of
Babel is pluralized into a symptom rather than an
event. Des can be read as ‘of the’ or ‘about the’—here,
as in the later Of Spirit, there is an echo of the diction
of an academic monograph; but we can also read Des
as the casual ‘some,’ which undermines formal diction.
One cannot tell from Des Tours whether tour is femi-
nine, which would make it a tower; or masculine,
which would make it a turn, a twist, a trope: varieties
of indirection that the essay will apply to translation
as such and to language in general. This indirection is
emphasized by punning on Des Tours and détour;
detour, like delay is an aspect of differance. Accord-
ingly, the failed structure of Babel becomes a decon-
struction:

The ‘tower of Babel’ does not figure merely the irreducible
multiplicity of tongues; it exhibits an incompletion, the
impossibility of finishing, of totalizing, of saturating, of
completing something on the order of edification, archi-
tectural construction, system and architectonics.
(Derrida 1991:244)

‘Improper’ procedures like the pun are deliberately
courted as a means of interrogating propriety, prop-
erty, and the proper. In 1975 Derrida gave a lecture,
later expanded into a book, on the poet Francis Ponge.
The title seems innocuous; SignéPonge, perhaps
‘Signed Ponge,’ as if inscribed below a Ponge text.
Lurking within this sober compound, however, is a
sign of the drunken éponge: a ‘soak,’ or an amorphous
‘sponge.’ Passer |'éponge sur is to blot out or oblit-
erate; thus /'éponge éponge, | 'éponge est Ponge: ‘the
sponge expunges, the sponge is Ponge’ . .. The sponge
becomes a deconstructive operator with which to
interrogate the notion of signature as the identifying
mark of the proper name; and this is carried out in and
through the outrageous wordplay and the readings of
Ponge’s texts.

6. Inside and Outside

A milder but notorious piece of wordplay comes from
Of Grammatology, one of three books published in
1967. During a discussion of Rousseau, Derrida turns,
as he so often does, to the question of reading, and
produces the sentence I/ n'y a pas de hors-texte. This
saying raises crucial questions and has become a rally-
ing cry against deconstruction. Rendered as ‘there is
nothing outside the text’ it is used to accuse decon-
struction of a narrowly text-based reading practice;
or, more generally, of a nihilistic indifference to con-
text and history. But there are other readings. A small
slippage produces Il n’y a pas dehors-texte: there is no
outside of or to the text (recall the earlier question of
whether there was a place outside philosophy). If the
text (whatever that turns out to be) has no outside, it
seems boundless; rather than narrowing the field, this
opens it widely. Then again, /hors-texte seems to echo
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other hors-compounds; for example, hors concours. A
picture at an exhibition is hors concours if it is above
its class, out of competition. Perhaps to be hors-texte
is to be out-of-text in the sense that one is out of the
game, out of play. But this is a negative sentence, so
that the possibility of being out of play is precisely
what it denies. These readings suggest the impossi-
bility of an appeal to:

a signified outside of the text whose content... could
have taken place outside of language, that is to say, in
the sense that we give here to that word, outside of writing
in general.

(Derrida 1976: 158)

An outside in this sense is strictly utopian, the
u-topos or non-lieu already described. A problematics
of outside and inside develops in deconstruction; lead-
ing, for example, to the question of what is formally
outside a text—preface, afterword, footnote, com-
mentary—and the presumption of priority or auth-
ority that such elements may claim. This in turn
produces a recurrent questioning of boundaries,
margins, and frames, and in some cases the disruption
of the printed page as a visual unit; Glas (1974) is
printed in two columns which deal with Hegel and
Genet, the proper and the improper; but which are
multifariously interrupted, not only by other dis-
courses but also by typographical intrusions, inset
blocks of print which give the page the appearance of
a collage.

7. Ethics and Politics

The problem of inside and outside has further impli-
cations which lead into ethics and politics. They can
be approached through the notion of context as an
outside, and the indifference to context which has been
read into Il n’y a pas de hor-texte. This may imply an
extension of textuality rather than an encapsulation
of the text. Derrida refers to this extension as the
‘general text,” as in these comments during a contro-
versy that followed the publication of some of his anti-
apartheid writing:

That’s why South Africa and apartheid are, like you and
me, part of this general text, which is not to say that it
can be read the way one reads a book. That’s why the
text is always a field of forces: differential, heterogeneous,
open and so on. That’s why deconstructive readings and
writings are concerned not only with library books, with
discourses, with conceptual and semantic contents...
They are also effective or active (as one says) inter-
ventions, in particular political and institutional inter-
ventions that transform contexts. .. .

(Critical Inquiry 13: 167-68)

In this and in other passages there appears to be a
convergence between general text and context, as an
open field of forces which is subject to intervention,
but which, through its very openness, cannot be deter-
minately specified—as in the gesture of specifying a
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context that will determine the meaning of a text. The
context is never ‘saturated.’ Thus Derrida can include
Freud’s personal history in a discussion of Beyond the
Pleasure Principle, but cannot claim any psycho-
biographical authority; his title is ‘ “Spéculer’—sur
Freud; and he considers how even an auto-
biography might speculate.

The larger question of a deconstructive politics has
been widely debated. Barbara Johnson, one of the
shrewdest American deconstructors, says:

There’s no political program, but I think there’s a pol-
itical attitude, which is to examine authority in language,
and the pronouncements of any self-constituted authority
for what it is repressing or what it is not saying.

Johnson’s attitude is antidogmatic; political dogma
itself, as it asserts a party line, can become one of those
monolithic structures which deconstruction views as
always already fissured by otherness. And the positive,
indeed affirmative role claimed by deconstruction has
increasingly focused on its response to the other and
to otherness, to the alterity that self-identity tries to
exclude: ‘every culture is haunted by its other.” Decon-
struction can then claim to contribute to a necessary
cultural self-interrogation whose range is potentially
vast: Derrida, describing ‘the violent relationship of
the whole of the West to its other,” invokes ethno-
logical, economic, political, and military relation-
ships, besides the linguistic and philosophical
relationships which form his usual approach (Derrida
1982: 134-35). His work on denegation, marginal-
ization, violent suppression, and exclusion during the
1980s concentrated on Nazism. There are several
reasons for this concentration. No doubt it owes
something to Derrida’s own experiences as a Jewish
child in colonial Algeria after the fall of France (Wood
and Bernasconi 1985:113). More recently, violent
debates followed the discovery that Paul de Man—a
personal friend—had during World War II produced
a body of journalism in occupied Belgium that
included some collaborationist and anti-Semitic sen-
timents (Miller 1991: 359-84). Most particularly, per-
haps, it stemmed from the wish not to suppress
awkward facts about philosophers whose work had
been important to him. Thus it was necessary not to
avoid the specific Nazi involvement of Martin Hei-
degger during the 1930s, and his silence about sub-
sequent events.

8. Derrida on Heidegger

Derrida was one of several writers (including Lacoué-
Labarthe and Lyotard) to reopen Heidegger’s case.
His book Of Spirit: Heidegger and the Question
appeared in French in 1987; the title’s strategy recalls
‘Des Tours de Babel’; and on this occasion, the reader
is specifically reminded of how De [ ’esprit invoked a
tradition of the learned treatise; the overlap of French
and Latin de lends it classical authority. But the title

also echoes ‘a scandalous book’ of the same name:
Helvétius’s De [ ’esprit, proscribed and burned in 1759.
This too is conveyed to the reader, in a mysteriously
proleptic footnote which begins ‘Since the whole of
this discourse will be surrounded by fire..."; it goes
on to describe the burning of other heretical books,
and indeed the burning of a heretic. Already, with this
apparent digression, Ciceronian learned solemnity is
wearing thin; a different interest appears through the
opposition of dogma and heresy, the deconstructive
interest in exclusion and repression. The notion of
system or structure as that which perpetuates the same
at the expense of the other is acted out here through
disruptions at various levels of the text. Thus, what
seems to be on offer is a formal scheme, an analytic
narrative about Heidegger’s use of a certain set of
terms between 1927 and 1953; but its methodical
sequence is constantly interrupted by retrospect and
anticipation: ‘Twenty years later, Heidegger will have
to suggest... .” And, as in the Helvétius footnote, a
digressive tendency, a substitution for the apparent
topic, is constantly suggested by initially obscure
interventions:

I shall speak of ghost [revenant], of flame, and of ashes.
And of what, for Heidegger, avoiding means.

These are the opening sentences; with hindsight, they
are purposefully ambiguous. In one sense, their con-
cerns are all present in the narrative; in another they
are largely absent, excluded, ‘avoided’ in their his-
torical aspect—which is nevertheless invoked through
passages like the Helvétius footnote, which with its
burning of books and bodies can hardly fail to recall
Nazi incinerations. The rare direct references are
powerfully understated: ‘this was not just any quarter
century.” Through such reticence the text mimes Hei-
degger’s attempted avoidance of an historical referent
in the postwar period; and, at another level, the Nazi
attempt to efface the Final Solution.

8.1 Language and Nationalism

Another way of putting this would be to describe the
return of the repressed. What returns, in French, is a
revenant, a ghost; and a ghost in German is der Geist;
but Geist is also spirit—Geist and its compounds are
what Of Spirit is ‘about.’ In its oscillation between
concept and context the book works like a huge and
tragic pun. This pun is also an oscillation between
languages, and questions of translation recur through-
out. And unlike the treatment of translation in ‘Des
Tours de Babel,” where it serves as what Derrida calls
a ‘conceptual generality,’” translation in this text is
particularized: ‘What I am aiming at here is, obviously
enough, anything but abstract.” One particular field
of translation concerns philosophical nationality and
nationalism; not only in the linguistic problems
revealed by translating Geist into the languages of its
European neighbors, but also in the massive ideo-
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logical implications of this move: a translation, as
Derrida puts it, of discourse into history. The extreme
privilege that Heidegger grants to German, or
German-and-Greek, is well known; ‘horribly danger-
ous and wildly funny,’ says Derrida. Heidegger’s geo-
politics forms a sort of selective Eurocentrism with
the Greek pnewma, the Latin spiritus, and the German
Geist inscribed in what Derrida calls a ‘linguistico—
historical triad’ of spirit. German is still privileged
here because it depends on what Heidegger claims is
an ‘ordinary meaning.” The whole situation should by
now be familiar: maintenance of the same by exclusion
of the other, endorsement of the same by a myth of
origin.

Deconstructive analysis intervenes by showing the
other as already inscribed within the same, and under-
mines the myth by showing the origin as already het-
erogeneous and hence not a pure identity. The stages
are no longer spelt out as they were in previous works,
but the strategy survives. In a piquant move, the tri-
adic foreclosure of spirit is opened up to include the
Hebrew ruah, with as good a claim to origin as any
other term for spirit; it is ‘what Greek and the Latin
had to translate by pneuma and spiritus.” Moreover,
ruah is shown as linked with pneuma through the Gos-
pels, and as containing both good and evil in the
manner that Heidegger ascribes to Geist. What was
avoided has been included, from the outset.

8.2 Heidegger’s Deconstruction

Geist is itself, to an extent, avoided by Heidegger. It
never receives the interrogation afforded to terms like
Dasein or Denken—this despite Geist’s importance in
the nineteenth century, not only as an index of
national culture, but also as a focus for philosophical
enquiry, as in Hegel’s Phenomenology of Spirit. 1t is
part of Heidegger’s great work of 1927, Being and
Time, to question this importance and this focus, inso-
far as Geist follows a Cartesian emphasis on sub-
jectivity that for Heidegger marks a wrong turning in
philosophy. As he recounts this questioning, Derrida
is in fact describing a Heideggerian deconstruction,
which will expose the apparent autonomy of cogito
ergo sum as fissured by the ignoring or avoiding of
sum; emphasis is all on the cogito, which leads to a
subsequent ‘neglect of being,’ a failure to investigate
existence, in the ‘Cartesian—Hegelian’ tradition. Being
and Time attempts a reorientation: ‘the *“‘substance’
of man is not spirit as a synthesis of the soul and
the body but existence.” The suspect term ‘spirit’ is
commonly placed between quotation marks in Being
and Time—a typographical warning which, like Hei-
degger’s crossings-out, has had its own influence on
Derrida—who, after all, derives ‘deconstruction’ itself
from Heidegger’s Destruktion and Abbau. He could
easily have used Destruktion for Heidegger’s ques-
tioning at this point; instead, he uses his own word
and invokes his own practice, as if to emphasize that
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deconstruction is no absolute safeguard against the
snares of thought. For there is a drastic change to
come.

8.3 Heidegger’s Logocentrism

The ‘tortuous prudence’ of Being and Time is aban-
doned in 1933, when Heidegger, as the newly-
appointed rector of the University of Freiburg, gives
an address on the self-assertion of the German uni-
versities. The prophylactic quotation marks are
deleted as he offers a ‘spiritual world’ which ‘guaran-
tees the people its grandeur,” and which is not the
people’s culture or knowledge but ‘the deepest power
of conservation of its forces of earth and blood.” The
exaltation of will, order, and destiny, the rejection
of academic freedom, are unmistakably Fascist. ‘One
could say,’ writes Derrida, ‘that he spiritualizes
National Socialism.” But in doing so Heidegger goes
back on his own deconstruction, at least insofar as the
‘massive voluntarism’ of the address, its will to power,
is a return to the subjectivity which he had been at
pains to question.

Of Spirit follows the fortunes of Heidegger’s Geist
through the various stages of its ‘inflammation and
inflation’—terms that turn out to be more than meta-
phorical. The book is described as surrounded by fire;
its climax comes in Heidegger’s comments on the poet
Trakl, where the inflammation is actual. Here, ‘Der
Geist ist das Flammende’ and ‘Der Geist ist Flamme’,
spirit is a ‘lame which inflames, or which inflames
itself’; it ‘can devour tirelessly and consume everything
up to and including the white of the ash.” As he has
done before, Derrida shows how what had been
excluded returns in Heidegger’s discourse; and here
he invokes Hegel whose determination of spirit had
previously called for deconstruction. Now Derrida
points the reader towards the treatment of Hegel in
Glas; and, turning to that text, he quotes Hegel’s
description of spirit as luminous essence, in terms that
sound very like Heidegger’s spirit-in-flames:

Pure and figureless, this light burns all. It burns itself in
the all-burning it is; leaves, of itself or anything, no trace,
no mark, no sign of passage.

(Derrida 1986: 238)

Heidegger has rejoined Hegel and the logocentric tra-
dition. The purity of this self-consuming, figureless
figure recalls ‘I am that I am’ (and perhaps the burning
bush) in its reflexive autonomy, free of difference, free
of the other as residue. Again, Derrida does not spell
out the deconstructive response to all this. Rather, he
invokes the inevitable return of the other, the haunting
revenant in its full range of implications from semantic
difference to social difference. Some of this range is
suggested in Glas when Hegel's pure light is described
as a kind of offering or sacrifice, but Derrida imposes
another term:

... the word holocaust that happens to translate Opfer is
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more appropriate to the text than the word of Hegel
himself. In this sacrifice, all (holos) is burned (caustos). . .
(Derrida 1986: 241)

—another total figure that leaves no trace. Glas uses
its two-column layout to juxtapose this point with a
scene in an Algerian synagogue. Of Spirit, as we know,
is more reticent. The Holocaust is never named, but
it is implicitly suggested and deconstructed, both as a
conceptual and as an historical totality: the Solution
that was not Final, the ash that was not consumed.

9. Conclusion

It should by now be apparent that the very appearance
of deconstruction in the context of an encyclopedia
is paradoxical. An encyclopedia surveys established
knowledge in a necessarily dogmatic fashion, while
deconstruction seeks precisely to question the dog-
matic and the established. Yet, as already shown, it
has to differ from within; and this not only justifies its
placing in reference books but, in a larger sense, gives
it its cultural role.
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Essentialism
T. R. Baldwin

Several twentieth-century philosophers of language
have argued that the semantic properties of language
have important essentialist implications. Essentialism
is, however, a vague doctrine, and before examining
its modern manifestations it is helpful to look briefly
at its historical origins.

1. Aristotelian Essentialism

There is a manifest difference between those properties
which objects possess only at some times and those
which they possess throughout their existence. If this
distinction is extended to embrace possible changes as
well as actual ones, one arrives at one conception of
an object’s ‘essential’ (as opposed to its accidental)
properties, namely those properties which it cannot
fail to possess. Aristotle held that in identifying that
essential property of an object which identifies what
kind of thing it is—its essence—the means is provided
for an understanding of all the object’s properties,
since all explanations rest upon ‘“first principles’ which
concern these essences. This thesis was enormously

influential, and is the basis of traditional essentialism.
Descartes shows its influence when he discusses the
essences of mind (thought) and matter (extension),
and constructs his psychology and physics upon these
identifications. But the essentialist tradition became
problematic as new sciences developed without ref-
erence to traditional essences. Locke shows well the
resulting situation: he acknowledged the traditional
doctrine in his theory of ‘real essences,’ but, doubting
people’s ability to know anything of them, he held
that the classifications employed in the new sciences
are only ‘nominal essences,’ that is, not really essential
properties at all.

In Kant’s works essentialism returns, but now as
a doctrine about the essential features of objective
experience, and thus only indirectly as a doctrine
about essential features of the world. Nonetheless,
Kant’s doctrines provided the stimulus for an idealist
essentialism according to which all aspects of the
world are essentially related. Since the analytic pro-
gram in philosophy arose as a reaction against the
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excesses of this idealist essentialism, for the first half
of the twentieth century there was little interest in
essentialist doctrines (with the notable exception of
Wittgenstein’s Tractatus). Indeed W. V. O. Quine
famously argued that essentialism is incoherent (Lin-
sky 1971). Within the phenomenological movement,
by contrast, essentialist doctrines flourished, though
in the writings of Heidegger and his disciples the use
of essentialist terminology is problematic.

2. Modern Essentialism

Since the development of possible world semantics
for modal logic in the 1960s, however, essentialist
doctrines have become fashionable within analytic
philosophy. Quine’s arguments against the very idea
of essentialism were decisively refuted by Kripke
(Kripke 1980), and some philosophers have sought to
revive Aristotelian doctrines (Putnam 1975). What
remains wide open to argument, however, is the extent
of a defensible essentialism.

A modest position draws on familiar necessary
truths (e.g., that 5 is less than 7) and argues that these
can be reinterpreted as identifying essential properties
of the objects referred to (i.e., that it is an essential
property of 5 that it is less than 7). Where this modest
essentialism concerns abstract objects, such as
numbers, it suggests that these are just nodes within a
network of internal relations. More ambitious essen-
tialist positions concern concrete objects and, drawing
on the thesis that an object’s identity is essential to it,
argue that its essential properties include its causal
origin, its material constitution, and its kind (the tra-
ditional Aristotelian essence); it is even urged that
each object has a distinctive essential property (its
haeccity) which sustains its identity through different
possible situations.

Kripke and others have argued that the initial thesis
here is a logical consequence of the necessary reflex-
iveness of identity, and although this argument is not
persuasive, the thesis itself seems integral to the con-
cept of identity (though some theorists reject it—cf.
David Lewis 1986). But whether this thesis has sig-
nificant implications is much disputed. Critics argue
that since possible situations can be specified by per-
mutations of the properties of actual objects there is
no need for the hypothesis of ‘haeccities.” Further-
more, it is argued (Mellor 1977), essentialists mis-
represent natural necessity: the genetic dependence of
children upon their parents should not be regarded as
embodying a special ‘metaphysical’ necessity. Simi-
larly, natural kinds should not be represented as Ari-
stotelian essences, since the existence of general-
izations about a kind at one level of explanation
is compatible with a diversity of structures at a deeper
level; thus water is a natural kind even though D,0 as
well as H,O is water. The only defensible essential-
ism in the natural sciences appears to be one which
invokes only Locke’s nominal essences.

See also: Analyticity; Concepts; Natural Kinds;
Necessity.
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Falsificationism

A. A. Brennan

Verificationist theories of meaning are concerned with
cognitive significance. Their intention is to separate
sentences into two distinct classes, namely those that
have cognitive significance, or empirical meaning, on
the one hand, and those that are meaningless on the
other. However, in his Logic of Scientific Discovery
Karl Popper argued that a criterion for demarcating
the scientific from the nonscientific could be based not
on how a claim, hypothesis, or theory is verified but
rather on whether it is capable of falsification.
Universal statements such as ‘All ravens are black’
are not completely verifiable, since it would require
examination of an infinite number of cases to establish
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their truth. However, one counter example alone is
sufficient to establish the falsity of such a statement.
If a clear (but nowadays controversial) distinction is
made between theory and observation, then theories
could be divided into those which are open to falsi-
fication (hence, for Popper, having empirical content)
and those which are not. Theories which are vul-
nerable to empirical refutation and which withstand
it are, he claimed, thereby confirmed to some degree.
Science makes progress, he suggested, by scientists
making conjectures and then looking to see if nature
refutes them.

Popper’s work is based on a number of doubtful com-
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mitments. These include recognizing a clear theory—
observation distinction, maintaining a realistic con-
ception of the objects of scientific study, and also
holding that the sciences have a hypothetico-deductive
structure in terms of which notions like confirmation
and testability can be explicated. Under the impact of
Thomas Kuhn'’s sociological approach to the sciences,
and of serious qualms about the viability of realism
in metaphysics, theory of meaning, and the sciences,
many contemporary philosophers of science would be
reluctant to endorse Popper’s image of an objective
science being driven forward by the method of con-
jecture and refutation. This is not to deny that scien-
tists make conjectures and test them: but this is only

part of a range of activities in which they engage and
may play a relatively minor role in determining which
portions of current theories are rejected and which
retained.

See also: Verificationism.
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Foundations of Linguistics
F. D’Agostino

Questions about foundations of (or for) linguistics
might be either ‘ontological,” ‘epistemological,” or
‘theoretical.’

1. Ontological Foundations

Foundations for linguistics in the ontological sense
are established through identifying and describing the
ultimate constituents or aspects of reality which
linguistic theories seek to refer to and to characterize.
(Similar questions arise in relation to other disciplines.
Are social facts really, ultimately, facts about indi-
vidual human beings? This is a question about onto-
logical foundations for the social sciences.) Theorists
concerned with this issue have formulated distinct
accounts of the ontological foundations of linguistics.

According to ‘psychologism,’ linguistic theories are
meant to characterize the psychological states of lan-
guage users and, in particular, their competence to
employ their language (see Chomsky 1986: ch. 1).

According to Platonism, the objects which linguistic
theories are meant to characterize (namely, sentences)
are purely abstract in the same way as are the objects
of mathematical theorizing—they have, in other
words, no material existence or embodiment per se
(though they might be ‘represented’ by given material
objects or events) (see Katz 1981).

According to ‘behaviorism,’ linguistic theories seek
to characterize the actually occurring speech behavior
of individual language users and to identify the stimu-
lus circumstances and patterns of conditioning which
give rise to it (see Skinner 1957).

According to ‘conventionalisin,’ linguistic theories
aim at characterizing the socially constituted con-

ventions which regulate individuals’ speech behavior
(see, for instance, Bennett 1976).

‘Instrumentalism’ is a radical alternative to these
more committed positions on ontological foun-
dations, according to which it is unnecessary, when
theorizing about linguistic phenomena, to provide any
account of deeper realities which might be manifested
in these phenomena; linguistic theories, on this
account, need only provide a basis for the prediction
of phenomena. (Instrumentalism, less fashionable in
the early 1990s than previously, was perhaps most
appealing in relation to quantum mechanics, where it
is notoriously difficult to give, within the framework
of classical physical theories and of commonsense
concepts, a coherent interpretation of underlying
realities.)

2. Epistemological Foundations

Foundations for linguistics in the epistemological
sense are established when a category of claims is
identified with respect to which all other claims are to
be justified. (Foundationalism in this sense is no
longer as reputable, in the general philosophical
context, as it certainly once was. According to con-
temporary thinking, epistemic justification is provided
not by establishing links between foundational claims
and those which are to be justified, but, instead, by
exhibiting the ‘coherence’ of the claims which are to
be justified with other claims already, though only
defeasibly, assumed to be justified.)

According to some, it is native speakers’ ‘intuitions’
about grammaticality, synonymity, etc., that are to be
used to test linguistic hypotheses. (This position is
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associated with the program initiated by Chomsky.)
Others reject this approach on the grounds that such
intuitions do not provide a suitably intersubjective
basis for testing linguistic claims. (How are cases in
which some speakers claim grammaticality and other
speakers deny it to be understood? For critical dis-
cussion of this approach, see Sampson 1975: ch. 4.)

Alternatives (or supplements) to such intuitionism
include psycholinguistic investigation of speech pro-
duction and comprehension, and corpus-based inves-
tigation of distributional structure.

Those who seek psycholinguistic foundations
demand, for the justification of some claim, that it be
supported by evidence about the psychological states
of language users. That the sentences Alf persuaded
Beth to leave and Alf expected Beth to leave have
different ‘deep structural’ analyses has its epistemic
grounding, on this account, in facts, revealed in ‘click
paradigm’ experiments, about language users’ per-
ceptual images of these sentences (Fodor et al. 1974:
ch. 6).

Corpus-based investigations, by contrast, take as
epistemically primitive observations of the distri-
bution, in an attested corpus of utterances, of various
subsentential elements (for an influential account, see
Harris 1964).

3. Relations Between Ontological and
Epistemological Foundations

There is no straightforward relation between positions
on questions about ontological and epistemological
foundations. Someone who accepts a psychologistic
account might but need not be an intuitionist; s/he
might reject intuitionism in favor of a psycholinguistic
approach. Perhaps more surprisingly, a Platonist
might adopt the same intuitionistic approach to epis-
temological foundations as a rival psychologistic the-
orist. Of course, in treating users’ intuitions as
authoritatively justificatory, these rival theorists will
interpret them differently—the ‘psychologist’ will
interpret them as evidence about competence, whereas
the Platonist will interpret them as evidence (on the

model of perceptual evidence) about structures which
exist independently of human psychological states.

4. Theoretical Foundations

Another approach to linguistic foundations is
embodied in attempts to articulate the findings of
linguistics with those of other sciences. Those involved
in the neurolinguistic enterprise are plausibly rep-
resented as seeking to discover the bases or foun-
dations, in the architecture and functioning of the
brain, of human linguistic capacities and perform-
ances. In a distinct but related way, comparative etho-
logists might try to discover the precursors of human
language capacities and performances in the capaci-
ties and performances of nonhuman species (see
Lieberman 1984).

Articulation of mathematical models for linguistic
structure provides another example of theoretical
foundationalism. Investigations of the properties of
mathematical systems might even be thought to bear
on the adequacy of devices of grammatical rep-
resentation. (For some applications of mathematical
techniques to the understanding of language acqui-
sition, see Wexler and Culicover 1980.)
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Instrumentalism
P. Carr

The term ‘instrumentalism’ is used in the philosophy
of science to describe a particular way of interpreting
scientific theories, and the terms embedded in those
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theories. Instrumentalism is usually defined in contra-
distinction to ‘realism.’ Realist philosophies of science
claim that scientific theories describe a reality over
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and above observable events, a reality which may not
be directly observable, but which causes those events
to occur. A realist, for instance, would interpret the
term ‘gravitational force’ as describing a physical
reality which brings about certain observable events,
such as objects falling to earth and airplanes remain-
ing within the earth’s orbit. It may not be possible to
observe gravitational force directly, but its existence
is postulated as a causal factor in bringing about a
wide range of events which are observable. The instru-
mentalist claims that such an interpretation of theor-
etical constructs is unwarranted, and all that can be
justifiably asserted about terms like ‘gravitational for-
ce’ is that they permit a certain measure of success in
predicting and ordering the events in question. The
instrumentalist’s objection is to the idea of a non-
observable reality ‘hidden,’ as it were, behind observ-
able events. The emphasis, for the instrumentalist,
is on science as being concerned with that which is
strictly observable.

A case of conflict between realist and instru-
mentalist views of science, which is often cited, con-
cerns the realist interpretation given by Galileo of the
heliocentric theory concerning the Earth and the sun.
The objection raised by the Catholic Church was not
to the theory per se, but to Galileo’s realist interpret-
ation of it, under which it was held to describe a
physical reality (the earth’s solar system). The Church
was prepared to accept only an instrumentalist
interpretation of the theory, under which it was seen
merely as a useful means of predicting movements of
heavenly bodies.

Instrumentalist views of science have been common
throughout the history of science (for an introduction
to the issues, set in a historical perspective, see Popper
1963). In the twentieth century, when the theory of
the atom first began to be developed, many physicists
wished to deny the reality of atoms, and to accept an
instrumentalist interpretation of atomic theory.
Instrumentalist interpretations of science were com-
mon among the group of philosophers, active in the
1930s, known as the Vienna Circle. Their philo-

Linguistic

L. J.

‘Linguistic philosophy’ is the name often given to the
conception of philosophical problems as problems
about meaning or meanings. Until the twentieth
century, no important philosopher held all philo-

sophical position, known as logical positivism, influ-
enced work done in linguistics in America at the time;
and this is said to be evident in the work of the Post-
Bloomfieldians (see, for instance, Twaddell 1957 for
an instrumentalist interpretation of phonological
constructs).

For the Post-Bloomfieldians, if linguistics were to
be scientific, it must concern itself with observable
events, and not with, for instance, unobservable ‘men-
tal states.” Chomsky is said to have rejected such
instrumentalism in favor of a realist interpretation of
linguistic theory, under which theoretical terms refer
to unobservable linguistic realities which lie behind
observable linguistic behavior. For Chomsky, these
are mental states (see Chomsky 1986).

Although Chomsky’s realist interpretation of
linguistic theory is widely accepted within generative
linguistics, it is common to find generative linguists
withholding any bold claims as to the reality of the
objects, structures, and relations they postulate. In
one generative theory of syntax which emerged in the
1980s, there was an explicit denial as to the psycho-
logical reality of the objects and structures postulated.
However, to deny that one’s theory characterizes a
psychological reality need not commit one to instru-
mentalism. A realist interpretation could be supplied
for those objects which is not psychological in nature.
(For a fuller account of instrumentalism in linguistics,
cf. Carr 1990: ch. 3.)

See also: Realism.
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Philosophy
Cohen

sophical problems to be of this nature. For example,
Hobbes (1651) thought that truth consists in ‘the right
ordering of names in our affirmations,” and asked
whether, in a language in which predication was ex-
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pressed by the adjunction of subject and predicate
rather than by a copula, there would be any terms
equivalent to ‘entity,’ ‘essence,” or ‘essentiality.’ But
Hobbes’s account of political obligation was not lin-
guistic: a citizen’s obligation to obey the law, he
thought, arises out of the social contract that all citi-
zens make with one another to obey a sovereign who
will protect them. However, in the first half of the
twentieth century, a more comprehensively linguistic
approach to philosophy was encouraged or de-
veloped, along at least seven different, though inter-
related, lines.

1. Linguistic Approaches to Philosophy
1.1 Frege's (1893) and Russell’s (1903) Project for
the Reduction of Mathematics to Logic

In this project, all arithmetical concepts were to be
defined in terms of logical ones and all arithmetical
truths were to be shown provable from logical ones.
Thus the correct philosophy of mathematics was to
be rigorously and conclusively demonstrated. The
project itself encountered a number of deep-seated
difficulties; but it nevertheless inspired many phil-
osophers to think it worthwhile exploring the possi-
bilities of exact formal-logical analysis in regard to
other areas of language use. Among such searches for
logically ideal languages or language fragments, one
could list Carnap’s (1951) work on the measurement
of inductive support, von Wright’s (1951) on the logic
of obligation, Hempel’s on the structure of scientific
explanation, Hintikka’s (1962) on the relations be-
tween knowledge and belief, Prior’s (1957) on the role
of verb tense in statements about past, present, and
future, Plantinga’s (1974) on the nature of necessity,
and so on. Not all these writers have confined them-
selves to the linguistic method of philosophizing; but
they all contributed towards exploring its possibilities.

1.2 Moore’s Minute Analysis of His Contemporaries’
Writings (e.g., Bradley, Russell, Stout)
By exposing layer after layer of ambiguity in another
philosopher’s statements, G. E. Moore (1922) dis-
sected the apparently tenable from the apparently
untenable in ways that seidom failed to leave his mark
on the problem. He thus introduced strikingly higher
levels of rigor into the discussion of important ques-
tions in epistemology and metaphysics, such as issues
about sense data or other minds, where formal-logical
techniques of analysis, like those practiced by Frege
and Russell on mathematical issues, are inappropriate
or unproductive. And, as his work demonstrated the
value of discussing philosophical issues in a more pre-
cise linguistic style, it was natural to believe that a
certain type of philosophical analysis consisted in just
such discussion. Indeed, where it turns out that the
only justifiable conclusions about these issues are of
relatively little interest, the achievement of precision,
rather than the truth of what is made precise, becomes
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the principal objective in view. So, among many who
attended Moore’s lectures at Cambridge, or read his
articles, philosophy became the critique of language.
But Moore himself never explicitly endorsed such a
conception of philosophy, and he was quite ready on
occasion to philosophize in a nonlinguistic mode, as
when he argued that the most valuable things imagin-
able are the pleasures of personal affection and the
enjoyment of beautiful objects (1903). He also (1942:
660-67) explicitly rejected the view that philosophy
should be concerned with the meanings of verbal
expressions as distinct from the analysis of concepts
or propositions.

1.3 Wittgenstein's Claim (1922) that the Purpose of

Philosophy is the Logical Clarification of Thoughts
Philosophy, on this view, is not a theory but an
activity, and the result of philosophy is not a number
of philosophical propositions but just to make prop-
ositions clear. In his later work (1953), Wittgenstein
retained his opposition to philosophical ‘theories’
while stressing the enormous variety of ways in which
language functions and the role which it plays in cre-
ating philosophical puzzlement. Legitimate progress is
then to be made only by assembling detailed examples,
without making any generalizations. Such a view of
philosophy, however, also cuts itself off from the right
to articulate the professed conception of philosophy
in general terms. As a consequence, Wittgenstein’s
approach to philosophy is more easily seen to promote
discussion of Wittgenstein’s own intentions and
achievements than to encourage imitation. However,
Schlick (1930); Waismann (1965); Malcolm (1972),
and others have acknowledged their debt to his con-
ception of philosophy, and the details of his arguments
on particular issues have been widely influential.

1.4 A View of the Characteristic Task of Philosophy

Ayer (1936), Ryle (1949), Hare (1952), and others held
the view that philosophy has as its characteristic task
the explicit analysis of conceptual thought. Phil-
osophy, so conceived, differs on the one side from the
study of the facts about which people think and on
the other from the psychological study of the processes
of thinking. Its distinctive objects are best seen as the
meanings of the words, phrases, or sentences that
express the thoughts to be analyzed. It is often occu-
pied with mismatches between the superficial gram-
matical appearance of a sentence and its underlying
logical form or conceptual structure. Thus Ryle
(1949), for example, argued that those who ask how
a person’s mind is related to his body are making what
he called a ‘category-mistake’: they are treating the
word ‘mind’ as if it belongs to the same, locatable-
entity category as the word ‘body’; they are treating
the word ‘vanity’ as if it belongs to the same category
as ‘feeling’; and so on. Similarly, legitimate areas of
philosophical puzzlement about knowledge, say, or
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moral duties, or political activity, were held by many
to be confined to issues discussable in linguistic terms.
Examples were, respectively, the determination of
necessary and sufficient conditions for predicating ‘He
knows that ...’ of someone, the definition of ‘duty’ in
terms of universal imperatives, and examination of
the vocabulary of political dialogue.

1.5 Philosophical Concern about How Language
Itself Functions

The concept of meaning has been much discussed, and
attention has been particularly focused on the role
played by truth-conditions (Davidson 1984), veri-
fiability (Ayer 1936), social conventions (Lewis 1969),
or psychological factors (Grice 1957) in an adequate
theory of meaning. A connected topic is the theory of
reference, including questions about what the world
has to be like for reference to be possible (Strawson
1959).

1.6 Quine’s Holism

W. V. O. Quine (1953) argued that linguistic phil-
osophers like Ayer (1936) are wrong to suppose that
sentences expressing beliefs can be divided into two
fundamentally different groups—those that are
thought acceptable in virtue of empirically detectable
facts, and those that are thought true solely in virtue
of their meanings, such as My brother is in London
and My brother is my sibling, respectively. Instead, all
beliefs are at risk before the tribunal of experience,
though each individual may be more reluctant to
change some than others. Nevertheless, Quine (1960)
endorsed the methodological strategy of what he calls
‘semantic assent.” By semantic assent, speakers may,
according to Quine, avoid difficulties that arise in talk-
ing about the existence or nature of certain alleged
things, events, or processes: they are to talk instead
about the contexts in which it is appropriate to use
those things’ names. Correspondingly, the underlying
structure of mathematical and scientific theories is
best disclosed by regimenting them into a logically
more perspicuous notation.

1.7 Ordinary Language Philosophy

This is the philosophical perspective principally
associated with J. L. Austin and his followers, as
articulated in Austin’s seminal paper (Austin 1957)
and discussed in more detail in the article Ordinary
Language Philosophy. The idea is that, by attention to
the fine nuances of actual linguistic usage, a phil-
osopher can notice important conceptual distinctions
and relations which might provide new insights into
traditional philosophical problems, including those of
knowledge, ethics, and mind.

2. Linguistic Philosophy in the 1990s

In the first half of the twentieth century, analytical
philosophy was describable as comprehensively

‘linguistic,” sometimes because of the problems with
which it dealt (Sects. 1.4, 1.5), sometimes because of
the methods that it adopted (Sects. 1.1, 1.2, 1.6), and
sometimes because of the claims that it asserted (Sects.
1.3, 1.7). Since about 1960, however, analytical phil-
osophers have progressively tended to take up less
doctrinaire positions. For example, it is generally seen
as a legitimate philosophical enterprise to discuss the
rival merits of appealing to a presumptive social con-
tract, or to the maximization of human happiness, for
the foundations of justice (rather than merely focusing
on the meanings of the terms used or the status of the
speech acts involved). Substantive ethical issues about
abortion, euthanasia, reverse discrimination, etc., are
also thought legitimate subjects of philosophical
debate. The results of psychological experiments are
no longer regarded as being outside the domain of
philosophical interest, since they may affect issues
about memory, belief, rationality, etc. Nor is the nat-
ure of time, or of matter, thought a suitable topic for
discussion by philosophers unacquainted with rel-
evant areas of theoretical physics. Those who still
assert a comprehensively linguistic conception of phil-
osophy, such as Dummett (1978: 458), have become
rather rare.
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Logical Positivism
D. Bell

Logical positivism—known also as scientific or logical
empiricism—was a movement that flourished in
Vienna during the early decades of the twentieth
century. The overall aim of its members was to make
philosophy ‘scientific.” They took this to mean, in
general terms, that the concepts, the methods, and the
language used by philosophers should be made more
rigorous and exact, and that philosophers should be
induced to eschew all forms of vague, untestable, or
transcendental speculation. More specifically, a cen-
tral tenet of logical positivism was the thesis that any
significant discourse must comprise either substantive,
empirically testable claims about the world, or merely
formal, analytical propositions that do no more than
record the adoption of certain conventions governing
the use of signs. Logical positivism thus attempted to
combine the radical empiricism of Hume and Mach
with the conventionalism of Poincaré and the new
logic of Frege and Russell. The claims made by tra-
ditional metaphysicians were stigmatized by the
Vienna positivists as ‘unscientific,” that is, as incom-
prehensible ‘pseudo-claims’ lacking all cognitive
content.

1. Historical Origins

As early as 1907 a group of Viennese scientists had
begun meeting regularly to discuss the philosophical
problems which arose in the foundations of their vari-
ous disciplines. They included Philipp Frank, a physi-
cist, Hans Hahn, a mathematician, and Otto Neurath,
a sociologist, economist, and polymath. The domi-
nant influence on this group was Ernst Mach, who
had held the newly created Chair of History and Phil-
osophy of the Inductive Sciences in the University of
Vienna, 1895-1901. It was not, however, until 1922,

when Moritz Schlick came to Vienna to occupy that -

chair, that the Vienna Circle was properly constituted.
To begin with, the Circle was merely an informal

28

group of like-minded thinkers who met in Schlick’s
house on Thursday evenings to discuss philosophical
problems. By 1928, however, they had founded the
Ernst Mach Society, and their manifesto, aptly titled
Wissenschaftliche Weltauffassung: Der Wiener Kreis
(The Scientific Conception of the World: The Vienna
Circle), was published a year later. From 1928 to
1938 the Circle published a substantial number of
monographs on logic, language, mathematics, science,
and theory of knowledge.

The list of philosophers and scientists who were
members of the Circle is distinguished. In addition to
Schlick and the others already mentioned, it includes
Gustav Bergmann, Rudolf Carnap, Herbert Feigl,
Felix Kaufmann, Kurt Gdédel, Victor Kraft, Karl
Menger, Béla von Juhos, and Friedrich Waismann.
Other philosophers and scientists, although not stric-
tly a part of the Circle, were in close and sympathetic
contact with its members for some or all of this
period. They include, amongst others, Kazimierz
Ajdukiewicz, A. J. Ayer, Kurt Grelling, Albert
Einstein, Carl Hempel, Stanistaw Lesniewski, Jan
Lukasiewicz, Arne Naess, Karl Popper, W. V. O.
Quine, Hans Reichenbach, Alfred Tarski, Richard
von Mises, and Ludwig Wittgenstein.

The Circle continued, under Schlick’s leadership, as
a coherent group for nearly 15 years, until the rise
of National Socialism and the Anschluss forced its
members to disperse.

2. Empiricism and Semantics

Central to logical positivism is the goal of establishing
the limits and structure of meaningful discourse; and
central to the achievement of this goal is the for-
mulation of a criterion of factual meaningfulness or
cognitive significance. ‘The purpose of this criterion is
to delimit the type of expression which has possible
reference to fact, from the other types which do not
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have this kind of significance: the emotive, the logico-
mathematical, the merely formal’ (Feigl 1943). The
criterion itself is empirical: ‘there is no way to under-
stand any [factual] meaning without reference to
“experience’ or *“‘possibility of verification”.’ (Schlick
1936.) To be intelligible, it was claimed, genuine pro-
per names must stand for objects with which we are
acquainted; predicates must stand for observable
properties; and sentences must in principle be veri-
fiable in experience.

3. Syntax, Logic, and Mathematics

According to the logical positivists, if a true, scien-
tifically useful sentence is not synthetic, verifiable, and
knowable only a posteriori, then it must be analytic,
tautologous, empty of empirical content, and know-
able a priori. Analytic assertions, they believed, are
‘linguistic’ in the sense that they merely express arbi-
trary conventions governing the use of signs. The
discipline Carnap called the ‘logical syntax of
language’ was intended to investigate the formal pro-
perties of different sets of linguistic conventions, both
natural and artificial; and his principle of tolerance
denied that any such set was intrinsically more accu-
rate or basic than any other: ‘it is not our business to
set up prohibitions, but to arrive at conventions.’ Both
formal logic and number theory, it was claimed, con-
sist of conventionally true analytic statements.

4. Pseudo-problems and the Language of Metaphysics

One consequence of verificationism eagerly embraced
by the positivists was this: many sentences of tra-
ditional metaphysics are mere pseudo-sentences, and
many traditional problems in philosophy are merely
pseudo-problems. Unverifiable statements about the
ultimate nature of reality, say, or about God, the soul,
moral goodness, or beauty were dismissed as empty
and meaningless. In this connection Carnap dis-
tinguished between ‘internal’ and ‘external’ questions.
The former are questions concerning the existence or
nature of certain objects that can be answered by mean-

ingful sentences belonging to a particular language.
The latter are pseudo-questions which attempt to
raise issues independently of the power of any
language to answer them. If, for example, a language
is constructed whose primitive terms refer to physical
objects (or sense data, or numbers), then within this
language it will make sense to ask whether there exist
such things as physical objects (sense data, or
numbers). But if one tries to ask, in general, whether
physical objects really exist, say, or whether numbers
are parts of the ultimate furniture of the world, then
the questions lack content. Problems can only be
posed, and solved, within some particular, con-
ventional language; and outside language there is sim-
ply nothing to be said.

See also: Analyticity; Verificationism.
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Methodological Solipsism
A. Woodfield

Solipsism is the metaphysical doctrine that nothing
exists except one’s self or mind. Methodological sol-
ipsism, in contrast, is a regulative principle prescribing
how psychological states (one’s own or anyone else’s)
should be individuated. Its advocates, far from being

solipsists, are usually realists about the physical
environment and the organisms that live within it.
They argue that the principle is a legitimate and
necessary constraint upon any scientific investigation
into how a mind works. The principle has linguistic
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implications. Crudely, it reccommends that one should
construe propositional attitude sentences opaquely, by
ignoring the referential semantic properties of their
embedded ‘that’ clauses.

1. Defining Methodological Solipsism (Ms)

Though the term is found in Kant, methodological
solipsism in its late-twentieth-century sense was
defined by Putnam (1975: 220) as ‘the assumption that
no psychological state, properly so called, presupposes
the existence of any individual other than the subject
to whom that state is ascribed.” Davidson (1987), cri-
ticizing this definition, pointed out that describers or
descriptions presuppose things; psychological states
do not. To sidestep this, it would be possible to sub-
stitute ‘constitutively requires’ for ‘presupposes.’
Fodor (1987: 42) defines Ms as ‘the doctrine that
psychological states are individuated without respect
to their semantic evaluation.’

2. Identifying Psychological States

Mary’s knowing that Paris is full of tourists is not a
pure psychological state because she cannot be in that
state unless Paris is indeed full of tourists, which
requires that Paris exists and a lot of tourists exist.
‘Know,’” and many other psychological verbs, are fac-
tives. But Mary’s believing that there is a beautiful city
Sfull of tourists, on the other hand, is a state that could
obtain even if there were no city and no tourists. It
appears, then, to be a psychological state properly so
called.

It seems commonsensical to ignore whether an
agent’s beliefs are true or false when explaining
behavior. The majority of philosophers and psy-
chologists have always accepted this. Suppose that
two ‘green’ individuals, A and B, share many attitudes
and aspirations. Each believes that his local atmo-
sphere is dangerously polluted. Because of that belief,
each decides not to buy a car. A lives in Mexico City,
which is dangerously polluted, while B lives in Copen-
hagen, which is not. The fact that A’s belief is true
while B’s is false is irrelevant to the fact that their
beliefs have the same cognitive role and the same
effect. Psychology should try to build upon gen-
eralizations of this sort, abstracting from the fact that
people inhabit numerically distinct local environ-
ments.

3. Psychological States and the Explanation of Action

Not all explanations abstract from the agent’s embed-
dedness in a particular environment, nor is the truth
of a belief always irrelevant to the explanation. It
depends on how the behavior is described, and on
the type of explanation. Suppose that A and B are
motivated to sell their old cars. If A’s action is
described as “selling A’s car,’” then B’s act is not of that
type. This merely shows that actions, too, should be
individuated according to the Ms principle. Suppose
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that the act being explained is a success whose achieve-
ment depended upon a belief’s being true. Defenders
of Ms reply that such explanations are hybrids in which
contextual truths and relationships are ‘woven in’ to
the description of the agent’s mental states and
actions. To maximize one’s chances of picking up
significant generalizations, one should prise off the
explanation’s external component and then try to
describe the agent’s mind and behavior in a pre-
suppositionless way.

Some rationales for Ms rely on strong philosophical
assumptions about the nature of the mind. Stich
(1983) defends a principle of the autonomy of psycho-
logical states: ‘the states and processes that ought
to be of concern to the psychologist are those that
supervene on the current, internal, physical state of
the organism.” Any scientific inquiry into how a sys-
tem works must define the boundary between the sys-
tem and what lies outside it. Psychology is concerned
to discover how the mind works, and the mind is a
system that depends on the brain. So, if two people
had physically and functionally identical brains, their
psychological states ought to be counted as the same.
The fact that they have different histories and are in
different environments is irrelevant, unless and until
such differences cause the two people’s current inner
states to diverge.

4. Inner States and Cognitive Processes

Fodor (1980) assumes that cognitive processes are
computational manipulations of internal symbolic
representations. Such operations, in both animals and
machines, are purely formal or syntactic. ‘Formal
operations,’ says Fodor, ‘are the ones that are speci-
fied without reference to such semantic properties of
representations as, for example, truth, reference, and
meaning.” But, as Stich (1983) is quick to point out,
the formality assumption threatens all content-based
classifications of psychological states, because content
per se is a kind of meaning. Having a sense is a sem-
antic property. If all semantic properties are explan-
atorily irrelevant, then cognitive science must become
entirely syntactic (as Stich recommends).

The assumptions made by Stich and Fodor entail
conclusions that are stronger than the doctrine of Ms
defined by Putnam. It is one thing to ignore a belief’s
truth-value, quite another to refuse to look at the
conditions under which it would be true. If Ms is inter-
preted in the latter way, as enjoining that psycho-
logical states should not be individuated by their
truth-conditional contents, then psychological states
will be far removed from mental states as normally
conceived. Even then, though, Ms does not undercut
all talk of content in cognitive science. ‘Two-factor’
theorists such as Schiffer (1981), McGinn (1982), and
Block (1986), hold that a part of a belief’s content is
its conceptual role, and that this component is
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‘narrow,’ just as MS requires. The article on Inten-
tionality discusses some of these issues more fully.
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Natural Kinds
E. J. Lowe

There is less agreement on what ‘natural kinds’ them-
selves are than on what natural kind ‘terms’ are. The
latter are a species of general term and fall into two
classes, sortal terms and mass terms, though not all
terms in these two classes are natural kind terms.
Examples falling into the first class are tiger and lemon
while examples falling into the second are water and
gold. Natural kind terms are often contrasted with
terms for artefactual kinds, like pencil and yacht, one
important distinguishing feature being that the former
but not the latter typically feature in statements of
natural scientific law.

1. The Semantics of Natural Kind Terms

According to philosophers like Saul Kripke and Hil-
ary Putnam, whose work in this area has been most
influential, natural kind terms have a number of dis-
tinctive semantic characteristics which set them apart
from other general terms. In particular, Kripke holds
that natural kind terms are, like proper names, rigid
designators and accordingly that they are not defin-
able in terms of complex descriptions in the way that
empiricist philosophers like John Locke had
supposed. Locke believed that a general term like
water signified an abstract idea composed of the ideas
of various observable properties which the user of that
term took to be the essential or defining characteristics
of a certain kind of substance. This abstract idea con-
stituted the ‘nominal essence’ of water for that
speaker, to be distinguished from water’s ‘real
essence,” which Locke took to be its (then unknown)
internal physico—chemical constitution and which

modern science has since identified as its molecular
structure, H,O. In Locke’s view it is a purely con-
tingent fact that water, as ordinary English speakers
understand that term, designates H,O. Kripke, by
contrast, holds that water rigidly designates H,O and
consequently that water is H,O is a necessary truth,
albeit not an a priori truth.

Putnam has argued that the rigidity of natural kind
terms follows from their having a quasi-indexical sem-
antic status, deriving from the role that demonstrated
specimens play in the identification of the referents of
such terms. For Putnam, gold, for example, refers to
any metal which is relevantly similar in its internal
physico—chemical structure to the samples which
competent users of the term in a specific linguistic
community would characterize by saying This is
gold. He points out too that one would defer to the
opinion of experts when in doubt as to whether some-
thing is gold and consequently that the use of such
natural kind terms is subject to what he calls a ‘div-
ision of linguistic labor.’ Finally, Putnam contends
that although natural kind terms are associated
in speakers’ minds with ‘stereotypes’ (for instance,
the stereotypical tiger is striped and four-legged),
these stereotypes do not, unlike Lockean abstract
ideas, determine logically necessary and sufficient
conditions for membership of the associated natural
kinds.

2. The Ontology of Natural Kinds

As to what natural kinds are, ontologically speaking,
no consensus presently exists. Some metaphysicians
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hold a species, like the tiger, to be a set or class of
individual animals (or, more sophisticatedly, a func-
tion assigning to each possible world a set of indi-
vidual animals existing in that world). Others regard
the species itself as a sprawling, scattered individual
of which individual tigers are constituent parts or

members, while yet others hold it to be a universal
wholly present in each of its individual instances.
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Nominalism
D. Bell

Strictly interpreted, nominalism is an ontological the-
ory according to which reality is composed entirely
and exclusively of particular items. It entails a denial,
that is, of the existence of any intrinsically non-
particular or general entities—for example, proper-
ties, relations, species, universals, types, or common
characteristics. The mistaken belief that there are such
things as these is then diagnosed as resulting from a
misconstruction of the way in which common names
and general terms function.

1. Strong and Weak Versions

On the most austere version of this view, for example,
there is nothing whatsoever that all trees (or chisels,
or red things) have in common—except for the fact
that the term tree (or chisel, or red) is applied to them.
Few philosophers have embraced so extreme a view—
though Thomas Hobbes came close:

‘every [common name}, though one name, is nevertheless
the name of diverse particular things; in respect of all of
which together it is called a universal; there being nothing
in the world universal but names, for the things named
are every one of them individual and singular’

(Hobbes 1651: ch. I'V)

Less strictly interpreted, nominalism is the name of
a tendency, in the sense that a theory is nominalistic
to the extent that it successfully restricts assignment
of explanatory role to things that are either concrete,
or individual, or both. Nominalism, in other words,
requires at the very least that one eschew reference
either: (a) to abstract objects like sets, numbers, prop-
ositions, facts, and truth-values, or (b) to nonpar-
ticular, ‘predicative’ entities like properties, relations,
functions, and universals.

2. Issues Relating to Nominalism

As this last claim indicates, however, there are in fact
two quite separate issues to be considered here.
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2.1 Universals

The first has its origins in ancient debates concerning
universals and particulars, the one and the many. In
this connection there arise the ontological, logical,
linguistic, and epistemological problems to do with
the distinction between single, individual items, on the
one hand, and, on the other, the shareable attributes
or general characteristics they have in common. Nom-
inalism of this sort first emerged in the thought of
Roscelin, Abelard, and William of Ockham as a rejec-
tion of the Platonic doctrine that universals enjoy real,
objective existence. The impetus towards nominalism
of this kind has a number of sources. One is perhaps
a straightforward ontological intuition, to the effect
that reality just is particular, and that there is some-
thing fishy about the very idea of a general or universal
entity. Many nominalists were motivated, for
instance, by their failure to see how a universal could
be simultaneously and wholly present in a number
of different objects, without becoming divided in the
process. Another historically important impetus came
with the emergence in the Middle Ages of radical
empiricism; for if all knowledge and understanding
originates in sensory experience, and if such experi-
ence only ever provides data that are irreducibly par-
ticular, then the claim that we possess any knowledge
or understanding of things that are nonparticular can
appear highly problematic. Finally, for those who
accept the desirability of ontological parsimony—as
formulated for instance in the principle known as
Ockham’s Razor (‘entities should not be multiplied
beyond necessity’}—there is a requirement that
universals be dispensed with, if this can be done
coherently.

2.2 Abstract Objects

The second issue associated with the topic of nom-
inalism has a shorter history than the first, having re-
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ceived clear formulation only in works of post-Fregean
philosophy. The issue concerns the existence of, and
the indispensability of our reference to, abstract
objects. An abstract object (a proposition, say, or a
set) is a particular object, but one that possesses nei-
ther spatio-temporal characteristics nor causal
powers. This is a different issue from the first, because
abstract objects are themselves particular individuals:
they do not have instances; they do not inhere in
substances; and so the problems concerning the nature
of universals, and the relation of universals to the
particulars that instantiate them have no special per-
tinence with respect to them.

See also: Ontological Commitment; Ontology; Uni-
versals.
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Ontological Commitment
C. J. Hookway

The world appears to contain many different things:
mountains, people, neutrons, battles, numbers, sets,
and so on; and both the variety of these objects and
their properties can be investigated. However, lists of
these different sorts of things are always controversial:
nominalists dispute the claim that there are really
abstract objects such as sets and numbers; some pos-
itivists refuse to countenance theoretical entities such
as neutrons; and other philosophers insist on listing
events, such as battles, alongside other objects. Some-
body is ontologically committed to objects of a certain
kind if such objects must exist for their beliefs about
the world to be true. It is often thought that standards
of simplicity should oblige people to keep their onto-
logical commitments to a minimum; but it is unclear
what criteria should be employed in settling whether
objects of some kind exist.

1. Criteria of Ontological Commitment

It can often be difficult to identify someone’s onto-
logical commitments. A sentence which appears on
the surface to involve reference to objects of a certain
kind may be paraphrased in a way that shows this to
be misleading. ‘The lost city of the Incas did not exist’
appears to involve reference to a (nonexistent) lost
city; the paraphrase ‘It is not the case that there was
alost city of the Incas’ removes this appearance. Many
philosophical ‘analyses’ offer paraphrases which
reduce persons’ ontological commitments: analyzing
numbers as sets or inscriptions, social institutions as
sets of people, and so on. And it is sometimes argued
that sentences carry ontological commitments which

are not apparent from the surface. Donald Davidson
has argued, controversially, that asserting ‘Shem
killed Shaun with a knife’ refers not only to Shem,
Shaun, and the knife but also makes a covert reference
to an event of killing (Davidson 1980: ch. 6). So a
rule or criterion is needed which, applied to a set of
sentences expressing a theory or corpus of beliefs,
determines what the ontological commitments of one
who accepts those sentences would be. Quine’s paper
‘On what there is’ (1953: ch. 1) is an early attempt to
find such a criterion.

Ideally a criterion of ontological commitment
would point to a syntactic feature of natural language
sentences which always signals acceptance of the exis-
tence of objects of a certain kind. Use of singular terms
will not provide such a criterion: names of nonexistent
things are used; definite descriptions do not always
have a referring function; and many things exist which
cannot be named or described. Quine proposed that
ontological commitments are most explicitly signaled
by the existential quantifier: I display my commitment
to the existence of neutrons by saying ‘There are neu-
trons.” Quine has acknowledged the ‘triviality’ of this
view. In fact it can still mislead: there are locutions in
ordinary language which appear to have this form but
which probably do not carry ontological commit-
ments. Thus application of the criterion requires that
sentences first be paraphrased into First Order Logic,
the Predicate Calculus. A body of sentences carries
ontological commitment to objects of a certain kind
if its paraphrase into First Order Logic involves
quantification over objects of just that kind.
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Some philosophers influenced by Meinong, insist
that people can talk and think about nonexistent
objects; fictional characters might be examples. If one
can quantify over nonexistent things, Quine is wrong
to believe that existence is what is expressed by the
‘existential quantifier.” Others question his reliance
upon extensional First Order Logic, claiming that
other logics are better equipped for displaying the
contents of thoughts. Yet others object than an
adequate semantic account of First Order Logic shows
that ontological commitments can be carried by
expressions other than quantifiers.

2. Ontological Relativity

If Quine’s thesis of the indeterminacy of translation
is correct, there are implications for his account of
ontological commitment. The indeterminacy of ref-
erence, a corollary of the more general indeterminacy
thesis, suggests that there is no fact of the matter as
to what the general terms of a language apply to.
By systematically adjusting the translations of other
expressions, one could interpret the same native predi-
cate as applying to rabbits, to stages in the history of
rabbits, to areas of space one mile to the north of
rabbits, and so on. Any translation, that might be
found, would be compatible with all the relevant evi-
dence. According to the translation manual used in
formalizing the native language and applying Quine’s
criterion, commitment to an ontology of rabbits, rab-
bit stages, or areas of space, and so on will be found.
At best one can state the ontological commitments of
a theory or theorist relative to a manual for translating
his speech into our own. Other than relative to a

translation manual, there is no fact of the matter as
to what the ontological commitments of sentence or
theory are (Quine 1969: ch. 2). This is Quine’s thesis
of ‘ontological relativity,” a doctrine he describes as a
mere corollary of the indeterminacy or inscrutability
of reference. Ontology may be less important than
often supposed.

This does not mean that the criterion is without
value. When one examines one’s own ontological
commitments, these relativities are disguised since one
uses the ‘identity transformation’ as the translation
manual: one translates ‘rabbit’ as ‘rabbit,” and so on.
Reliance on such a translation manual is deeply
embedded in the practice of reflecting on thoughts and
commitments. But it simply disguises the relativity;
according to Quine, it does not eliminate it.

See also: Indeterminacy of Translation; Ontology;
Universals.
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Ontology
A. D. Oliver

Ontology is the branch of metaphysics which aims to
discover what entities exist and attempts to sort these
entities into categories. Examples of such categories
are: individuals, events, processes, properties,
relations, facts, numbers, classes. Other attempts to
categorize the contents of the world lead to cross-
classification. For example, entities may be abstract
or concrete, actual or merely possible. In constructing
metaphysical theories, philosophers are guided by
Ockham’s razor: ‘entities are not to be multiplied
beyond necessity.” Other things being equal, a theory
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is to be preferred if it posits the least number of cat-
egories of entity.

1. Quine’s Criterion of Ontological Commitment
How do we tell what a theory says there is? We might
claim that to each name of the theory’s language there
corresponds an entity named. But in ordinary dis-
course we use names of nonexistent objects such as
‘Pegasus.” Are we to suppose that Pegasus has a mys-
terious grade of existence inferior to that of ordinary
real objects?
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W. V. O. Quine avoids this mystery by taking the
vehicles of ontological commitment to be existential
quantifiers rather than names. He suggests the fol-
lowing criterion of ontological commitment: ‘we are
convicted of a particular ontological presupposition
if, and only if, the alleged presuppositum has to be
reckoned among the entities over which our variables
range in order to render one of our affirmations true’
(Quine 1980: 13). Or, more tersely, to be is to be the
value of a variable. So, for example, mathematics
includes the sentence ‘there is a prime number which
is greater than 1,000. The existential quantifier in this
sentence ranges over prime numbers which must be
assumed to exist if this sentence is to be true.

2. What Are Numbers?

The diverse pressures facing an ontology are well illus-
trated by the plethora of accounts of number. For
example, the goal of Frege’s logicist project was to
supply an epistemologically secure foundation for
arithmetic. Thus Frege attempted to prove arith-
metical truths from logic alone by reducing the cat-
egory of natural numbers to a category of logical
objects: classes. Statements quantifying over numbers
were viewed as abbreviating statements quantifying
over classes.

But the commitment to classes is epistemologically
problematic. In particular, classes, standardly
conceived, have neither causes nor effects. Yet knowl-
edge seems to require some causal commerce with the
objects known.

Those who cut their ontology to suit their epis-
temology will supply different accounts of number.
For instance, formalists and intuitionists identify
numbers with inscriptions and mental constructs,
respectively. But these categories of objects cannot
supply enough objects to be numbers. Further, num-
bers look to be necessary existents whereas both
inscriptions and mental constructs are contingent
existents.

A more radical response to the epistemological

problems is to deny the existence of numbers. Given
Quine’s criterion, to deny the existence of numbers is
to deny the literal truth of sentences purporting to
quantify over numbers. On such a view, arithmetical
sentences are useful fictions that make for smoother
science but are, in principle, dispensable. This claim
of dispensability must be justified by showing how
scientific theories can be expressed without reference
to numbers.

3. Respect for Ordinary Discourse

Quine’s criterion tells us what a theory says there is.
To tell what there is we must also know which theories
are true. A wide range of methodological and evi-
dential criteria have been proposed as guides to the
truth of a theory. It is a vexed question whether these
criteria will vindicate the theories implicit in ordinary
discourse.

A semantics for natural language will inevitably
commit the users of that language to various cat-
egories of entity. For example, verbs of action might
be best characterized as referring to events and modal
operators best characterized as quantifiers over poss-
ible worlds. Moreover, some have thought syntactic
and semantic characteristics of language determine
the nature of the entities referred to. For example,
Frege took the incompleteness of predicates to indi-
cate an incompleteness of the properties to which the
predicates refer. Similarly, some have argued from the
vagueness of language to the existence of vague
objects in the world. But many metaphysicians have
less respect for ordinary language, diagnosing the
apparent ontological commitments of our everyday
discourse as the result of distinctively human interests
and limitations which should not be taken as a guide
to what there is.
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Ordinary Language Philosophy
L. J. Cohen

‘Ordinary Language Philosophy’ is the title sometimes
given to the views developed at Oxford by J. L. Austin
and those influenced by him, or associated with him,
in the period 1936-60.

1. The Debt to J. L. Austin

Austin (1957) recommended English-speaking phil-
osophers to study the meanings and uses of English
words on the grounds that the ordinary language of
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the English speech community embodies ‘the inherited
experience and acumen of many generations of men.’
By finding out what distinctions are implicitly present
in the English vocabulary of some nontechnical
activity, such as that of making excuses, one is sure, he
said, to discover something worth knowing, however
much one may also need to study the relevant tech-
nical requirements of jurisprudence or psychology.
Hence, one would do well to begin by consulting some
fairly concise English dictionary, so as to make a
complete list of the terms relevant to the chosen topic.
In this way, one may perhaps come across such facts
as that a high percentage of the terms connected with
excuses prove to be adverbs (as if most excuses depend
not on what has been done but on the manner, state
of mind, etc., in which it was done). In pursuit of such
an inquiry, one may also expect ‘the fun of discovery,
the pleasures of cooperation, and the satisfaction of
reaching agreement.’

Austin (1962) applied this conception of philosophy
to important issues in pragmatics as well as in seman-
tics. He distinguished the locutionary act of saying
something (e.g., It’s cold), the illocutionary act per-
formed in saying it (e.g., requesting the hearer to close
the window), and the perlocutionary act achieved by
saying it (e.g., persuading the hearer to close the
window). This aspect of his work was further
developed after Austin’s early death by J. R. Searle
(1969) and others.

It should be noticed, however, that ordinary lan-
guage philosophy, in Austin’s style, need not be con-
fined to problems about the terminology and structure
of everyday, nontechnical speech. Achinstein (1968;
1983) showed how it can be usefully applied also to
certain problems in the philosophy of science. He con-
trasted what he called the ‘positivist’ approach to these
problems with his own. Positivists, such as Quine
(1960) and Hempel (1965), wanted to replace the
actual linguistic procedures of science by supposedly
superior ones—procedures that are logically per-
spicuous. But Achinstein himself wanted to charac-
terize them as they are. So, on his view, explanation,
for example, was to be analyzed as a certain kind of
illocutionary act, and not as a locutionary act that
asserts, say, a covering law, as Hempel’s model
proposes.

2. The Limits of Ordinary Language Philosophy

The expression ‘ordinary language’ is therefore to be
understood in this context as meaning normal lang-
uage, whether technical or nontechnical. But neither
Austin nor his followers would have agreed with
Naess (1947) that the proper way for philosophers to
pursue their inquiries into ordinary language is by
using the techniques of opinion-polling and statistical
data collection that have been developed in sociology
and social psychology. In this respect, the Austinians’
attitude toward semantics and pragmatics may be
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compared with Chomsky’s attitude toward syntax.
Like Chomsky, they sought, in effect, to characterize
competence, not performance. They aimed at con-
structing a consistent and coherent idealization of
ordinary usage, not a tabulation of its actual practice
that includes all the malapropisms, solecisms, and
other anomalies that in fact occur. They were there-
fore responsive to the intuitions of language-speakers,
rather than to the statistics of people’s linguistic prac-
tices, as their basic source of relevant information.

Ordinary language philosophy has sometimes been
called ‘Oxford Philosophy’; but this is a misnomer.
Several prominent Austinians lived in Oxford for only
a few years, mainly as students (such as Searle and
Achinstein), and developed their philosophical ideas
subsequently in the USA, while Austin himself had
several prominent colleagues at Oxford who were not
converted to his way of doing philosophy (such as
Ryle, Kneale, Strawson, Dummett, and Williams).

Wittgenstein’s later philosophy (1953; 1956, etc.) is
sometimes regarded as a form of ordinary language
philosophy; but this too is a mistake. Wittgenstein’s
views were certainly not influenced by Austin, since
they began to develop several years earlier; and Berlin
(1973: 11) states that Wittgenstein’s views had little
effect on Austin’s circle. Moreover, there were also
important differences between the two philosophical
methodologies. Wittgenstein did not regard his philo-
sophical thoughts as being relevant to a particular
natural language, and from the start they were pub-
lished in both English and German versions. But Aus-
tin explicitly professed to occupy himself with English,
even if many of his remarks about English could have
been matched by corresponding remarks about other
natural languages. Wittgenstein thought of all philo-
sophical theories as arising from the bewitchment of
human intelligence by language, and he certainly
rejected the idea that he himself was advocating any
kind of philosophical theory or generalization. But
Austin thought that some philosophical theories—
mainly his own—were correct. Wittgenstein’s recom-
mendation to ask for the use of a word, not its mean-
ing, tended to blur the difference between sem-
antic and pragmatic issues, whereas Austin sought to
show the importance of that difference.

3. Achievements

Ordinary language philosophy had two principal
achievements. First, it forced all those who entered
into any kind of dialogue with its supporters to keep
a sharp eye open for fine nuances and subtleties of
linguistic usage, which they might otherwise have neg-
lected, in the exposition or criticism of philosophical
arguments. Second, it provided the first fruitful system
of ideas for the foundations of pragmatics. How-
ever, it began to lose its cutting edge in the 1960s,
along with other doctrinaire forms of linguistic
philosophy.



Philosophy of Linguistics and of Science

Bibliography

Achinstein P 1968 Concepts of Science: A Philosophical
Analysis. Johns Hopkins Press, Baltimore, MD

Achinstein P 1983 The Nature of Explanation. Oxford Uni-
versity Press, New York

Austin J L 1957 A plea for excuses. Proceedings of the Ari-
stotelian Society 57: 1-30

Austin J L 1961 Philosophical Papers. Clarendon Press,
Oxford

Austin J L 1962 How to Do Things with Words. Clarendon
Press, Oxford

Berlin I 1973 Austin and the early beginnings of Oxford
philosophy. In: Warnock G J (ed.) Essays on J L Austin.
Clarendon Press, Oxford

Hempel C G 1965 Aspects of Scientific Explanation and Other
Essays in the Philosophy of Science. The Free Press, New
York

Naess A 1947 Interpretation and Preciseness. Universitets
Studentkontor, Oslo

Quine W V O 1960 Word and Object. Technology Press,
Cambridge, MA

Searle J R 1969 Speech Acts: An Essay in the Philosophy of
Language. Cambridge University Press, London

Wittgenstein L 1953 Philosophical Investigations. Basil
Blackwell, Oxford

Wittgenstein L 1956 Remarks on the Foundations of Math-
ematics. Basil Blackwell, Oxford

Philosophy of Linguistics and of Science
P. Carr

The philosophy of science asks what counts as evi-
dence in science, how theories are tested, what the
nature of scientific knowledge is, and indeed whether
there are any clear senses in which scientific knowledge
can be distinguished from non-scientific knowledge.
Similarly, the philosophy of mathematics asks what
the nature of mathematical inquiry is, and the phil-
osophy of the social sciences asks to what extent the
social sciences are distinct from the natural sciences.
The philosophy of linguistics is parallel to these en-
deavors: it asks what the nature of linguistic inquiry
is; what the object of inquiry is; what counts as evi-
dence in linguistics; how theories are tested; to what
extent the methods adopted in the various branches
of linguistics are parallel to those of the natural
sciences.

The philosophy of linguistics is often referred to by
other names. One of these is ‘foundations of linguis-
tics.” Because these questions concern the nature of
theorizing in linguistics, i.e., have theories themselves
as their object of inquiry, the endeavor is often
referred to as metatheory (theory about theories).
Another term used is ‘methodology,’ since the ques-
tions crucially concern the nature of linguistic method
(although the term ‘methodology’ is also used in a
more specific way, when discussing, for instance, the
way in which a particular investigation is carried out).
Here, potentially misleading terminological matters
will be dealt with, which will provide a little more
detail about the sorts of problem which arise in the
philosophy of linguistics.

1. Philosophy of Linguistics and of Language

The terms ‘philosophy of linguistics,” ‘philosophy of
language,” and ‘linguistic philosophy’ are not
synonyms, even though there are questions which they
share. The philosophy of language (see Devitt and
Sterelny 1987) is a branch of philosophy which deals
with the relationship between language, knowledge,
and reality. It asks, for instance, whether it is possible
to make a systematic distinction between these three
domains, whether and to what extent ‘reality’ is
language-dependent. To consider the relationship
between language, reality, and knowledge is to con-
sider the nature of linguistic meaning. Because of this,
there is no clear dividing line between semantic theory
and the philosophy of language.

Linguistic philosophy denotes an approach to phil-
osophy which has emerged in the evolution of
twentieth-century philosophy, especially in the
English-speaking world. It seeks to address tradi-
tional philosophical questions in a new way, by
asking about philosophical terms themselves and the
way they are used. Thus, with classical problems
like ‘the mind/body problem,’ it is held that much
of what was taken to constitute the problem arose
from the very terms used; if philosophers examined
the terms themselves, it is claimed, problems like
this might well simply dissolve. The ‘linguistic turn’
in philosophy put the philosophy of language much
more at the center of philosophy than it had been
previously.

A central figure in linguistic philosophy is Ludwig
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Wittgenstein. His ideas on, for instance, what it is to
follow a rule of a language (see Wittgenstein 1958,
Kripke 1982), are equally well described as belonging
to any of the three fields that have been defined. Some
scholars, such as Baker and Hacker (1984) have
attempted to use the work of Wittgenstein to show
that theoretical linguistics simply has no object of
inquiry. Others, such as Itkonen (1978) have used
Wittgenstein to support the view that theoretical
linguistics not only has an object of inquiry, but is
autonomous with respect to neighboring disciplines.
Wittgenstein sought to show that the notion of private
language was incoherent, that the notion of a rule of
language can be given a coherent interpretation only
if the individual speaker is not considered in isolation
from his speech community. This is the argument
against ‘private language.’ Itkonen has tried to show
that Chomsky’s conception of linguistic reality is tan-
tamount to the claim that there may be private rules
of language, and is therefore incoherent. Chomsky
(1986) has replied that Wittgensteinian skepticism
about rules as speaker-internal states is simply a ver-
sion of the refusal to postulate underlying realities for
observed behavior.

2. Philosophies of Linguistics

As in most areas of philosophy, ‘isms’ abound in the
‘philosophy of linguistics.” (The entry Foundations of
Linguistics describes five of these: psychologism, Pla-
tonism, behaviorism, conventionalism, and instru-
mentalism.) Katz (1981) outlines three main positions
in the philosophy of linguistics: realism, nominalism,
and conceptualism. Some commentary on the
relationship between these terms, and extent to which
they overlap, is therefore necessary.

One can align Katz’s terms with those cited in the
Foundations of Linguistics entry. For Katz (1981),
‘realism’ means Platonic realism. This is therefore not
entirely equivalent to realism in the philosophy of
science. There, realist interpretations of theoretical
constructs assume that they correspond to extra-
theoretical entities. Thus, Chomsky is a realist in the
latter sense, but not in the Platonic sense: he takes
linguistic theories to refer to extra-theoretical states
(mental states), but not to Platonic states of affairs.
The term ‘realism’ in the philosophy of language has
a somewhat wider sense than the same term in the
philosophy of science: while realism in the philosophy
of language concerns terms in general, scientific
realism concerns scientific terms.

Nominalism denies that there are linguistic realities
over and above the observable, strictly physical,
marks on paper and noises in the air which many
linguists take to be manifestations of language, rather
than language per se. It is, therefore, an instru-
mentalist position. Closely related to this position are
empiricism and the version of empiricism known as
behaviorism; they share the view that it is the observ-
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able phenomena themselves which constitute the
object of inquiry in linguistics. Chomsky is not an
empiricist in this sense, because he denies that observ-
able behavior constitutes the object of linguistic
inquiry.

The term ‘conceptualism’ as used by Katz (1981),
is equivalent to the term ‘psychologism’ (as described
in Foundations of Linguistics. It denotes a position
which claims that linguistic objects are speaker-
internal states of affairs (i.e., mental states).

Chomsky (1995) is the best known advocate of this
position. His is an internalist philosopher of linguis-
tics, in that the object of linguistic inquiry is, for him,
strictly mind-internal in a special sense: it is a specifi-
cally linguistic cognitive state which contains an ‘aus-
tere’ computational procedure, austere in the sense of
having very limited access to perceptual systems of
behavior. The objects of inquiry are a genetically-
encoded, specifically linguistic initial cognitive state
and the individual ‘final states’ (referred to informally
as ‘knowing a language’) which are said to be mani-
festations of that initial state. Despite his avowed
internalism, Chomsky appears to allow that observ-
able behavior may be said to be linguistic since it is
exposure to ‘linguistic experience’ (‘primary linguistic
data’) which is said to trigger the transition from
initial to final state. The relation between internal
linguistic cognitive states and observable external be-
havior is, for Chomsky, one of internalization/
externalization. It is arguable that this conception of
the relation undermines any attempt at radical
internalism, since, in allowing that language may
be internalized one is, arguably, conceding that it
may be mind-external. An alternative conception of
the relation between radically internal language and
the observable products of speakers’ behavior is given
by Burton-Roberts (1994), who claims that the latter
are produced in aid of physically representing the
former, without themselves being linguistic. Hence the
relation is conventional.
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Rationalism

Rationalism
J. Cottingham

The term ‘rationalism’ is standardly used in histories
of philosophy to contrast with ‘empiricism.’ Ration-
alists (from the Latin ratio ‘reason’) are said to main-
tain that knowledge can be arrived at by reason alone,
independently of the senses, while empiricists (Greek
empeiria ‘experience’) take it that there can be no
knowledge which is not ultimately derived from sen-
sory inputs. The classification is perhaps most familiar
in textbooks of seventeenth- and eighteenth-century
philosophy, where the ‘British empiricists,” Locke,
Berkeley, and Hume, are routinely contrasted with
the ‘continental rationalists,” Descartes, Spinoza, and
Leibniz. But this blunt and schematic contrast is in
many respects misleading; the ‘rationalist’ Descartes,
for example, insists on the vital importance of sensory
observation in testing scientific theories, while the
‘empiricist’ Locke, though asserting that ‘all our
knowledge is founded in experience,” nonetheless
stresses the crucial role played, in the development of
knowledge, by the mind’s own active faculties for
combining, comparing, and abstracting from sensory
data.

1. Innate Ideas

Despite its problems, the rationalist/empiricist dis-
tinction does provide a useful focus for a number of
central issues in the philosophy of language. The most
important of these is the issue of ‘innateness’. Ration-
alists like Descartes, following a tradition that goes
back as far as Plato, maintained that the human mind
at birth is already imprinted with certain innate
‘ideas’—a term which covered both concepts (such
as the concept of God or of triangularity) and also
propositions or principles (such as the principle of
noncontradiction in logic). This implies, in effect, that
there is a kind of innate language—a language of
thought—which all human beings are born knowing.
The term ‘knowing’ is a slippery one in this context,
since it is clear that young children, for example, do
not possess any explicit awareness of principles like
the law of noncontradiction; and this led Locke and
others to dismiss the whole notion of innate ideas. To
this innatists replied that the knowledge in question
might be present implicitly; in a suggestive analogy
used by Leibniz in his New Essays on Human Under-
standing (ca. 1704), the human mind at birth is likened
to a block of marble—not a uniform block indiffer-
ently suited to receive any shape the sculptor may
choose to impose on it, but one already veined in a
certain pattern. In this metaphor, the blows of the
sculptor’s hammer are likened to sensory inputs: with-
out them there could be no sculpture, just as without

sensory inputs there could be no knowledge. But
though the hammer blows are necessary, the internal
veining is also necessary to explain the final shape.
And similarly, a crude empiricism that appeals to sen-
sory input alone is insufficient to explain knowledge
of certain fundamental and universal principles of
logic and mathematics; an innate prestructuring of the
human mind must also be invoked.

2. A Universal Language of Thought

There is some similarity between the issues addressed
in these early debates and the linguistic controversy
over Noam Chomsky’s notion of a ‘universal
grammar.’ Just as Chomsky argues that the mind must
be endowed from birth with certain deep structural
principles which enable the young child to learn any
language on the basis of very meager and defective
linguistic data, so the earlier ‘rationalists’ argued for
the theory of innate ideas by citing human ability
to perceive and acknowledge fundamental conceptual
and logical truths, whose validity is recognized as
extending far beyond those cases which have actually
been perceived by the senses. In both cases, what
makes the argument persuasive, or at the very least
challenging, is its insistence on the need to explain the
gap between the limited actual empirical input in early
life and the richness and scope of the eventual abilities
(whether logical or linguistic) which all human beings
normally develop.

The idea of a universal language of human thought
is a pervasive one in rationalist philosophy, and is not
confined to discussions of the innateness question. In
the seventeenth century, the notion is often connected
with a belief in a divine creator who has illuminated
our minds with (at least some of) the fundamental
principles which govern the universe as a whole. In a
famous pronouncement, Galileo declared in 7/ Sag-
giatore (1623) that ‘The great book of the universe
cannot be understood unless one can read the lan-
guage in which it is written—the language of math-
ematics.” Some years later, Descartes announced his
revolutionary program for the mathematicization of
physics in closely similar terms. The qualitative lan-
guage of earlier scholastic philosophy was resolutely
to be avoided; all scientific explanations were to be
couched in quantitative terms. ‘I recognize no matter
in corporeal objects,” wrote Descartes, ‘apart from
what the geometers call quantity .. . i.e., that to which
every kind of division, shape and motion is applicable’
(Principles of Philosophy 1644). Part of what this new
program involved was a rejection of the ordinary lan-
guage of the senses, with its supposedly ‘com-
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monsense’ vocabulary of terms like ‘warm,” ‘wet,’
‘hard,’ ‘heavy,’ ‘bitter,” ‘smooth.” Such terms may be
applied on the basis of sensory experiences which are
vivid enough, yet the rationalists argued that they
lacked the transparency and precision of math-
ematical terms. ‘Sensible properties are in fact occult
properties,” wrote Leibniz later in the seventeenth cen-
tury, ‘and there must be others more manifest which
could render them more understandable.’

3. Characteristica Universalis

A recurring dream of rationalism was that of a charac-
teristica universalis—a clear, precise, and universal
symbolic alphabet in terms of which the whole of
human knowledge might be represented. It is probably
fair to say that the philosophical consensus nowadays
is that any such aspiration is radically misconceived.
Briefly, there seem to be two major obstacles in its
way. The first is the problem of ‘commensurability’:
it is hard to see how the languages of different

branches of science (and perhaps even of different
theories within the same branch) can be readily inter-
translatable, or reducible to a common currency of
‘neutral’ or universal symbols. And the second is the
problem of ‘justification’: it is hard to see how tra-
ditional rationalism could defend its claim to have
discovered the master vocabulary or canonical lan-
guage which describes the universe ‘as it really is.’
Many of the issues involved here are complex and still
unresolved. What is clear is the enduring importance
of the rationalist tradition in philosophy, if only
because so much contemporary philosophy of lan-
guage and theory of meaning defines itself by its oppo-
sition to that tradition.

See also: A Priori; Chomsky, Noam; Innate Ideas.
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Realism
A. Weir

Dictionaries of philosophy tend to define the philo-
sophical doctrine of realism along the following lines:
realism is the view that the entities one takes to exist,
do so independently of our minds and mental powers.
Realism thus explicated is then contrasted with ideal-
ism, which holds that the items of everyday experience
or scientific investigation are in some sense mental
constructs.

1. Historical Context

Historically two specific forms of realism are often
distinguished: (a) medieval realism regarding the exis-
tence of properties; (b) the dispute between direct
realists on the one hand and phenomenalists and rep-
resentationalists on the other. In the first dispute,
realists argued that predicates such as ‘is wise’ stand
for mind-independent correlates—here the property
of wisdom, just as names such as ‘Socrates’ stand
for independently existing objects. Their opponents
argued that ‘is wise’ can apply meaningfully and truly
to mind-independent objects without it being the case
that it too stood for some mind-independent entity.
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Insofar as predicates designate anything at all, they
designate mind-dependent entities such as concepts.

Direct realists in perception argued for a distinction
between first the act of perceiving, second its con-
tent—e.g., that a tree is in front of me—and finally
the object of perception. The latter, where it exists, is a
mind-independent entity, the direct realist maintains,
whereas the act of perceiving and its content are
clearly mind-dependent. Opponents of direct realism
reject the distinction between act, content, and object
in perception and hence maintain that the immediate
objects of perception are mind-dependent entities—
ideas, sense data, and so forth. Both disputes, then,
exemplify the general pattern—realism affirms mind-
independence for some sort of entity, idealism or anti-
realism denies it.

2. ‘Realism’ in Philosophy

In analytical philosophy ‘realism versus antirealism’
seems to be used to cover two somewhat different sets
of problems. The first concerns scientific realism which
is usually contrasted with forms of instrumentalism.
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The instrumentalist distinguishes between obser-
vational and theoretical sectors of language and main-
tains that only sentences of the former sector are
objectively true or false. Theoretical sentences are
instrumentalistically useful to the extent that their
observational consequences turn out to be true but
truth for the theoretical sector consists in nothing
more than such predictive utility. For the scientific
realist, by contrast, even if one can draw a significant
distinction between observational and theoretical sec-
tors, which some doubt, there is no difference in
respect of truth: sentences from either sector are rend-
ered true or false by a mind-independent world. Scien-
tific realism is also often taken to include the
antiskeptical view that science inevitably progresses,
if correctly pursued, closer and closer to the truth, and
that the theoretical terms of current science are not
empty but refer to mind-independent entities with
natures of roughly the same type as we ascribe to
them.

The extreme instrumentalist denial that the concept
of truth applies to scientific theory (found in some
logical positivists) did not survive Tarski’s dem-
onstration of the definability of truth for certain for-
mal languages. But instrumentalistic views are
common amongst philosophers influenced by the pos-
itivists or by pragmatism. W. V. O. Quine, for
instance, draws a fairly sharp observation/theory dis-
tinction and denies there is any mind and theory-
independent distinction of fact not reflected in a
difference in observational data. His views incline
towards a relativism regarding truth for those theories
compatible with, but transcending, the empirical facts.
Similarly relativistic views on scientific truth can be
found in many other influential philosophers (in the
early writings of T. S. Kuhn, for instance) and are
incompatible with the realist view of a mind-
independent realm of facts against which theories
can be measured absolutely for truth or falsity.

As well as scientific realism, ‘realism’ is also cur-
rently used as a name for certain fallibilistic doctrines.
The fallibilist about a certain class of beliefs holds that
such beliefs, even if arrived at in optimal conditions
for belief formation, can be wholly false. The linguistic
turn of modern philosophy has led to fallibilism being
interpreted as a semantic doctrine: that truth for sen-
tences transcends the evidence for them. A tension
thus emerges between the skepticism of fallibilism and
the antiskepticism of the scientific realists (who often
claim the semantic doctrine of fallibilism has little to
do with traditional realism). Nonetheless the idea of
mind-independence needs explicating—antirealists
agree the world is independent of, for example, the
will—and fallibilism offers one fairly clear way of
doing so. On the other hand, traditional realism did
not involve radical skepticism towards sentences such
as ‘there are physical objects,’ the very reverse in fact.
Even if the fallibilist evinces no actual doubt regarding

this sentence but holds merely that our opinions and
the truth on this matter might have come apart,
realists with a naturalistic approach to cognition
might demur. Conversely one might take a fallibilist
view towards, say, mathematics while denying that it
deals with mind-independent entities. A compromise
is to characterize realism towards a class of entities
as the view that some beliefs (typically linguistically
expressed) about them are fallible. Antirealist fal-
libilism in mathematics then consists in denying that
mathematics is about anything. Explicating just what
‘aboutness’ comes to, is the major difficulty with this
proposal.

Fallibilism is taken to be the key realist notion by
philosophers skeptical of its truth such as Hilary Put-
nam and Michael Dummett. They agree of course that
one is often wrong; that, for example, the objects one
applies terms to in actual linguistic practice are often
not those one ought to apply them to if one is to
respect the objective content of the expression. But
they insist objective content is rooted in our linguistic
practices too. Empiricist views of sentence meaning—
the meanings transmitted and learnt in language-
learning cannot transcend the empirical circumstances
of the learning—then lead them to suggest the notion
of truth is identified or replaced with epistemic notions
such as verifiability or justified assertibility and to
deny that beliefs arrived at in optimal circumstances
can be false. Thus metaphysical doctrines such as
realism are held to depend on theories from the phil-
osophy of language.

Critics of such views counter that they rest on poor
epistemology. Skeptics about the notion of non-
deductive justification will find the notion of justified
assertibility dubious. And Chomskyans will charge
the antifallibilists with a crude empiricist theory of the
acquisition and transmission of linguistic meaning,
holding by contrast that the empirical circumstances
of language learning may act only as a catalyst acti-
vating a largely innate cognitive state of under-
standing which can transcend its experiential inputs.
Even if the general negative arguments against realism
fail, however, the task of establishing it as correct
for particular cases, for example, for microphysical
objects, quantum mechanical states, abstract objects,
and so forth, is still a substantial and unrealized one.

See also: Instrumentalism.
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Sortal Terms
E. J. Lowe

‘Sortal terms’ are a species of general term falling
within the grammatical category of common or count
nouns (or, more generally, count noun phrases). The
adjective ‘sortal’ was apparently coined by John
Locke, who used it to describe names for sorts or
species of individual substances, and modern usage
more or less agrees with this. Typical examples of
sortal terms in English are horse, tree, and clock. Some
sortal terms, like horse, denote natural kinds and
others, like clock, denote artefactual kinds. Yet others
denote abstract kinds, for example, the logico-math-
ematical sortal terms sef and number.

1. The Semantics of Sortal Terms

A distinguishing semantic feature of sortal terms is
that the application of any such term is typically gov-
erned by criteria of individuation and identity—prin-
ciples determining the individuation and identity-
conditions of the particular items characterizable by
that term. Thus a full grasp of the meaning of the term
horse will involve an understanding of what makes for
the individuality of any particular horse (how, for
instance, the horse as a whole is related to its parts)
and what defines the persistence of an individual horse
over time. Possession of such an understanding is a
necessary condition of a speaker’s being able to ident-
ify, distinguish, and hence count individual horses.
The question of how many individual items charac-
terizable by a given sortal term exist subject to some
further condition (for instance, how many horses exist
in the UK today) is one which always makes sense,
even if it cannot always be answered. It should be
noted, however, that not all count nouns (nouns which
form plurals and admit numerical adjectives) satisfy
this condition, and hence that not all count nouns
qualify as sortal terms. It makes no determinate sense,
for instance, to ask how many things exist in a given
room at a certain time, because the noun zhing is not
governed by any distinct criterion of identity. Such
nouns are sometimes called ‘dummy sortals.” It is
important to realize too that not all sortal terms are
governed by the same criterion of identity, a fact which
Locke himself clearly appreciated. (Locke argues at
length that the sortal terms man and person convey
different identity conditions.) However, where the
sorts denoted by two sortal terms are related as species
to genus (as, for example, with horse and mammal),
the terms in question must indeed be governed by
the same criterion of identity, for one and the same
individual may be characterizable by both such terms
and such an individual cannot be subject to two
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different sets of identity-conditions, on pain of
contradiction.

2. Classifications of Sortal Terms

Sortal terms may be further subclassified in various
ways. So far only syntactically simple sortal terms
have been mentioned, but there are also syntactically
complex ones, exemplified by such count noun phrases
as white horse and tree which sheds its leaves in winter.
Some sortal terms which are syntactically simple
appear nonetheless to be semantically complex: for
instance, mathematician is arguably semantically equi-
valent to something like person who studies math-
ematics, and is therefore governed by the same
criterion of identity as governs the unqualified sortal
term person (though whether or not the latter is in
turn semantically complex is a matter for debate).
Sortal terms like boy and tadpole are examples of what
David Wiggins has called ‘phased sortals,” because
they characterize the items to which they apply only
during one phase of their existence. It appears that
many but not all phased sortals which are syntacti-
cally simple are semantically complex. For instance,
boy is arguably analyzable as meaning young
male human being but it is debatable whether rad-
pole is synonymous with immature frog with gills
and a tail, for even if the latter two terms are neces-
sarily coextensive this is not obviously something of
which competent speakers of English have a priori
knowledge.

Sortal terms bear certain close affinities to mass
terms like water and gold. Many terms in both classes
are alike in designating natural kinds. But mass terms
are unlike sortal terms in being dissective (gold is
divisible into parts which are themselves gold, but the
parts of a horse are not themselves horses) and in not
supplying principles of enumeration for their
instances. Thus, whereas it makes sense to ask how
many horses, say, exist in a given region, it only makes
sense to ask how much water or gold does. Even so, a
mass term like go/d clearly does have a criterion of
identity governing its application, for it makes sense
to ask whether the gold existing in a region at one
time is the same gold as that existing there or elsewhere
at another time. Where mass terms crucially differ
from sortal terms, then, is in lacking criteria of indi-
viduation governing their application. There are how-
ever standard ways of creating complex sortal terms
out of simple mass terms: for instance, drop of water
and nugget of gold. It should also be noted that some
general terms are ambiguous in that they admit both
a sortal term and a mass term interpretation, as is
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illustrated by the ambiguity of the sentence Mary had
a little lamb.
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Universals
A. D. Oliver

It is an undisputed fact that particulars have proper-
ties and stand in relations to other particulars. Those
who believe in universals, the realists, analyze this fact
by supposing that particulars are related to a distinct
category of entity, universals, which are identified with
properties and relations. Philosophers have suggested
that universals offer solutions to a variety of linguistic
and nonlinguistic problems. Historically, the primary
problem is to give an account of the objective resem-
blances of particulars (the so-called ‘problem of uni-
versals’ or ‘problem of the one over the many’). In
metaphysical terms, how is it that distinct particulars
can be of the same type? In linguistic terms, how is it
that distinct particulars can be characterized by the
same predicate? Realists explain sameness of type as
the sharing of a universal by the particulars. Nom-
inalists reject universals and so reject this explanation
of sameness of type.

1. Realist Theories

Realist theories differ along two dimensions. First,
universals can be either transcendent or immanent
(the scholastic distinction between universalia ante res
and wuniversalia in rebus). For example, Plato’s Forms
are often interpreted as transcendent universals. They
inhabit a puzzling platonic heaven separate from the
particulars that imitate or participate in them. Ari-
stotle brought universals down to earth by denying
that they can exist separately from and independently
of the particulars that are related to them—universals
are ‘in’ particulars. D. M. Armstrong (1989) has tried
to cash out the metaphor of immanence. He argues
that a ‘thin’ particular, say Socrates, is related to a
universal, say wisdom, by a primitive relation of
instantiation. The ‘thick’ particular, consisting of Soc-
rates instantiating all his nonrelational universals,
actually contains those universals. Universals are
located in space and time but, mysteriously, they are
wholly present wherever they are instantiated.

The second dimension of difference between realist

theories concerns the abundance of universals. At the
abundant extreme, a universal corresponds to each
predicate. At the sparse extreme, universals are only
admitted if they are required to characterize the objec-
tive resemblances and causal powers of particulars.
On the sparse view, the relationship between predi-
cates and universals is more complex. As Armstrong
says, ‘given a predicate, there may be none, one or
many universals in virtue of which the predicate
applies. Given a universal, there may be none, one or
many predicates which apply in virtue of that uni-
versal’ (Armstrong 1978, vol.2: 9). Armstrong’s
sparse and immanent theory of universals is motivated
by empiricism. Universals exist in our space-time
world and, by examining this world, science deter-
mines a posteriori what universals there are.

2. What Work Will Universals Do?

In thought and language we pick out particulars and
ascribe properties to them and relations between
them. A realist theory of universals gives the onto-
logical ground for this activity of predication. For
example, the predicate ‘is wise’ applies to Socrates
because he instantiates the universal wisdom. The
predication relation is explained via the primitive
relation of instantiation. One predicate can apply to
many different particulars because each particular
instantiates the universal that is the ontological cor-
relate of the predicate. Socrates and Plato are both
wise because each instantiates wisdom. So universals
solve the linguistic form of the ‘one over many’ prob-
lem.

But a sparse theory of universals cannot offer this
solution because there is no guarantee that our predi-
cates pick out the objective resemblances among par-
ticulars that science will discover—there might be no
universal wisdom. Hence, Armstrong offers his sparse
theory as a solution to the metaphysical version of the
‘one over many’ problem. The objective resemblances
between particulars (which may or may not be picked
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out by our ordinary language predicates) sort them
into types. Particulars of the same type, say being 1
kilogram in mass, literally have something in
common, the universal 1 kilogram in mass, which
grounds the resemblance.

3. A Nominalist Response

David Lewis (1983) rejects Armstrong’s universals.
Lewis suggests that properties are classes of actual
and possible particulars. Predication is analyzed by
the primitive relation of class-membership—to have a
property is just to be a member of a class. Since every
class of particulars is a property, properties are even
more abundant than predicates. Such indiscriminate
properties cannot ground the objective resemblances
of particulars. But Lewis suggests classes can be
ordered on a scale of naturalness. The perfectly natu-
ral classes are those which contain particulars of the
same type. Unlike Armstrong, Lewis does not attempt
to analyze the facts of resemblance but rather takes
these facts as primitive.

So Armstrong and Lewis both do justice to the
facts of resemblance by having a sparse conception
of properties. But because Armstrong does not tie
universals to language, he cannot easily employ uni-
versals in giving that language a semantics. Lewis, on
the other hand, also has an abundant conception of
properties that can supply ready-made semantic
values for predicates—to each predicate there cor-
responds the class of actual and possible particulars
that satisfy the predicate. Indeed, such classes can
function as the semantic values for other linguistic
categories as well. For example, red is a color employs
‘red’ as an abstract singular term. It is extremely
difficult to paraphrase this sentence so that the appar-
ent reference to a property disappears. But it is also

implausible to suppose that ‘red’ stands for a universal
(on Armstrong’s sparse theory). So Lewis suggests
that ‘red’ stands for the class of red particulars. Such
classes also prove to be the best candidates for the
values of the variables of second-order quantifiers as
in some zoological species are cross-fertile.

4. Future Work

There can be no doubt that both sparse and abundant
conceptions of properties and relations are required.
A semantics for natural language will require an abun-
dant conception, whereas work in metaphysics sug-
gests that the sparse conception can do much more
besides accounting for sameness of type among par-
ticulars. The compulsory and widely contested ques-
tion is how one should characterize these two
conceptions and their relationship to one another. It
should be mentioned that a theory of tropes, or
abstract particulars, is receiving increasing attention
as a viable alternative to both Armstrong’s realism
and Lewis’s class-nominalism.

See also: Nominalism; Ontology; Realism.
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Verificationism
S. Shalkowski

Verificationism is the latter-day incarnation of classi-
cal empiricism. In keeping with the classical empiricist
tradition formulated by Locke, Berkeley, and Hume,
verificationists give a preeminent place to experience
in the acquisition of knowledge. During the nineteenth
century, while idealism was prevalent in Germany and
Britain, Vienna became a center for European empiri-
cism. This Viennese tradition continued into the twen-
tieth century and took a very clear and influential
form in the 1920s with the formation of the Vienna
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Circle and the development of the set of philosophical
ideas that became known as ‘logical positivism.’
Influenced by the anti-metaphysical positions of the
scientifically inclined Ernst Mach and Henri Poincaré,
the Vienna Circle opposed the apparently extravagant
metaphysical claims of German and British idealism
which seemed to be based on an allegedly supra-
scientific access to truth. Thinkers in the Vienna
Circle rejected both idealist metaphysics and the possi-
bility of any nonscientific method for acquiring
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knowledge, making a sharp distinction between meta-
physics and science.

1. Cognitive Significance

The fundamental problem for these opponents of
idealism was how to separate assertions that are wor-
thy of our attention from those that are not. What
principled basis could they give for declaring ‘Jupiter
has natural satellites’ acceptable, but ‘The Absolute is
active’ not? They sought the answer to this question
by focusing on the general problem of meaning or
cognitive significance. The question of how to separate
science from unacceptable metaphysics depended on
an answer to the question of when a statement is
meaningful or cognitively significant.

In his Tractatus Logico—Philosophicus, Wittgenstein
maintained that the claims of metaphysics are non-
sense and that the only propositions which are sayable
are those of natural science. Subsequently, empiricists
tried to identify two different ways in which cognitive
significance can be attained. Analytic statements are
meaningful because their truth depends on the
accepted conventions about how to use words. So ‘All
bachelors are unmarried’ was said to be meaningful
because it is true in virtue of the way words like ‘bach-
elor’ and ‘unmarried’ are used in English. Analytic
truths can be thought of as following from the truths
of logic together with certain linguistic conventions
(what Carnap called ‘meaning postulates’). If all of
mathematics could be reduced to logic, its truths, cen-
tral as they are to the sciences, would belong to the
category of the meaningful. All other statements are
meaningful, according to the ‘verifiability principle,’
only insofar as they are in principle capable of being
verified by (actual or possible) experience. The trouble
with ‘The Absolute is active’ is that there is no set of
observations that could, even in principle, establish its
truth.

2. The Verifiability Principle

The verifiability principle provided verificationism
with both a theory of meaning and a solution to what
Karl Popper called the ‘problem of demarcation,’ the
problem of how to separate science from nonscience.
For verificationists, the separation of science from
nonscience coincided with the separation of sense
from nonsense. As well as metaphysics, much of what
had traditionally been part of epistemology, ethics,
and other branches of philosophy, was now said to
consist of nonscientific, meaningless claims. Con-
structions like ‘Murder is wrong,” may have an emo-
tive content, but are, at best, pseudostatements de-
void of factual meaning.

Early formulations of the verifiability principle
restricted meaningfulness to statements capable of
conclusive verification. Under this formulation, the
principle entails that a nonanalytic statement is mean-
ingful if and only if some set of basic observation

statements entail (and are entailed by) the statement
in question. This formulation of the principle,
however, was too restrictive to serve the veri-
ficationists’ purposes. In particular, this formulation
renders all universal laws of science nonscientific and
meaningless. No unrestricted universal statement can
be conclusively established on the basis of a limited
number of observations alone. Since verifiability was
intended to legitimize science, as well as condemn
metaphysics, emasculating science by declaring all
scientific laws to be nonsense was unacceptable. In
Language, Truth and Logic, A. J. Ayer weakened the
principle to make verifiability equivalent to con-
firmability. This meant that a nonanalytic statement
is meaningful just in case it is possible that there be
some evidence that counts in favor of the truth of that
statement. On Ayer’s account, an empirically mean-
ingful statement is one that can be conjoined with
suitable auxiliary hypotheses to derive observational
consequences that are not derivable from the auxiliary
hypotheses alone.

While this weaker criterion of empirical meaning
gives the verdict that scientific laws are empirically
meaningful, it also gives the verdict that ‘The Absolute
is active’ is meaningful because we can take ‘If the
Absolute is active, then Rover is brown’ as an auxili-
ary hypothesis and with the two of these statements
derive ‘Rover is brown,” which is entailed by neither
the statement in question nor the auxiliary hypothesis
alone. A further attempt was to suggest that all empiri-
cally meaningful statements can be reduced to state-
ments in a suitably restricted language whose
primitive predicates all designate only characteristics
of immediate experience. Other variations on the
theme of formulating an acceptable criterion of mean-
ingfulness in terms of verifiability were proposed, but
each had the weakness of either excluding too much
or too little from the realm of the meaningful.

3. Falsifiability

According to Karl Popper, theories like astrology are
defective not because they are not amenable to con-
firmation but because they are too confirmable. No
matter what happens, pseudoscientific claims are com-
patible with the outcome. Astrology is pseudo-
scientific precisely because it is confirmed by every-
thing and falsifiable by nothing. In contrast, Einstein’s
theory of relativity makes risky predictions that could
turn out to be incorrect. Thus, Popper suggested that
the hallmark of science is not any form of veri-
fiability, but falsifiability. For him, the issue of sepa-
rating science from pseudoscience and the issue of
separating sense from nonsense were independent
issues, the former being a genuine philosophical prob-
lem while the latter is a typical philosophical pseudo-
problem. Popper was concerned only with the line of
demarcation between science and pseudoscience. His
critiques of the general confirmationist or inductivist
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approaches to science were misconstrued as alter-
native proposals about meaning and many of his criti-
cisms were unheeded for several decades.

4. Verificationism and Semantic Theory
Verificationism is still a prevalent doctrine in semantic
theory. Verificationism in semantic theory is the doc-
trine that the meaning of a statement is at least par-
tially a function of the evidence one has for that
statement. Michael Dummett’s verificationist seman-
tics, sometimes called semantic antirealism, claims
that the meaning of a statement is the conditions under
which a speaker has sufficient justification for assert-
ing it. However, Dummett’s project is not to dis-
tinguish science from pseudoscience or sense from
nonsense. Rather, it is to account for linguistic knowl-
edge. If language is to be learnable, he argues,
meanings are things to which speakers will have
sufficient access in order to associate those meanings
with the appropriate statements. By contrast, truth-
conditional semantics allows that statements may be
true (or false) even though those who understand them
may be in principle incapable of recognizing this.
Thus, contemporary verificationists explicate sem-
antic properties in terms of epistemological properties.
For them, the theory of meaning is just the theory of
linguistic understanding; and meanings are not enti-
ties, but structured practices of competent speakers of
a language.

In ways that earlier verificationists did not fully
appreciate, verificationist (antirealist) semantics has
implications for the proper form of logical theory, and
for acceptable metaphysical theses. If statements do
not have truth conditions that transcend verification,
then to assert a statement is equivalent not to the
assertion that the statement is true, but to the assertion
that the statement is justified. The assertion that p is
equivalent to the assertion that ‘p’ is justified. It fol-
lows that the assertion that ~p is equivalent to the
assertion that ‘~p’ is justified. Consider now the
classical law of excluded middle, which says that every
instance of ‘p v ~p’ is true. If verificationist sem-
antics is adopted, this reduces to the claim that it is

46

always true that either ‘p’ is justified or else ‘~p’ is
justified. But, there are many statements we have nei-
ther sufficient reason to assert nor sufficient reason to
deny. For them, the proper action is refusal either to
assert or deny. Accordingly, excluded middle is
rejected by contemporary antirealists along with the
classical logic in which this law is embedded.

It is widely recognized that a thoroughgoing empiri-
cist semantics requires a radical rethinking of the nat-
ure of valid inference. If truth is thought to be closely
associated with warranted assertibility, then the sem-
antic principle of bivalence, that every statement is
either true or false, must also be rejected by the veri-
ficationist for parallel reasons.

Verificationism has parallel consequences for meta-
physics. If some statements are neither true nor false,
and truth requires metaphysical truthmakers (be they
cognizer-independent facts or cognizer-dependent epi-
stemic conditions), then—as it were—the world has
metaphysical gaps. Suppose ‘p’ is such a statement.
There is no truthmaker for ‘p’ and there is no truth-
maker for ‘~p’ (there is no fact of the matter). Far
from verificationism laying all metaphysical claims to
rest, it appears to carry with it its own metaphysical
commitments.

See also: Analyticity; Meaning Postulate; Falsi-
ficationism; Intuitionism; Logical Positivism;
Realism.
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SECTION 1II

Language and Mind

Apes and Language
S. L. Williams, E. S. Savage-Rumbaugh, D. M. Rumbaugh

The second half of the twentieth century has seen a
great surge of interest both in language and in apes.
With regard to language, the questions have been
focused upon the pattern and process whereby it is
acquired by children and whether its roots are in gen-
etics or in learning. With regard to apes, the questions
focused upon evolution and the genetic relatedness of
apes to the early hominoids and humans. The intensity
of debates on both topics has been substantial and
sustained. It should come as no surprise, then, that
the question, ‘Can apes acquire language?’ also gives
rise to great controversy. After all, to answer that
question presumes that one can define ‘language.’
Language, along with all other similar concepts, can
be defined—but not to everyone’s satisfaction. Is
speech, for example, a requisite to language? What
constitutes a natural, versus an artificial language?
Also, one might even object to that question by declar-
ing, ‘If, as many hold to be the case, language is a
distinguishing attribute of our species, apes cannot
possibly acquire it!” Nevertheless, within this con-
fusion matrix, a number of investigators did launch
research programs to answer the question, ‘Can apes
acquire language?’

Why might the ape be expected to acquire language?
The answer is, of course, that they are very closely
related to us. Chimpanzees, for example, are more
closely related to us than they are to gorillas. Humans
share 99 percent of genetic material with these apes
(Andrews and Martin 1987), and human lineage
diverged from theirs only 4-6 million years ago (Sibley
and Ahlquist 1984).

1. Early Attempts to Teach Language

Since neural limitations and the anatomy of the vocal
tract prevent the ape from producing sounds necessary
for human speech (Lieberman 1968), alternative
modes for communication have been sought.

The 1960s witnessed the beginnings of two impor-
tant chimpanzee projects, each with a unique
approach to communication: one by Beatrix and Alan
Gardner of the University of Nevada and another by

David Premack at the University of California, Santa
Barbara. The Gardners used a manual sign language,
the American Sign Language for the Deaf, as their
medium for establishing ‘two-way communication’
with a chimpanzee. They believed that their chim-
panzee (Pan troglodytes), Washoe, would be com-
petent to make such signs and that she would be
acquiring a ‘natural’ language as she did so. Premack
used plastic tokens to stand for words with his chim-
panzee, Sarah. His method employed an artificial
language system. Despite different methods and
goals, both Washoe and Sarah learned to use their
signs and tokens and impressed many with their
accomplishments.

The 1970s saw the launching of the LANA Project
by Rumbaugh and his associates of Georgia State
University, the University of Georgia, and the Yerkes
Primate Center of Emory University. Unique to the
LANA Project was the introduction of a computer-
monitored keyboard, with each key having a dis-
tinctive geometric pattern called a ‘lexigram.’ Instead
of letters, each lexigram key on the chimpanzee Lana’s
keyboard was meant to serve as a whole word. The
priority goal of the LANA Project was to determine
whether a computer-controlled language-training sys-
tem might be perfected to advance research where
learning and language abilities were limited, either due
to genetics (i.e., apes, whose brains are one-third the
size of the human brain) or brain damage (i.e., chil-
dren with mental retardation). Development of the
computer-controlled system succeeded beyond expec-
tations. That system also was a prototype for portable
language-communication keyboards that are now
commercially manufactured and in wide use by chil-
dren with mental retardation (Romski and Sevcik
1992). Through such keyboards, many retarded chil-
dren are able to communicate and thus participate in
the world as they have not been able to do in the past.

The 1970s also saw Terrace’s Project Nim (Nim was
a chimpanzee) launched at Columbia University and
Miles’s Project Chantek (Chantek was an orangutan,
of the genus Pongo) at the University of Tennessee,
Chattanooga. Also, Fouts led his own project, first
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at the University of Oklahoma and then at Central
Washington College. All three of these projects used
manual signing based on the American Sign Language
for the Deaf. Primarily through use of various modes
of trial-and-error teaching methods entailing molding
of the ape’s hand, young chimpanzees learned at least
when to make a given manual sign or gesture in
relation to each of a variety of exemplars and events
(Fouts 1972). Whether the apes knew what they were
signing was, at that time, not recognized as a central
question. The emphasis was upon production, i.e., the
use of signs by the apes.

In retrospect, all of the foregoing projects shared a
common error. All project leaders naively assumed
that, if an ape appropriately produce a sign, that it
would also comprehend or understand that sign when
used by other social agents. Since 1980, however, it
has been learned that the skills of production do not
by themselves warrant the conclusion that under-
standing, by the user, is in place. In 1992 data and
arguments also strongly support the conclusion that it
is comprehension or understanding that is the critical
ingredient for language, not the ability to produce
signs, or to make specific sounds.

As discussed below, language understanding can be
instated in chimpanzees by rearing them from birth
much as human children are reared—in an environ-
ment where language is used to announce and to coor-
dinate social activities (Savage-Rumbaugh, et al.
1993).

A review of research, enabled by the computer-
monitored lexigram keyboard that has led to our
present-day understanding of language and the pro-
cesses whereby apes can acquire it, is in order.

1.2 The LANA Project

Research with Lana was designed so that she could
exercise substantial control over her environment and
life through use of her keyboard. On that keyboard,
each key was embossed with a distinctive geometric
symbol, called a lexigram. Each lexigram was intended
to function as a word, just as words generally do in
our vocabularies. The first symbolic communications
learned by Lana were ‘stock’ sentences, i.e., they were
specific sentences which had to be used by her in
order to activate a variety of devices controlled by
the computer. The software program in the computer
specified certain relationships between words that had
to be honored if Lana’s multilexigram productions
were to have any effect. Examples of stock sentences
were, ‘Please machine give milk,” ‘Please machine
make window open,’” ‘Please machine give piece of
apple (or bread, banana, etc.),’ and so on. Lana’s use
of stock sentences availed to her a variety of foods
and drinks, music, slides, movies, a view out of the
window, and so on. In addition, two-way symbolic
communication between Lana and her caretakers
became possible at least to the extent that specific
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kinds of tests could be conducted to determine her
skills of naming objects and their colors (e.g., ‘What
name-of this that’s blue {or red, orange, green, black,
etc.]?,’ ‘What color of this box [or ball, cup, shoe,
etc.”’).

Lana demonstrated that an ape could learn to use
more than 200 lexigram symbols, either singly or in
stock sentences, with relatively high levels of accuracy.
Lana also made interesting modifications in several
portions of her stock sentences and phrases in a man-
ner that suggested insight on her part that such could
be used to achieve special purposes. For example, a
cucumber was asked for as ‘the banana which is
green,” an orange-colored commercial soft drink was
asked for as the ‘Coke which is orange,” and a whole
orange (i.e., fruit) was called the ‘apple which is orange
(color)’ and the ‘ball which is orange.’ She also modi-
fied several stock sentences (Rumbaugh 1977) so as to
achieve unique communications with caretakers. For
example, Lana readily modified her stock sentence,
‘Please machine give coffee,” to ‘You give coffee to
Lana,’ and ‘You give this which is black,’ in contexts
where the well-mastered stock sentence, for various
reasons, failed to net her a cup of coffee (e.g., where
people, and not the machine, had the coffee).

Lana also learned to differentiate valid versus inva-
lid stems or beginnings of stock sentences that were
up to five lexigrams long. Given a valid stem, con-
structed by the experimenter, she would complete it
appropriately. For example, if the experimenter gave
Lana the sentence stem, ‘Please machine...,’ Lana
could add, ‘... give Coke,’ ‘... give piece of banana,’
and so on. Given an invalid stem, such as ‘Machine
please.. ., or ‘Please give machine of piece . .., rather
than ‘Please machine,” or ‘Please machine give piece
of ..., she would erase it rather than waste effort with
it. (She erased it through use of the ‘period’ key, which
served to clear the incorrect stem from the keyboard.
She learned early on, and by herself, to use the period
key to erase her own errors of production.) In this
and other ways, Lana exhibited competence with the
grammar of her language system, a grammar which
had to be complied with if her requests were to be
‘honored’ by the computer that monitored her pro-
ductions and that controlled the activation of the
incentive-vending devices of her room.

After five years of training, Lana could produce
sentences with up to 11 lexigrams in length. However,
in the final analysis, Lana failed to show skills of
comprehension that one would expect of her, given
her impressive skills of ‘production.’ Simply learning
associations between lexigrams and exemplars and
learning rudimentary rules of grammar were not
sufficient to produce a competence commensurate
with a young child’s language development, which
reflects a far greater degree of understanding
language. Consequently, an additional program of
research that focused upon pragmatics and semantics
or language understanding was begun.
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1.3 Sherman and Austin

Beginning in 1975, two other chimpanzees, Sherman
and Austin, were taught to use the lexigram keyboard
in settings that emphasized communication between
them. A clear requisite for competent communication
between Sherman and Austin to be achieved was the
ability to comprehend the meanings of lexigrams.

To cultivate comprehension, the chimpanzees
learned that they both had to share specificinformation
and to act upon that information. For example, prized
foods and drinks (e.g., referents of lexigrams) were
placed in sealed containers, hence not necessarily
immediately present and directly observable. Because,
on any given trial, only one of the two chimpanzees
saw, and hence knew, the specific food or drink that
was placed in the container and because neither could
receive the food unless both asked for it properly, the
onus was upon the first chimpanzee to communicate
the contents of the container to the second one. If the
second chimpanzee comprehended the com-
munication and properly requested the item which it
had not seen, the food was shared between them.
Otherwise, the palatable incentive was withheld. Thus,
the need to communicate was instated. More impor-
tantly, when their keyboard was taken away, the chim-
panzees demonstrated that they had learned the
importance of communication as well as how rep-
resentational symbol systems work. This they dem-
onstrated by inventing their own symbol system. With
no lexigrams available, they used manufacturers’
brand names and labels (M &M, Coke, etc.) to tell
one another the identity of the hidden food.

In these and a variety of other contexts, experiences
served to encourage learning that the use of symbols
enabled communication ‘about’ things, rather than
that their use was just a ritual of responses necessary
to access ‘things.’” Through many other additional
communication paradigms that stressed the use of
symbols to refer to things removed in space and time,
Sherman and Austin became highly competent in
labeling (i.e., naming) items, requesting items, com-
plying with the requests of others, and most impor-
tantly in understanding language symbols (see Savage-
Rumbaugh 1986).

The communicative value of language for Sherman
and Austin served to cultivate comprehension and
generated other untaught, unanticipated uses of their
word lexigrams. Sherman and Austin became the first
chimpanzees to systematically communicate their
wishes and desires to one another through the use
of printed symbols. They learned to take turns, to
exchange roles as speaker and listener, and to coor-
dinate their communicating activities. Once they had
learned the referential value of symbols, they began
to use the keyboard to amnounce their intended
actions: what it was they were going to do (e.g., tickle,
chase, play-bite, or to set about getting a specific food
or drink from a refrigerator in another room).

Sherman and Austin also demonstrated impressive
symbol-based, cross-modal matching abilities (e.g., to
equate the ‘feel’ of objects via touch to lexigrams and
vice versa). Without specific training to do so, they
were able to look at a lexigram symbol and then reach
into a covered box and select the appropriate object
on the basis of tactual cues alone. They could also feel
or palpate an object not in view, and state the name
of that object.

The most important demonstration that lexigrams
were meaningful symbols to Sherman and Austin was
achieved in a study where they, first, learned about
the categories of ‘food’ and ‘tool,” and then, second,
appropriately classified lexigrams of their vocabu-
laries using those categories.

Initially, only three foods and three tools were used
to introduce the concept of ‘categories’ to them. Each
chimpanzee was taught to label three edible items as
‘foods’ and three implements as ‘tools.” They were
then shown other food and implements to see if they
could generalize the categorical concepts to things that
had not been used during training. They could. Then
they were shown the word-lexigram symbols for a
variety of foods and implements and asked whether
or not each word symbol (e.g., banana, straw, cheese,
magnet, corn chips, etc.) stood for a food or a tool.
They were able to label these word lexigrams as food-
words or tool-words the first time they were asked and
did so without specific training. Thus, they revealed an
understanding of the fact that word symbols stood for
things. They also knew the specific things each symbol
stood for—otherwise they could not have called the
word lexigram for ‘corn,’ a food and the word lexi-
gram for ‘(drinking) straw,’ a tool; for it was not the
word lexigrams themselves that were food or tools,
but rather the things they stood for that enabled them
to categorize them correctly. Such skills left little
doubt but that for Sherman and Austin their lexigrams
served as representations of things not necessarily
present and that they had mastered the essence of
semantics (e.g., symbol or word meaning).

2. Later Studies with Pan paniscus

All of the chimpanzees discussed to this point were
so-called ‘common’ chimpanzees of the genus and
species, Pan troglodytes. There is a second major spec-
ies of chimpanzee that has been erroneously called the
‘pygmy’ chimpanzee. It is now clear that this second
species is not a pygmoid version of another form,
and it is now by preference called the bonobo (Pan
paniscus).

Bonobos are even rarer and more endangered than
the common chimpanzee and they more closely
resemble humans. Bonobos frequently walk upright
more readily and competently than P. troglodytes.
Also, they use eye contact to initiate joint attention,
iconic gestures to entice others to assume physical
orientations and actions, and use vocal com-
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munication with greater frequency than does the com-
mon chimpanzee. They also tend to be more affiliative.
Both the bonobo and common chimpanzee maintain
strong social, though somewhat unique, bonds within
their group.

Matata, a wild-born female that dwelled in the for-
est until an estimated age of six years, was the first
bonobo introduced to the lexigram system. Methods
that had proved successful with both Sherman and
Austin in the majority failed with Matata. At best,
Matata learned only eight lexigrams and, then, only
how to use them to request that things be given to her.
Even after years of effort, Matata failed to use even
these few lexigrams reliably and gave no evidence that
any of them functioned as symbolic representations
of their individual referents. Nevertheless, Matata
otherwise appeared to be a very bright chimpanzee.

During her lexigram training, Matata had her
adopted son, Kanzi, with her. No systematic effort
was made to teach Kanzi lexigrams while work with
Matata was underway. He was always present,
however, whenever Matata was worked with. Conse-
quently, he always had the unintended opportunity to
observe her training.

When Kanzi was two and a half years old, he was
separated from Matata when she was taken to another
site to be bred. Only then did it become obvious that
something unexpected had happened. Kanzi had
learned the symbols that experimenters had been
attempting to teach Matata. He needed no special
training to use symbols to request that things be given
to him, to name things, or even to announce what he
was about to do.

As a consequence, a significant change was made in
research tactics. Structured training protocols were
terminated, and Kanzi was introduced to a life in
which throughout his waking hours he was part of a
social scene. People talked in English to Kanzi and
touched the appropriate lexigrams on his keyboard
whenever they coincided with words of spoken utter-
ances. Through continued observation of others’ use
of language Kanzi also learned language and its func-
tions in the real world. Kanzi was encouraged to listen
to speech and to observe others; however, he was
never denied objects or participation in activities if he
did not use his keyboard. Caregivers used the key-
board to comment on events (present, future, and
past), to communicate with each other concerning
their intentions or needs, and, in particular, to talk
about any thing that appeared to be of interest to
Kanzi.

Kanzi quickly learned to ask to travel to several of
the named sites throughout 55 acres of forested land
that surrounds the laboratory. He learned to ask to
play a number of games, to visit other chimps, to get
and/or prepare and even cook any number of specific
foods, and to watch television. Kanz’s lexigram
vocabulary increased to 149 words by the time he was
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five and a half years old. It was only a short time
before it was also noted that, in contrast to Lana,
Sherman, Austin, and Matata, Kanzi appeared to be
comprehending human speech—not just single words,
but sentences as well.

As a consequence, an experiment was undertaken
to assess Kanzi's speech comprehension and to com-
pare it with that of a human child, Alia (Savage-
Rumbaugh, et al. 1993). Under controlled conditions,
designed to preclude inadvertent cueing as to what
should be done, both Kanzi and Alia were given 660
novel sentences which requested them to do a variety
of unusual things. For example, they were asked to
take a specific object to a stated location or person
(‘Take the gorilla [doll] to the bedroom’; ‘Give Rose
a carrot’), to do something to an object (‘Hammer the
snake!’), to do something with a specific object relative
to another object (‘Put a rubber band on your ball’),
to go somewhere and retrieve a specific object (‘Get
the telephone that’s outdoors’), and so on.

An everchanging and wide variety of objects was
present, and the subjects were asked to act upon mem-
bers of each array in a variety of ways. This practice
ensured that ‘compliance with a request’ was not sim-
ply a result of a given subject doing whatever was
obvious on a given trial. Thus, when asked to ‘Get the
melon that’s in the potty,” a second melon was on the
floor—even in Kanzi’s path to the potty; and when
asked to ‘Get the lettuce that’s in the microwave
(oven),” Kanzi found not only lettuce, but a variety of
other things in the oven as well.

At the time of the study, Alia was two and a half
years old and Kanzi was about nine years old. Inter-
estingly, Kanzi’s comprehension of novel spoken sen-
tences was quite comparable to Alia’s. Both subjects
were about 70 percent correct in carrying out the
sentences of novel requests on their first presentation.

By the time Kanzi was eight years old, his pro-
ductive competence of lexigrams with gestures was
comparable to an 18-month-old child. His lexigram
vocabulary consisted of well over 250; his com-
prehension of spoken English was commensurate with
that of a two and a half-year-old child.

Kanzi was the first ape that had acquired language
skills without formal training programs. He developed
language by observing and by living. The pattern
whereby he did so paralleled that of the normal human
child who, first, comes to comprehend the speech of
others and then subsequently talks.

Was Kanzi an exceptional bonobo? Or, could his
skills of comprehension be replicated with other chim-
panzees?

To answer this question, Kanzi’s younger sister,
Mulika, was exposed to the same kind of linguistic
environment that Kanzi had, but was introduced to it
at a much earlier age. She, too, first developed com-
prehension of spoken English and lexigrams as used
by others and then began to use them productively.
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Atthe age of about 18 months, although Mulika could
use only seven or eight lexigrams with competence,
tests revealed that she understood 70 others!

2.2 Interspecies Comparisons

Was the ability to comprehend spoken English a par-
ticular characteristic of bonobos or, given rearing
from birth in a language-saturated environment,
would the common chimpanzee exhibit similar com-
petency? An answer to this important question was
sought in a study that involved corearing the two
species of Pan, P. paniscus and P. troglodytes, so as to
give them the same early exposure to spoken English
and social communicative use of the lexigram
keyboard. The two subjects selected were Panbanisha,
a bonobo, and Panzee, a common chimpanzee. Their
ages differed by only six weeks at the beginning of the
study. From shortly after their births, for the next four
years these two chimpanzees were uniformly provided
with an enriched environment that emphasized com-
munication as did Kanzi’s.

The experimenters expected that, under the con-
ditions of their rearing that lacked all formal training,
only the bonobo would come to comprehend English
and use the keyboard. Initial results, up until the sub-
jects were about two years old, supported that expec-
tation. Notwithstanding, the common chimpanzee
also evidenced significant, though lesser competence
in both speech comprehension and in the spontaneous
learning of the lexigrams and their meanings. She
understood words and used her keyboard to com-
municate, thus revealing that environment was the
critical ingredient in the spontaneous emergence of
language skills in the chimpanzee as well as in the
bonobo. On the other hand, the bonobo infant, Pan-
banisha, was substantially ahead of the common
chimpanzee infant, Panzee, in all criteria. This obser-
vation, coupled with the extraordinarily limited
speech comprehension skills of our four other com-
mon chimpanzees, discussed above, strongly suggests
that the bonobo has a unique proclivity for benefiting
in language acquisition if reared from birth in a
language-saturated environment.

3. Important Factors in Language Acquisition—What
Can be Concluded from these Studies?

Kanzi, Mulika, Panbanisha, and Panzee learned
language without the typical trial-based learning para-
digm involving reward-based contingencies. Given the
appropriate environment from shortly after birth and
continuing for several years, an ape can acquire
linguistic skills without contingent reinforcement in
formal trial-by-trial training. (All other apes before
them—Sherman, Austin, and Lana—required formal
training designed to cultivate various language func-
tions.) Normal human children do not require formal
training to learn language. Most certainly, the fact
that most children experience a communicative

environment from the moment they are born is critical
to the acquisition of language.

Research with apes supports the view that a sen-
sitive period exists for language acquisition (Green-
ough, et al. 1987): exposure to language during this
period is necessary for the activation and further
development of cognitive structures supported by
specific brain circuitry. Kanzi’s mother, Matata, was
an adolescent when first given language training,
training from which she could not significantly benefit.
Her language competence was negligible when com-
pared to that of Kanzi and Panbanisha’s who were
given very rich language environments within which
to develop from shortly after birth. Similarly, Lana,
Sherman, and Austin were between 18 months and
two years old when their language training began.
They were, by comparison, minimally able to com-
prehend human speech or to learn the meanings of
lexigrams spontaneously. These observations suggest
that it is during the first few months of life that ex-
posure to language, including speech, is important if the
continued development of language is to be optimal.

Germane to the support of this point are obser-
vations on Tamuli, another bonobo; at the age of
three years she was given the same experiences as
Kanzi and Panbanisha’s for seven months to see if she
could acquire a vocabulary of lexigrams and come to
comprehend spoken English. Tamuli failed to benefit
other than minimally from that experience. Her lack
of progress is consistent with the view that it is early
within the first year of life that the sensitive time occurs
for exposure to language to impact optimally upon
brain and cognitive structures. The competence for
language is laid postnatally, if not prenatally, and
during early infancy—not in the school’s classroom.

If exposure to language is sufficiently early, no train-
ing is needed for chimpanzees and bonobos to begin
to understand speech and that symbols represent
things and ideas. They will spontaneously begin to
communicate under these conditions if provided with
a keyboard. If exposure to language occurs after
infancy, once the apes have already reached the juv-
enile period, language skills can be inculcated through
training but they do not appear spontaneously. In
addition, even with training, the speech comprehen-
sion skills of such apes remain extremely limited.

If exposure to language occurs at adolescence or
later, even training appears to be insufficient to incul-
cate functional, representational language skills in the
ape. Of course, better training techniques could be
discovered in the future which would make it possible
even for these apes to learn language.

In humans, and now in apes as well, language acqui-
sition entails, first, comprehension. Comprehension
develops long before the speech musculature has
matured enough for vocal control permitting language
production in the child (Golinkoff, et al. 1987).

It is now known that human children, raised from
birth with the keyboards, use the lexigrams both to
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communicate their needs and to name things long
before they can speak the words. Such prespeech use
of lexigrams can begin as early as seven and a half
months and offers an early and highly unique access
to the child’s language and cognitive development.

4. What Have Lexigrams Done to Aid Language
Development?

The lexigram keyboard appears to help structure the
linguistic information as it is presented. Because the
ape’s attention is brought to the lexigram symbol sim-
ultaneously as it hears the spoken word, it appears to
be better able to parse out spoken words from the
soundstream that otherwise characterizes the hearing
of a spoken sentence. In turn, this parsing probably
serves to enhance the learning of individual word
meanings. Speech coupled with corresponding use of
lexigrams appears to facilitate the encoding of words
and word meaning.

As children with severe language deficiencies
acquire competence in the use of these keyboards,
they become more sociable at home and in the school
and enjoy enhancement of interactions with normal
peers. Their competence in using their boards extends
to the real world, as per ordering food in restaurants
and in work. Use of the keyboards also serves to
stimulate the children’s effort to speak, apparently in
response to hearing the speech sounds which are under
their control when the keyboard is used.

5. Summary

By studying apes, a great deal has been learned about
language and how early environment serves from birth
to support its acquisition. The work has enabled sym-
bolic language skills to be acquired by children with
language deficits due to mental retardation. In due
course, studies of language acquisition will help us to
understand better how language evolved and how our
early ancestors may have used it to communicate.
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Innate Ideas
C. Travis

The ancient idea of innate ideas was later given new
life and substance first by Descartes, then by Leibniz.
Since Leibniz, innate ideas have come in two strengths.
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Some are ideas or concepts that could not have
been acquired through experience, or simply were not
so acquired. This is the weaker strength. The others,
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more potent ideas, are innate because, were they not
already in place, experience would have nothing to
teach us, or there would be nothing that we could
learn, at least within some wide domain. For example,
Leibniz thought that certain logical ideas—in effect,
those of truth and identity—were of this type.

1. The Traditional Problems: Descartes and Leibniz

Descartes’s appeal to innate ideas stemmed from the
following kinds of considerations. No-one has ever
drawn or seen a perfect triangle. Rather, what we
confront are at best only approximations to that ideal,
which raises the question of why we detect that par-
ticular pattern in the samples where we do, or why we
view them as approximations to that ideal or indeed
to anything. Experience does not teach us to choose
that ideal, so the idea of a triangle is not acquired,
which means it must be innate (weaker strength).
Moreover, it takes the right constitution to see tri-
angles where something quite nontriangular occurs in
the brain.

By contrast, Leibniz’s problems were of this nature:
‘If I do not know already that no contradiction is true,
then how can experience teach me, say, that a hawk
is not a handsaw?’ Granted, hawks fly, and handsaws
do not. But perhaps that just means: hawks/handsaws
fly and do not. If Leibniz is right about the problem
and its solution, then there are innate ideas in the
stronger sense.

Leibniz and his main opponent, Locke, agreed that
the key issue was not over innate ideas, but rather
over innate principles, i.e., knowledge that such-and-
such. What one needed to know to learn about hawks
and handsaws was that no contradiction is true. But
Leibniz and Locke also agreed that there can be no
knowledge that without the conceptual resources for
formulating it. To know that no contradiction is true,
one needs the idea of truth. Perhaps in having the
latter, one just does know the former.

Innate ideas thus played a role in a theory of innate
logical competence, which was their most important
application from the seventeenth to the twentieth cen-
turies. Some have thought logical competence, in
Leibniz’s sense, bogus. Their idea, in brief, is that
the reason why any rational animal knows that no
contradictions are true is that we could not recognize
any animal as rational without crediting it with that
knowledge. In seeing someone as rational, we must
do him the further courtesy of seeing him as logical to
that extent. We are forced so to interpret him. The
‘competence’ is thus all in the eye of the beholder;
it points to no specific psychologically real internal
organization. Even if this view were plausible (i.e., the
logically competent reliably perform in quite concrete
ways, which leaves room for that performance to be
explained by something), it just pushes the problem
to a new domain. We are forced to see rational animals

in ‘such-and-such’ a way. Again, one answer to what
forces us is supplied by innate ideas.

2. Chomsky’s Conception of Innate Ideas

The idea of innate ideas has been used in the twentieth
century by Noam Chomsky. Like Leibniz, his main
concern is with a specific competence; in Chomsky’s
case a linguistic, or syntactic, one. The idea is that one
could not learn a language without being innately
constituted to learn (by natural means) a specific type
of language as opposed to others. The type is char-
acterized by a certain set of principles, which, since
they fix what humans are constituted to learn, are
universal in human languages. At least for a time,
Chomsky characterized this innate constitution, in
one way among others, by ascribing knowledge of
these principles to the language learner. By the Locke—
Leibniz principle, knowledge of principles requires the
conceptual resources for formulating them. Hence,
Chomsky concluded, we have innate grammatical
ideas.

Chomskyan innate ideas may be seen as modified
Leibnizian ones—modified enough to make their exis-
tence a partly empirical question. It is not that the
particular innate grammatical ideas that he would
posit could not conceivably have been acquired, as
with the ideas of truth and identity. Those gram-
matical ideas could have been acquired, had we had
suitable others to start with. But we must start some-
where, with some innate ideas. The form of the claim
is: in fact, we started here. Similarly, it is not incon-
ceivable that we should have learned some language
without the specific grammatical principles that we
are supposed to know innately. We might have had
innate knowledge of different principles. We would
then have learned languages of different forms—
different, that is, from those that are humanly poss-
ible. What is not an empirical thesis is that learning
language requires innate knowledge of grammatical
principles. What is empirical is that we satisfy that
requirement by knowing thus and so innately.

3. The Idea of ‘Idea’

The ‘innate ideas’ debate in the seventeenth and eight-
eenth centuries was deformed through entanglement
with the ‘idea’ idea, from which it has not yet com-
pletely disentangled itself. With that thesis, having an
idea or a concept (of, say, licorice or a pentagon)
consists in having a representation accessible to direct
conscious inspection, and exhaustively specified by
what one thus inspects; one starts having an idea sim-
ultaneously with the onset of this awareness. To
Locke, that notion made it seem much easier than it
in fact is to show that there are no innate ideas: for
every such representation, there must be an onset of
awareness of it. If not, then we do not inspect it ‘in
consciousness,’ so it does not determine the having of
an idea at all.
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This ‘idea’ idea is another legacy of Descartes, who
presents it in virtually the same place where he offers
a better idea of ideas. In the third Meditation, he says:

if I hear some sound, if I see the sun, or feel heat, I have
hitherto judged that these sensations proceeded from cer-
tain things that exist outside of me. .. .

And my principal task in this place is to consider, in
respect to those ideas which appear to me to proceed
from certain objects that are outside of me, what are the
reasons which cause me to think them similar to these
objects.

(Descartes 1641)

Here, ideas are equated with representations, the con-
scious having of which is indistinguishable from such
things as the experience of seeing, or seeming to see,
thus and so. That is the ‘idea’ idea which moved Locke
and others. But immediately before that remark,
Descartes says:

for, as I have the power of understanding what is called
a thing, or a truth, or a thought, it appears to me that
I hold this power from no other source than my own
nature.

(Descartes 1641)

Here, Descartes equates having an idea, or concept,
with a specific ‘power’ or capacity. That is Descartes’s
better idea. Leibniz took the better idea, rejecting the
‘idea’ idea, which is why he wrote, for example:

And, in effect, our soul always has within it the quality
of representing to itself whatever form or nature, when
the occasion arises for thinking about it. And I hold that
this quality of our soul, inasmuch as it expresses some
nature, form, or essence, is properly the idea of the thing.

(Leibniz 1686)

Such differing conceptions of having an idea or con-
cept have often led to mutual incomprehension in
‘innate ideas’ debates.

4. From Particular to General: A Further Application

Locke’s case against a Leibnizian account does not
justrest on the ‘idea’ idea. Locke also had the plausible
intuition that, for example, where inference or proof
is concerned, we proceed from the particular to the
general case. First, we learn that such-and-such a spec-
ific argument is a good or a bad one. When we have
learned many specific facts of this sort, acquiring
along the way an ability to go on to novel cases in
particular ways, the character of our final state may
be described correctly by saying that we know such-
and-such general principles. (This is to model knowl-
edge of good argument on knowledge of furniture—
we first see specific sofas, then later get the general
idea.) The notion that an idea of great subtlety and
complexity, about whose general features there is
much to say (e.g., an idea of oneself, of a proposition,
of knowledge) may arise out of many special-case,
small-time rules and facts, all of which hold for one
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and the same idea simply because they are to be
taken to do just that, was developed in some detail
by Wittgenstein in his later philosophy, which sug-
gests something that might be made of the Lockean
intuition.

One could never proceed very far along the Lockean
path from particular to general without being innately
constituted to go on in certain ways as opposed to
others. Here, too, Wittgenstein has much to say. He
recognizes that the intricate sorts of judgments we
often make, e.g., a specific judgment that Pia knows
where Hugo is tonight, rest on a background of shared
‘natural reactions.” However, construing these reac-
tions in terms of innate ideas often fails to serve the
required purpose in describing our cognitive trans-
actions.

The ideas of a progression from particular to
general, and of systems of natural reactions, need
not be incompatible with the idea of innate ideas.
However, these Lockean ideas, given fresh life by
Wittgenstein, run counter to some Leibnizian argu-
ments for innate ideas. In Wittgensteinian terms,
where we work out, say, that wormwood is not sugar-
plums, Leibniz illegitimately sees us as ‘operating with
a calculus according to definite rules’ (Wittgenstein
1958: Sect. 81). These ideas may harbor an alternative
picture of logical competence, though this but gestures
at as yet unexplored territory.

See also: A Priori; Chomsky, Noam; Concepts.
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Intentionality

Intentionality
A. Woodfield

The term ‘intentionality’ derives from Scholastic philo-
sophers’ use of ‘intentional’ to mean mental or exist-
ing in or for the mind or having an essence consisting in
appearance. Franz Brentano, who revived the term in
his Psychologie vom empirischen Standpunkt (1874),
characterized intentionality somewhat unclearly as a
property, possessed by mental phenomena, of having
‘reference to a content, a direction upon an object (by
which we are not to understand a reality in this case).’
Given the parenthesis, it seems that Brentano meant
to exclude the property of direction upon a real object.
In recent philosophy, intentionality has been seen as
a family of properties distinctive of representations
in general, that is, of public representations (words,
pictures, diagrams, sculptures, as well as mental
phenomena (perceptions, judgments, beliefs). Modern
usage treats intentionality as representationality. This
wide category includes mental and linguistic semantic
properties such as reference, sense, and intension. The
topic is intimately connected with recent theories of
language; if there is a ‘language of thought,’ then the
tools developed for studying natural languages will
surely help to shed light upon its properties.

1. Aboutness

There are several senses in which a representation may
be said to be ‘about’ an object. If a person visually
hallucinates a pink elephant, or judges that there is a
pink elephant in front of him, his visual experience or
judgment is in a sense directed upon a pink elephant,
even if no pink elephant is present. This ‘subjective
aboutness’ was probably Brentano’s main concern,
and it has also been much studied within the tradition
of phenomenology. The ability to represent non-
existent things is also possessed by pictures and sen-
tences; it is not unique to mental phenomena.

If a subject correctly perceives or judges that there
is an apple in front of him, his mental act is directed
upon a real apple. Real aboutness is also not unique
to mental phenomena. In such cases, it may be sug-
gested that the representation has two objects, a real
object and an intentional object. If the perception or
judgment had not been veridical, it would have lacked
a real object but it still would have been subjectively
about an apple. This insight lies behind all attempts
to study pure intentionality without looking at the
external world.

Another distinction exists between a rep-
resentation’s being of a particular and a rep-
resentation’s being about any member of a class. The
sentence ‘Tom thinks that a man is in the kitchen’
could be interpreted as meaning that there is a par-

ticular man, say Jim, whom Tom thinks is in the
kitchen, or as meaning that Tom thinks that some
man or other is in the kitchen. In fact, the idea of
‘direction upon an object’ runs together a host
of issues that modern theories of reference try to
separate.

2. Content

Representations of all sorts also have content, sense,
or meaning. A perception or a judgment, but equally
a sentence, a picture or a diagram, can represent an
object as having a property, or as being of a certain
kind. Some, but not all representations have propo-
sitional contents: they represent that something is
the case. Having a content is, perhaps, more essential
than having an object. Some representations (e.g., the
belief that it is raining) are not ‘directed upon an
object,’ yet they have contents. However, recent work
in the philosophy of mind has unearthed many kinds
of content, and several distinct notions of it. Here too,
the topic of intentionality fragments.

Many philosophers accept that mental inten-
tionality has primacy. The meaningfulness of pictures
and words depends upon their being interpreted as
meaningful by their producers and consumers,
whereas mental states have contents for their pos-
sessors regardless of whether anyone actually ascribes
contents to them. The central problem of inten-
tionality is to explain mental content and mental
aboutness. Other items derive their content and about-
ness from the original mental intentionality of their
human makers and users.

3. Intentionality and Intensionality

A caveat must be issued concerning intensionality.
This term refers to a cluster of semantic peculiarities
exhibited by certain types of sentences, including sen-
tences with modal operators, sentences used to state
causal and other explanations, and sentences used
to report propositional attitudes. Such sentences are
concerned to get across information about attributes,
aspects, or points of view. The rationale for construing
propositional attitude reports intensionally is con-
nected to the fact that such reports are second-order
representations. They are linguistic representations,
they have propositional contents, but they are about
mental representations which have contents in their
own right. The report must not be confused with that
which is reported. The mental state ascribed by an
intensional sentence is not itself intensional.

This article is not concerned with the semantics of
propositional attitude sentences. It is hard to theorize
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about the mind without theorizing about talk about
the mind, but on the other hand it is important to
avoid intellectualist or sententialist fallacies. It would
be clearly fallacious to infer, from the fact that a true
ascription of a thought was in English, the conclusion
that the thought itself was in English. Equally, one
cannot argue that the content of a person’s perception
was conceptualized by that person, simply from the
fact that an ascriber conceptualizes the perception
when he reports it. Yet it is sometimes legitimate to
base a hypothesis about a mental representation upon
facts and intuitions about the correctness or incor-
rectness of certain ways of reporting it or talking about
it. Many of the arguments employed by philosophers
in the late twentieth century have attempted to do just
this.

4. Contemporary Philosophical Background
Discussion has been strongly influenced by scientific
naturalism, and by the idea that mental discourse is a
‘folk theory.’

4.1 Science and Mental Phenomena

The natural sciences constitute our most successful
and systematic body of knowledge. The scientific
world view eschews supernatural entities and forces.
Intentional phenomena have not yet been fully ex-
plained by science, but it is desirable that psychology
be integrated eventually with biology and physics. If
this cannot be done, something will have to give, and
naturalists fear that the likely loser will be our current
conception of the mind. Philosophers have seen their
task as that of investigating, in cooperation with the
sciences, whether the mind can in principle be natu-
ralized, and if so, how.

4.2 Folk Psychology

The terms and generalizations that ordinary people
use to describe the mind (in particular concerning
beliefs and desires) constitute a theory, so it is said,
because the terms purport to denote states which are
hidden inside the person, and the generalizations yield
predictions and explanations by adverting to inter-
actions among such states. It is a folk theory, because
it is taken for granted by everybody in the culture and
is unreflectively transmitted by one generation to the
next. From the ordinary person’s point of view, it does
not seem to be a theory at all. Philosophers, distancing
themselves from the mental ‘language game,” have
sought to evaluate folk psychology by the same cri-
teria they use to assess empirical theories in the phil-
osophy of science. Are the theoretical terms to be
construed in a realist or an instrumentalist way? If
realist, do the terms in fact refer to real states and
properties, and are the generalizations true? If there
are such states and properties, are they reducible to
the states and properties recognized by other branches
of science? If they are not reducible, are they ground-
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able? In the space of possible answers, almost every
position has been occupied by someone or other (for
surveys, see Fodor 1985; Dennett 1987).

There exist, of course, professionals concerned with
mental states; academic and clinical psychologists bor-
row these popular constructs. The question is whether
this is good policy. The rise of interdisciplinary cog-
nitive science has inspired searching critical reflection
upon the very idea of mental representations. Prob-
ably the dominant view has been that although folk
psychology is flawed in some ways, much of it seems
sound. Is it possible, permissible, or necessary to indi-
viduate psychological states by their intentional con-
tents? Eliminativists say it is retrograde (Churchland
1981) and observer-relative (Stich 1983), but their cen-
sures have not persuaded many to drop the habit.
What criteria of individuation should cognitive sci-
ence use? Should it be methodologically solipsist? At
what processing levels (personal and subpersonal)
should contentful states be postulated?

Prescriptions for science are not the same as descrip-
tions of folk psychology as it is. It seems sensible to
get clear about the principles of classification which
people actually use before passing judgment upon
them. Many important discoveries about content-
taxonomies were made in the 1980s.

4.3 Semantic Information Theory

Philosophers have also drawn upon the resources of
a content-based theory that is distinct from folk
psychology, namely, semantic information theory.
Dretske (1981) has shown how to analyze the inten-
tionality of natural information bearers (signals) in a
wholly physicalist way. There can be no objection to
employing this notion in science. Questions do arise,
however, concerning its relation to the notion of men-
tal intentionality. Some theorists hope that the notion
of information will open the door to a reductive analy-
sis, while others hold the two notions to be mutually
irreducible.

4.4 Causal Efficacy of Content

Why does mental intentionality have question marks
hanging over it? One reason is the suspicion that it is
a mere epiphenomenon. Folk psychology treats the
contents of mental states as causally relevant. When
a desire and a belief jointly produce an action, their
combined contents jointly determine which type of
action is produced. But many theorists doubt whether
contents can be causally efficacious; the popular
assumption may be a myth. Their doubts spring from
reflection upon the Hobbesian idea, exploited in Arti-
ficial Intelligence, that ratiocination equals compu-
tation. A digital computer is useful precisely because
its internal states can be assigned external semantic
values. The computer is programmed to juggle its
internal states according to rules and thereby to model
real-world operations upon the entities that are the
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states’ semantic values. But the fact that the computer
models reality is not relevant to how it works. The
transitions from one state to another are determined
by the physical structure of the machine and its
program, interacting causally with the physical
aspects of the states. These processes would be exactly
the same even if the states had not been assigned
any ‘meanings.” Computers are physical engines that
realize syntactic engines. They seem to be semantic
engines but really are not; for their semantic properties
do no causal work (Searle 1980; Dennett 1982). If the
intentionality of a mental state is like the semanticity
of a computational state, it too is causally irrelevant
to the production of subsequent mental states and
bodily movements. Contents ride along on top of the
physical properties which ‘encode’ them.

This powerful line of argument relies on quite a few
assumptions. Reactions to it take two main forms.
One is to query the analogy between computer sem-
antics and mental semantics. After all, mental
phenomena are not assigned meanings, they have
meanings intrinsically (but see Dennett 1987 for a
dissenting opinion). The second reaction has been a
revival of interest in how reason-giving explanations
work, and in the notions of causal efficacy, causal
relevance, and explanatory relevance.

5. Varieties of Intentional Contents
5.1 Information Content

The distinction between information content and
mental content parallels Grice’s distinction between
natural meaning (‘indicating’) and non-natural mean-
ing. A natural sign (the signal) carries information
about another event or state in virtue of a nomic
dependence of the former upon the latter (Dretske
1981: 198-99). For example, the firing of a neural unit
in the frog’s brain indicates that there is a bug in
the frog’s visual field if, and only if, under normal
conditions the unit fires just when a bug flies in front
of the frog. Dretske (1988) has refined the basic notion
of ‘indicating’ in a number of ways. He constructs the
notion of ‘functional meaning’ out of the idea of a
structure’s acquiring the biological function of indi-
cating something. He thereby gives sense to the idea
that a structure can mean that p on occasions when,
because p is false, the structure fails to indicate that
p. By this move Dretske diminishes the conceptual
distance between the naturalistic notion and the men-
talistic notion, for it is a key feature of judgments and
beliefs that they can misrepresent as well as correctly
represent. Many philosophers join with Dretske in
hoping that the marriage of information theory with
biological teleology will help to explicate mental inten-
tionality. However, there is nothing psychological
about the basic notion of information; a footprint in
the sand can carry information. Even if there is an
organism for whom an internal state is supposed to
indicate that p, it is not necessary that the whole organ-

ism be capable of cognizing that p. Subpersonal states
do carry information, so this kind of intentionality
may legitimately figure in theorizing about how the
brain processes information, but some writers have
doubted that the notion of mental content can be fully
analyzed in informational terms. The sheer range of
types of mental contents makes the reductive task a
daunting one.

5.2 Mental Content

Mental contents are multifaceted. They have semantic
properties (truth-conditions or satisfaction con-
ditions, reference, truth-values); explanatory roles; in-
ternal structures (concepts and other content-elements
are combined in various ways); and they are integrally
related to other contents in networks governed by
minimal rationality constraints. It is not surprising,
therefore, that they can be typed according to various
principles. The main ways of classifying, expanded
upon below, are by manner of presentation, by
Fregean modes of presentation contained within
them, and by real-world referents.

5.2.1 Manner of Presentation

Seeing that there is an apple in front of you is a
different experience from thinking (without seeing)
that there is an apple in front of you, even when the
object is the same. Not only are seeing and thinking
different attitudes, but also the contents are different.
Whether an object is presented perceptually or con-
ceptually (or perhaps volitionally) makes a difference
to how the content is individuated. Peacocke (1986a)
has argued that certain perceptual contents, which he
calls ‘analogue contents,” cannot be adequately indi-
viduated by the rules for individuating conceptual
modes of presentation.

5.2.2 Modes of Presentation

Some thought-contents are purely descriptive; they
involve the exercise of general concepts only. On the
other hand, singular thoughts may incorporate either
an individual concept or ‘mental name’ of an indi-
vidual thing, or they may contain indexical elements:
the subject thinks about an object demonstratively as
‘this’ or ‘that,” or thinks about a place as ‘here’ or
‘there,” or about a time as ‘now’ or ‘then’. Also some
thoughts are anaphoric. These are completed by being
thought against the background of other thoughts and
memories to which they hark back. Frege called these
various ways of thinking ‘modes of presentation.’
Content-classification must take account of modes
of presentation in order to capture the roles that
thoughts play in rational inferences and in the control
of behavior. Frege’s ‘intuitive criterion of difference
for thoughts’ (Evans 1982) is that if a rational person
judges an object to have property P and at the same
time judges it not to have property P, it must be the
case that he conceives the object under distinct modes

57



Language and Mind

of presentation in the two judgments. If not, the per-
son is inconsistent. Also the mode of presentation
employed will determine the thought’s explanatory
role. For example, the indexical ‘self’ mode of pres-
entation and demonstrative modes of presentation of
objects link in special ways to agency.

5.2.3 Real-world Referents

Thoughts about objects, kinds, and properties can be
classified in a way that is sensitive to the entities that
they represent. If the thought’s identity is made to
depend upon its worldly object, then its content is
likewise world-dependent or ‘externalist.” Evans
(1982) defines a ‘Russellian singular thought’ to be one
whose object is literally a constituent of it. Without the
object, there would be no genuine thought. Similar
accounts have been given of thoughts about natural
kinds. Putnam (1975) showed that the meanings of
natural-kind words are not fully encoded in the heads
of speakers or hearers; the actual referent of ‘water’
helps to fix its meaning. The same could go for natural-
kind concepts. Perhaps the actual referent of the con-
cept water helps to individuate that concept. A differ-
ent referent would make a different concept even if
the two concepts seemed subjectively the same.

The distinctions already made between Fregean
modes of presentation can be grafted onto the
referent-sensitive typology to yield a set of fine-
grained modes of presentation individuated jointly by
cognitive role and by real-world referent.

6. Is Intentionality in the Head?

How one classifies a person’s mental state depends on
one’s interests, and there seem to be plenty of ways to
choose from. But can these crosscutting taxonomies
really coexist peacefully? Is there not a ‘right’ one,
or one that is ‘best for scientific purposes’? A full
treatment of the many arguments cannot be given
here. A central issue concerns the location of contents:
are they wholly in the head? It is useful to look first
at singular thoughts, then at general thoughts.

It would be hard to deny that Evans-style singular
thoughts, if they exist, are object-involving, and folk
psychology certainly makes heavy use of indexical
thoughts whose referents are contextually fixed. If
such thoughts are individuated by their truth
conditions, they are not wholly in the thinker’s head.
Yet two-factor theorists claim that such thoughts can
be dissected into an in-the-head component, and a
external component (see Loar 1981; McGinn 1982;
Block 1986). The inner component is said to have
‘narrow content.’ Narrow contents cannot be specified
by ‘that’ clauses, but they can be got at indirectly by
subtracting the contribution made by the subject’s
context to the determination of the object of thought.
Fodor, in Psychosemantics (1987), holds that the nar-
row content of an indexical type is a function from
contexts and mental episodes onto truth conditions.
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Fodor is not an eliminativist about intentionality;
the representational folk theory can be salvaged for
science provided the representations are suitably
trimmed. The trouble with singular thoughts, in his
view, is that they crosscut the scientific classification.
A content-based taxonomy should facilitate causal
generalizations about types of thought, and this means
abstracting from the contexts in which thought tokens
occur. The causal interactions between thoughts
inside the head must hold in virtue of their narrow
contents. This is the traditional view. Note, however,
that if narrow contents were causally epiphenomenal,
computational psychology would not need them any
more than it would need wide, world-involving
contents. All its causal generalizations would be over
neural states typed physically or syntactically (Stich
1983).

Turning now to general thoughts which are not
directed upon particular objects, if content-
externalism says that contents are world-involving,
can it possibly apply to these? McGinn (1989) dis-
tinguishes two versions: weak externalism holds that
a given content requires the mere existence of an object
or property in the world at large, while strong exter-
nalism insists that real relations (e.g., a causal relation)
must be instantiated between the subject and worldly
items. The strong version seems appropriate for, say,
demonstrative thoughts; the subject must be in the
context of the object at the time of thinking the
demonstrative thought about it. But perhaps some
thoughts require that there should have been causal
interactions between the subject and things in the past,
that is, that S’s life-historical environment had to be
a certain way. The intuition here is that S’s concept
water (say), exercised at time ¢, had to develop out of
S’s earlier experiences. If the formative experiences
prior to ¢ had not been interactions with genuine H>0O
samples, the concept exercised at ¢ would not have
been the concept water. And perhaps the same goes
for concepts for simple qualities: past experience of
genuine instances of quality Q is necessary in order
for the current concept to count as concept Q. So
externalism has some plausibility for general
thoughts. The subject has indeed strayed a long way
away from Brentano.

7. Normative Aspects of Intentionality

According to Peacocke (1986b), the nature of concepts
and contents can be illuminated by investigating what
it is for a person to possess concepts. His approach
immediately brings normative considerations to the
fore, since possessing a concept involves knowing how
to employ it correctly.

Frege took concepts to be abstract entities, grasp-
able by many minds but not dependent for their
existence upon minds. Wittgenstein said that mastery
of a concept was an ability to follow a rule. Both
emphasized that, because a concept can be exercised
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either correctly or incorrectly, the yardstick of cor-
rectness must lie outside the set of actual perform-
ances. Norms governing proper use fix which
competence a person has.

One lively area of late-twentieth-century work seeks
to uncover the sources of the norms that regulate
concept-use. The source of these norms affects the
ontological status of concepts and the nature of the
folk theory which is committed to them. If the norms
are social, then concepts are socially constituted. If
the norms are Platonic, then so are concepts; in which
case they are presumably not in the domain of natural
science. If the source of the norms lies within the
individual, the theory of content can be indi-
vidualistic. If the norms are biological in origin, then
the theory of content can be naturalistic.

See also: Language of Thought; Representation,
Mental.
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Language Acquisition: Categorization and Early Concepts
R. N. Campbell

To characterize the structure of language adequately,
linguists require a considerable array of concepts,
many of them quite abstract, corresponding to classes
of the ‘clause,’ the ‘phrase,’ the ‘word,’ etc. To charac-
terize the content of linguistic expressions a further
array of concepts is required, corresponding to the
types of ‘objects’ and ‘properties’ denoted, of ‘prop-
ositions’ expressed, of ‘modes of expression’ and so
forth. Thus, in order to give an adequate account of
how any utterance functions, it is necessary to deploy
this army of concepts. Yet young children, 4 or 5 years
of age, use and understand the simpler structures of
their native language fluently, without benefit of any
special instruction and often despite quite unhelpful-
looking regimes of child-rearing. In order to do so, it
seems as if children must employ mental structures
homologous to the linguists’ concepts. But it is known

from other work that children’s ability to construct
concepts of arbitrary categories is initially very weak
and develops slowly.

1. Approaches to the Problem

This paradoxical observation has one well-known res- -
olution, namely that the necessary concepts do not
have to be constructed by children; instead, they are
innately specified. In addition it is often proposed that
the mental apparatus needed to speak and understand
language is encapsulated and isolated from other cog-
nitive resources, that it constitutes a ‘mental module.”
This module has several parameters, initially set to
default values. In the course of development, exposure
to the language around them ‘triggers’ the values of
these parameters to appropriate settings, perhaps
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according to some maturational schedule also regu-
lated by inherited material.

Another route towards a resolution involves a num-
ber of linked ideas:

(a) that to characterize children’s early language
adequately a much reduced and simpler set of
concepts is required;

(b) that children are more adept at constructing
concepts than hitherto supposed;

(c) that to employ a concept explicitly, as a linguist
does, is a very different thing from employing
it tacitly, as a speaker does;

(d) that the contribution of genetic material to the
process of acquisition is much more general,
thus not encapsulated, or perhaps confined to
some specific aspect of language, for instance
to production and reception of speech.

The general theory of acquisition attempting this sort
of resolution is known as ‘semantic bootstrapping.’ It
has been explored by Pinker (1984).

So knowledge of children’s categorization abilities,
of the sorts of concept they are able to construct and
of the innate resources that these abilities imply, is
needed in order to make an adequate assessment of
the plausibility of the program just outlined. Also,
whatever theory of first language acquisition is
proposed, such knowledge is needed in order to set
upper limits to the possible content of children’s utter-
ances. The thought expressed may only partially
reflect the thought that prompted expression, but it is
surely absurd to propose that the former exceeds the
latter in complexity of content. These two relation-
ships are very programmatic and it cannot be claimed
that much progress has been made with either of them.
Thus far the most profitable relationship between chil-
dren’s categorization and first language has been the
converse one; namely, that study of early language
can reveal facts about early categorization (Vygotsky
1962), although here—by the same reasoning—con-
clusions about the content of early language can only
set lower limits to categorization abilities.

The reader should perhaps be warned that there
is no clear consensus amongst scholars about either
cognitive or linguistic development during this period
of childhood: in both fields a range of well-supported
views is encountered spanning the two positions
sketched above (Ingram 1989 provides a balanced
review; Piattelli-Palmirini 1980 records a famous and
instructive dispute). As noted above, there are
even those who deny that the two fields of develop-
ment are in any way connected.

2. Categorization

From a psychological perspective, categorization is
involved whenever an individual treats distinct
phenomena as if they were the same recurrent
phenomenon. This arises in at least three different
ways: (a) because the individual is biologically dis-
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posed to treat the phenomena in this way—these may
be called ‘constitutional categories’; (b) because the
phenomena form a natural cluster, isolated from other
such clusters—‘environmental categories’; or (c)
because, arising from some purpose of the individual,
it makes sense to treat the phenomena in this way—
‘constructed categories.” Examples of constitutional
categories might be certain regions of the color solid
or certain classes of auditory event; a case has been
made that some natural kinds such as lions and zebras
are environmental categories (Mervis and Rosch
1981), although not all natural kinds are. It may be
that artefactual kinds like fork or spoon provide purer
cases of isolated clusters than do natural kinds. The
best examples of categories that are clearly con-
structed are perhaps those categories of number,
quantity, relation, etc. whose development was inves-
tigated by Piaget (1952). The term ‘kind’ is used as
shorthand for what are sometimes called ‘sortal cat-
egories’—categories whose members are readily indi-
viduated and, say, counted. Thus, dog denotes a sortal
category. How many dogs are here? deserves an
answer, and gets one. But How many red things are
here? does not. For example, if there is a red handker-
chief, should we count each thread, or molecule, etc.?
The categories defined by qualities such as colors,
shapes, etc. are thus clearly not kinds. This distinction
is ancient, sortals corresponding to Aristotle’s sub-
Stantia secunda.

Mervis and Rosch’s influential review (1981) pre-
sented evidence that a particular level within natural
kind hierarchies was psychologically privileged. Cat-
egories at this level, called ‘basic-level categories,’ are
environmental categories inasmuch as within-
category similarity is maximal relative to between-
category similarity at this level. They argued that this
level is the point of entry to the hierarchy for children,
pursuing an older insight of Brown (1958), and the
level of category most easily manipulated by adults in
a range of experimental tasks. For biological hier-
archies, this level falls roughly at the level of the genus
(e.g., tiger, as opposed to Felid, or Siberian tiger).

Whereas constitutional categorization is pre-
sumably automatic, and environmental categor-
ization may come about as the outcome of simple
perceptual processes that detect some invariant prop-
erty that distinguishes the isolated clusters with
reasonable reliability or by other simple methods, con-
structive categorization is presumed to involve mental
effort, at least in early stages of the categorization
process. The operation of these processes by no means
always progresses from the particular to the general,
nor does it follow the same pathways in different com-
munities. To illustrate, initial stop consonants may
be allocated to numerically distinguished constructed
categories of voice onset time (with the aid of suitable
instruments). These categories are of course finer
grained than the categories detected by unaided
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listeners, and these latter environmental categories are
different in different speech communities, say Spanish
and English. Moreover, although it is unclear whether
children form relevant constitutional categories, their
discrimination of stops varying in voice onset time
is certainly sharpest around environmental category
boundaries. So one may say that the environmental
categories formed have an established constitutional
basis, at least.

3. Concepts

It is essential to distinguish between the mental struc-
ture which represents a category and the category
itself. Within psychological discussions, these mental
structures corresponding to and representing cat-
egories have been called ‘concepts.” (This usage is
different from that found in most philosophical dis-
cussions, following Fregean practice, in which con-
cepts are taken to be abstract entities specifying the
intension of a category.) Two important varieties of
concept are, or ought to be, distinguished: ‘individual-
concepts’ and ‘type-concepts.” Concepts may rep-
resent categories in different psychological functions.
Perhaps the simplest such function is ‘recognition.’
Preliminary definitions would then be:

(a) An individual-concept is a mental structure
that enables recognition of the same individual,
encountered at different times and places;

(b) A type-concept is a mental structure enabling
recognition of different individuals as being
of the same type (i.e., belonging to the same
category).

In the late twentieth century, most psychologists
outside the behaviorist and some cognitive-science
traditions insist on rather more by way of definition
than what is offered above. The definitions given
above are minimal in several senses. For instance,
recognition can be based on a very partial specification
of the recognized individual or type, provided indi-
viduals and types are well-separated in the world in
question. To take an example from Dennett
(1987:290), in a particular country, a coin-operated
device may distinguish the desired type of coin from
others on the basis of a partial specification of weight
and shape, ignoring, say, embossed or engraved marks
and inscriptions. As an instantiated type-concept such
a device is very defective, though it may work well
enough, since the objects inserted form well-separated
clusters. If the device were improved in conceivable
ways, then the danger would arise of its rejecting per-
fectly good coins because of surface imperfections,
etc., so it may be seen that attainment of a fully effec-
tive instantiated type-concept is a difficult goal. In
fact, it is an impossible requirement. A fully effective
type-concept for a given coin specifies a history for
the coin—that it was minted in a particular place by
certain machines. Exactly the same conclusion follows
for individual-concepts: ideal individual-concepts will

distinguish ‘indiscernible’ individuals (pennies, twins)
and will not be diverted by ‘disguise’ changes. Ideal
individual-concepts will therefore require the speci-
fication of a history as well. Though such ideal con-
cepts perhaps cannot be attained, it is a common
enough notion that concepts should not be ascribed
to creatures or devices, unless they can pick out some-
thing like the correct category in most circumstances.
This requirement of additional functionality may be
characterized as a demand that concepts should be
‘computationally effective.’

A second notion of desired functionality, additional
to that specified in definitions (a) and (b), is that con-
cepts should be ‘representationally effective’: they
should allow their possessors to hold the target indi-
vidual/type in mind when it is absent or competing
for attention with other categories. This notion of
concept coincides more or less with Piaget’s.

A third suggestion for additional functionality is
that concepts should be susceptible to combination,
so that novel properties, relations, and relational
properties may be constructed from familiar concepts.
There is no doubt that this sort of additional func-
tionality is highly desirable: the creative and imagin-
ative capacities of individuals depend on the
possession of such ‘productively effective’ concepts.

These three different characterizations of the
additional functionality required need not lead to
three different theories of concepts. Instead, it may be
reasonable to attempt a theory of concepts that sat-
isfies all three requirements simultaneously. After all,
the requirements answer to capacities that work to-
gether developmentally. Individuals become creatures
that (a) are not easily fooled (concepts become com-
putationally effective), (b) can think about remote
objects, etc. (concepts become representationally
effective), and (c) show some capacity for rep-
resentational novelty (concepts become productively
effective).

Only the nature and origins of representationally
effective concepts are discussed here. However, as
noted, it is hoped that attainment of such concepts is at
least associated with the other two sorts of additional
functionality.

The definitions (a) and (b) above clearly do not
define concepts in any of the senses just described, but
they are useful notions nonetheless. The structures
defined there will be referred to instead as ‘individual-’
and ‘type-detectors.’

3.1 Formation of Early Concepts

Traditionally, following Vygotsky (1962) and Inhelder
and Piaget (1964), it has been assumed that the free-
sorting task, in which children form a large collection
of diverse objects into groups that share a similar
property, depends upon the ability to hold the shared
property in mind across the several sorting operations
and despite constant change in the other properties.
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Typically, these tasks involve objects characterized
by variation in size, shape, color, or similar simple
properties, usually denoted by adjectives—qualities,
in a word. So, on the basis of the well-known studies
mentioned above the following research findings may
be identified:

Finding (1): Children in the age range 3-6 years can hold
a quality in mind so as to organize free-sorting perform-
ance, but cannot readily switch to a different principle
of organization, nor coordinate two such principles in
multiplicative fashion.

Such children then, according to the criterion of
representational effectiveness, possess concepts of
these qualities, although there are still some limi-
tations to the flexibility with which they are employed.
Younger children, although unable to form concepts
of these properties, can execute simpler versions of the
free-sorting task. Ricciuti (1965) showed that if the set
of objects to be sorted consists of subsets of objects
belonging to different simple kinds, such as dolls and
boats, and if one requires only that the subjects should
touch or handle these subsets successively (rather than
form them into spatial groups), then even 1-year olds
show some ability and 2-year olds can carry out the
task, thus redefined. These findings have been con-
firmed by Sugarman (1983), who also showed that 2-
year olds will treat locally well-separated categories
(for example, a set of green cylinders and a set of red
circles) as if they were kinds. So, taking Ricciuti’s and
Sugarman’s results together one arrives at the second
research finding:

Finding (2): Children in the age range 1-3 years can hold
some sortal categories in mind so as to organize their
free-sorting performance.

Such children can therefore form concepts of some
kinds, but cannot form concepts of qualities. These
sortals cover roughly the same ontological ground as
Mervis and Rosch’s notion of basic-level category.
Also, the timing of this achievement, beginning
around 18 months, coincides with Stage 6 of ‘object
permanence’ (Piaget 1954). If this latter achievement
is taken as marking the first construction of rep-
resentationally effective individual concepts, then it
would seem that the formation of concepts of simple
individuals and concepts of basic-level categories are
developmentally simultaneous. This is perhaps not
surprising, in view of the next finding, after Mervis
and Rosch, that individuals play an important role in
the formation of such concepts:

Finding (3): Basic-level concepts are resemblance struc-
tures. For any such concept and the population that
employs it, some objects (stereotypes or prototypes) are
better examples of the target category than others. Judged
membership of such categories depends on similarity to
the prototypes rather than on some (set of) common
attribute(s).

62

Readers with philosophical backgrounds will be
reminded of similar discussions in traditional meta-
physics, notably in connection with the problem of
universals (see Armstrong 1980). In that context
(sometimes called ‘first philosophy’) the problem is to
characterize the notions of object and property (by
means of the metaphysical notions of particular and
universal—or not, as the case may be)—so as to give
a satisfactory account of what things there are. The
psychological context is different: it is to characterize
a variety of mental representations—concepts—so as
to give a satisfactory account of how we come to know
whatever things there are. However, as noted, there
are many affinities between the two sorts of inves-
tigation. In metaphysical discussions, whether realist
or nominalist in tendency, such resemblance struc-
tures have often been proposed as characterizations
of properties. In realist analyses, beginning with Plato,
there is a single external target against which resem-
blance is measured, a pure or Ideal Form: in nominalist
analyses, for example, the well-known discussion of
games by Wittgenstein (1951), there is an endless chain
of global resemblance. However, as has often been
pointed out, one is left minimally with the universal
properties (relations) of resemblance and with the task
of characterizing these. Similarly, in the account of
concepts given in finding (3), one is led to wonder on
what fundamental capacities the judgment of simi-
larity to prototype depends. Substantial help is pro-
vided here by study of the ranges of application of
children’s first names for basic-level categories. Stud-
ies by Clark (1973) and especially Bowerman (1978)
make it quite evident that judged similarity is by no
means global but, rather, sharply structured by attri-
butes, features, and qualities of shape, color, texture,
etc. Although the theory of the development of word
meaning proposed by Clark has now been discarded,
it is sometimes forgotten that the data persist, and
that these data show clearly that children’s appre-
hension of similarity is strongly structured by these
qualities. Hence the finding:

Finding (4): Children younger than 2 years form concepts
with pronounced resemblance structure. However, simi-
larity to prototype clearly depends on formation of con-
cepts of attributes, features, and qualities.

4. Paradoxes of Early Concept Formation

The findings (1) to (4) just described generate two
formidable developmental paradoxes:

Paradox (1): Whereas studies of object sorting and hand-
ling suggest that children younger than 3 years cannot
yet form concepts of qualities, the studies of early word
use suggest that they must have done so.

The distinction between minimal type-detectors
(definition (a) above) and representationally effective
type-concepts may be effective in resolving this puzzle.
Or, conversely, this puzzle makes it evident that the
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distinction is necessary. Whereas findings (1) and (2)
pertain to representationally effective quality
concepts, the bases of similarity in findings (3) and (4)
are not quality concepts but quality detectors.

A closely similar puzzle arises when one considers
how individuals are recognized. To be sure, an indi-
vidual concept must be essentially historical. Stage 6
of object permanence is only attained when the infant
can construct a history for an individual as it is moved
from place to place invisibly. Likewise, Piaget’s story
(1952: 225) of his daughter Jacqueline’s mistaken rec-
ognition of the slug encountered when leaving the
house and some hundreds of yards further off suggests
a failure to construct such a history. However, it must
be presumed that recognition of individuals is often
merely heuristic and depends not upon construction
of a space-time trajectory but on the detected recur-
rence of a particular cluster of attributes and qualities.
At any rate, under this presumption individual detec-
tors consist of just such cluster-specifications. But this
leads to:

Paradox (2). The formation of a type-detector depends
on apprehension of the world as consisting of distinct
individuals, rather than of a single recurring individual.
This in turn depends upon the formation of individual-
detectors which define unit categories. But such detectors
can only be aggregates of perceived attributes, features
and qualities, in other words of type-detectors, com-
pleting a vicious circle.

Paradox (2) is surely sensibly resolved by supposing
that certain type-detectors of attributes, features, and
qualities are genetically transmitted. Even the par-
simonious philosopher Quine (e.g., 1969) allows some
such innate quality ‘space’ as a cognitive given. These
innate type-detectors will then bootstrap the process
of acquisition of individual-detectors and then of
novel type-detectors, breaking the vicious circle.

5. First Language and First Concepts

According to the previous section, 18-month-old chil-
dren can form concepts of individuals and of certain
environmental categories such as basic-level cate-
gories. But they cannot yet form concepts of qualities
such as shapes or colors. These early concepts are
underpinned by individual- and type-detectors, some
of which detect constitutional categories and are
therefore innately specified.

Studies of early vocabulary broadly confirm these
conclusions. Eighteen-month-old vocabulary con-
tains many proper names and pronominal expressions
denoting individuals, and nominal expressions denot-
ing basic-level categories. Moreover, Katz, et al.
(1974) showed that very young children, presented
with the contrasting ostensions This is X and This is
an X are apt to take X to denote an individual in the
former case and a basic-level category in the latter.

Expressions denoting qualities are slow to appear
in early language, with color adjectives, for example,

not well established until the fourth year. Early adjec-
tives appear to denote instead temporary, undesirable
properties such as hot, wet, dirty, and broken (Nelson
1976). These extrinsic properties are psychologically
salient and command attention, whereas intrinsic
properties of shape, color, etc., are always in com-
petition for attention. It may be that the psychological
prominence of these extrinsic properties makes it
easier for children to form concepts of them.

The prospects for establishing alignments between
the developing conceptual apparatus of children and
the structures of early language are therefore reason-
ably promising, and such alignments should assist the
development of theory in both domains of devel-
opment. Besides the obvious need for examination of
other sorts of early concept than those so far explored,
notably of concepts of action, study of the issues
considered here is badly hampered by the lack of suit-
able metalanguage for describing the content of ex-
pressions (meaning) and the thoughts that prompt
such expressions.

See also: Language Acquisition in the Child; Thought
and Language.
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Language Acquisition in the Child
P. Fletcher

The major thrust of studies of children’s language
development from the perspective of linguistics has
involved the grammatical analysis of spontaneous
speech samples obtained from the child’s con-
versations with their mothers and other interlocutors.
Phonological, lexical and discourse issues have also
been pursued, but it is at the grammatical level that
much of the research energy has been directed, in the
main because it is here that links between linguistic
theory and language acquisition are most directly
made. Also, spontaneous speech from children is rela-
tively easy to collect, and furnishes extensive corpora
of utterances in naturalistic settings. These samples
are used to estimate a child’s grammatical status at
successive stages of the developmental process. Cer-
tain utterances by the child have proved of particular
importance for researchers. These are often referred
to as ‘errors.” More accurately, they are non-adult
forms which the child produces, and they often pro-
vide a window into the child’s construction of gram-
mar which would not otherwise be available. The most
frequently cited example of this in English is over-
regularization of past tense. Productions by the child
of forms like comed, hitted, and buyed, in place of the
irregular forms came, hit, and bought are evidence
of grammatical immaturity, certainly, but they also
indicate clearly that the child has mastered the rule
for regular past tense formation. While the focus of
enquiry has not changed over the 30 years or so of
linguistic studies of language acquisition, metho-
dological advances and theoretical reformulations
have had significant effects on the field. The following
sections will concentrate on the major trends in the
methodology and theory of child language studies, so
far as they relate to grammatical development.

1. Methodology and Theory: The First Phase

The modern history of the study of children’s language
development begins in the early 1960s. Not surpris-
ingly, for any branch of linguistic research in the
second half of this century, Noam Chomsky was a
formative, though initially indirect, influence. The first
research project of the modern era was planned and
directed by Roger Brown at Harvard University from
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1962, following a five-year period Brown had spent
at the Massachusetts Institute of Technology. The
project, written up in Brown (1973) and numerous
theses and research papers, was designed to determine
the stages of grammatical acquisition in English-
speaking children. In its concentration on the child’s
construction of grammar, independently of the con-
text in which it was acquired, using as a database
longitudinal samples of children’s speech over the
whole of the preschool period, Brown’s project is a
model which other researchers in the field have copied,
modified or reacted against. This section therefore
begins by looking in more detail at the methodology
of this important study, as a starting-point for a more
general consideration of methodological and theor-
etical issues in the field.

1.1 Sampling the Data

The study of children’s development over time (hence
‘longitudinal’) was not new with Brown. The late nine-
teenth and early twentieth century saw a number of
‘diary studies’ on the acquisition of various languages
(see Ingram 1989: 7ff for a review). Typically an inter-
ested parent would note the child’s utterances, from
the emergence of recognizable words onward, and
provide a commentary on what appeared to him/her
to be interesting features. The frequency of entries,
the timespan of the child’s development covered, and
the features of interest noted, were somewhat unpre-
dictable from diarist to diarist. A major handicap for
the diarist, and later researchers who wanted to use
the information contained in them, was the inevitable
selectivity imposed by the method of handwritten
records of increasing quantities of speech once the
child passed the second birthday.

In his study, which examines the preschool devel-
opment of three children (code-named Adam, Eve,
and Sarah) Brown had the inestimable advantage over
his diarist predecessors of being able to tape-record
spontaneous speech samples from his subjects. This
technological advance made a major difference to the
data available to researchers. A permanent record of
what the child and his interlocutors said was now
available, which could be used to provide reliable writ-
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ten records of conversations involving the child. Inves-
tigators were no longer limited by their own
immediate memory of what the child said, but could
collect lengthy samples, at regular sampling intervals,
which could then be transcribed and analyzed at their
convenience. Brown and his co-workers selected a
sampling interval of one month for two of their
subjects, and collected fortnightly samples for the
third. It should be emphasized that the new meth-
odology imposed costs. It has been estimated that one
hour of conversation between mother and child can
take up to 10 hours simply to transcribe. Adding in
time for analysis, and remembering that monthly sam-
pling intervals will provide over 40 samples for a typi-
cal monitoring of a child’s language development
between 18 months and five years of age, it will be
obvious that this type of research is extremely labor-
intensive. This tends to lead, as seen in other studies, to
a trade-off between number of subjects and sampling
interval. The most important longitudinal study of
the 1970s, by Gordon Wells in Bristol (Wells 1985),
involved 64 children from 15 months to five years of
age, but selected a sampling interval of three months,
and each sample was limited in time to about 25
minutes. The advantage of Brown’s study, and others
like it, with a comparatively large amount of data on
each child, at frequent sampling intervals, is that it is
feasible to observe the organic growth of grammatical
systems and subsystems. The large subject sample with
correspondingly less data on each child may lack for
some linguistic detail. It does, however, permit the
investigation of the relationship between independent
variables such as age, sex, social class, interaction,
style, etc. on the dependent variable, language devel-
opment. The Brown and Wells studies, a decade apart
in the planning, were also distinct in their data col-
lection procedures. The differences are instructive in
what they reveal of shifts in thinking within the child
language research community as the initially close
relationship between linguistic theory and language
acquisition study cooled. Brown collected his data in
the child’s living room, with the tape-recorder on show
and at least one observer present to make notes on
the conversation that mother and child engaged in.
Wells, sensitized to the possible effects of the social
context on language, and more particularly, of the
importance of ‘naturalistic’ observation of the lan-
guage used not only by the child, but by the mother
to the child, removed observers from the sampling
situation. Children in the study wore a wireless micro-
phone, which transmitted to a remote tape-recorder
which switched on and off, on each day of recording,
according to a predetermined program, of which the
family were not aware.

1.2 Innateness and Environment

The first influential statement of this linkage between
language acquisition and linguistic theory came in

Chomsky (1965), where his so-called ‘innateness’
hypothesis drew a parallel between the task of the
linguist in characterizing a new language, and the
child in learning the grammar of the language of his
surroundings. Noting that an infant is biologically
ready to learn any language, Chomsky exploited the
ambiguity of the term ‘grammar,” as both the product
of the linguist’s explicit description of the language he
is describing, and the implicit mental representation
that the child establishes as the basis for his speech
and understanding. Chomsky’s hypothesis was that
the child came to the language acquisition task with
essentially the same equipment that the linguist
brought to his work, i.e., a ‘generative grammar.’ In
more recent terminology, the human infant is ‘hard-
wired’ for the acquisition task with prior expectations,
in terms of linguistic universals about the language he
will be exposed to. Given the obvious surface differ-
ences between languages, even those as closely related
as, say, English and Dutch, such expectations will
be at a rather abstract level of generality, e.g., the
availability of an autonomous syntax, categories such
as Noun, Verb, and the form of rule statements within
the syntax. This specification of the formal apparatus
available to the child was accompanied by assertions
concerning the speed with which the child
accomplished the acquisition task, and the defective
nature of the data with which the child was presented
for language learning. It was difficult to see, Chomsky
argued, how the child could learn language in the face
of these disadvantages without an extensive ‘pre-
programming’ for language learning.

The initial Chomskyan hypothesis suffered under
two handicaps. First, toward the end of the 1960s,
linguistic theory became somewhat less monolithic,
and so the exact nature of the formal apparatus
assumed to be available to the language learner
became rather uncertain. Second, and more seriously,
it was not at all clear how to address data from chil-
dren’s language learning to the innateness hypothesis.
Brown, himself no formalist, was concentrating in his
project on topics such as semantic relations in early
grammar, and the order of acquisition of grammatical
morphemes. Neither of these appeared directly rel-
evant to the theoretical issues. A third problem was
that one of Chomsky’s buttressing arguments for the
innateness hypothesis, the assumption of defective
input, was becoming increasingly untenable.

In its own version of the nature-nurture debate,
language acquisition studies now polarized around a
(temporarily) less influential Chomskyan view, and a
body of research designed to characterize the input to
children (child-directed speech or CDS), and (much
more difficult) to test its role in the acquisition process
(an overview of this work appears in Gallaway and
Richards 1994).

It had long been known that in the absence of input,
children do not develop a language. Accounts of feral
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children—historical oddities such as The Wild Boy of
Aveyron and others, who have been restored to normal
human contact after a period of living wild—attest to
this obvious point (Brown 1958: 189). But the charac-
ter of input language to children, and its role, had not
been extensively studied. It quickly became clear that
CDS, at least among middle-class English-speaking
mothers, the usual subjects of enquiry, constitutes an
identifiable language variety. It has phonological
modifications, nonsegmental and segmental, and
specific grammatical characteristics. So, for example,
fundamental frequency is higher than comparable
speech to adults, and pitch range wider. Pronunciation
is said to be more careful and precise than is usual in
adult-to-adult conversation. Adults speak to children
in short, grammatical sentences. It would be plausible
to assume that such modifications would assist the
child in the language learning task. It would be equally
plausible, however, to interpret the modifications as
ways adults have (or learn) to make themselves com-
prehensible to small children with limited language
capacity. Studies which have attempted to resolve this
issue by correlating the effects of variation in syntactic
input on development, have had mixed success. One
result which has been replicated, originally established
by Newport, et al. (1977), concerns the effect of utter-
ance—initial auxiliaries on the child’s development of
this category. There does appear to be a positive cor-
relation. The more a mother uses auxiliaries like can,
will, shall, in her utterances to her 18-month-old child,
the more likely she is to hear them from the child six
months later. While similar examples of established
effects of syntactic variation in CDS on language
growth in the child are few, research on the effect of
discourse modifications—expansions or extensions by
the interlocutor which pick up on the child’s topic and
expand or extend it—suggests that these strategies
by mothers may be effective in facilitating language
development. What is not clear is how any feature of
CDS which turns out to be facilitative in language
development actually achieves its effect. It is still
necessary to hypothesize a learning mechanism, or a
component of it, which can use the relevant input to
advance its learning.

2. Methodology and Theory: The Current Phase

The recording technology of the late 1950s allowed
Brown to make permanent records of the speech of
the children he was investigating. Apart from the
major study by Wells that followed a decade after
Brown, there have been dozens of other studies,
initially on English and then on other languages,
which have used tape-recorded language samples as
the basis for the investigation of grammar construc-
tion. Some of these studies involve longitudinal
sampling, where the same children serve as subjects at
all stages of the research. Other studies have involved
cross-sectional simulations of language development:
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groups of different children at different ages (e.g., a
group of three-year olds, one of five-year olds, and a
third of seven-year olds) provide the language
samples. It is assumed that the linguistic changes one
finds between, say, the members of the three- and five-
year-old group are similar to those one would find if
the same children were sampled at three and again
two years later.

2.1 Data Archiving and Theoretical Debates

By the end of the 1970s the field of child language was
served by two academic journals, the Journal of Child
Language and First Language, entirely devoted to
research in the area. It was (see below) about to resume
its close relationship with linguistic theory. It was in
one sense rich in data, with nearly 20 years of data
collection behind it. Data was not, however, readily
accessible to researchers other than those associated
with the particular project that had generated it, and
there seemed no obvious way of aggregating data from
different projects. At this point, in a project funded
by the MacArthur Foundation, Catharine Snow and
Brian MacWhinney founded the Child Language
Data Exchange System (MacWhinney and Snow
1985; MacWhinney 1995). This is a computer archive
of child language transcript data, with material from
more than 20 projects on English (including the Brown
and Wells data), and data in addition from Afrikaans,
Danish, Dutch, French, German, Hebrew, Hungar-
ian, Spanish, Tamil, and Turkish. The archive is
available on request to any researcher and affords a
facility to test hypotheses systematically against large
bodies of quantitative data. This methodological
advance leads to new theoretical insights. So, for
example, Marcus, et al. (1992) were able to assess the
validity of the assumption that the child’s over-
regularization of past tense represents ‘U-shaped’
development. The reference is to learning which pro-
ceeds from initial correct forms (irregular pasts such
as came, sang, hit) to a period in which, because of the
acquisition of the regular past tense rule, the irregular
past forms are substituted for by regularized forms
(comed, singed, hitted). After this period of uncer-
tainty, the child establishes essentially the adult
system, with regulars and irregulars correctly differ-
entiated. Marcus, et al. review an extensive range of
data from the CHILDES database, and establish that,
while overregularization rates do vary across children,
these forms are in a relatively small minority—usually
under 10 percent of all forms. So in reality there is no
period of marked U-shaped development. (The U is to
be imagined as a graph, with the first tail representing
correct performance on irregulars, the trough rep-
resenting a large number of errors, and then the
second tail showing the child’s recovery to correct
performance on both regulars and irregulars).
Marcus, et al. interpret the new data as indicating a
process of development which advances from rote
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learning to the discovery of the regular rule. Once the
regular rule is discovered, it applies to all verbs unless
there is an irregular past tense form available in the
child’s lexicon, causing blocking of the general rule.
Overregularization is attributed to a lack of memory
strength for a ‘blocking’ irregular form. When an
irregular form is unavailable, the regular past tense
rule is applied to the irregular stem as a default.

The Marcus, et al. study is a contribution to the
debate about the acquisition of morphology, and ulti-
mately about acquisition generally. It represents a
perspective on learning which, in common with the
majority of studies, assumes that the child’s language
development depends on the organization and reor-
ganization of rules and representations. The alter-
native view, often referred to as ‘connectionism,’ sees
statements such as the rule for past tense formation
as merely descriptions of features of the language.
The connectionist view sets out to demonstrate how a
model of language acquisition could avoid reliance
on mechanisms using rules that manipulate discrete
symbols, but still account for what happens in the
child’s language learning. The battleground for the
competing theories has been past tense formation in
English, and the connectionists’ hypothesis testing has
implemented computer simulations of learning, using
parallel distributed processing (PDP) models (Rumel-
hart and McLelland 1986; Plunkett and Marchman
1991). Such models are constructed in the form of
networks (claimed to be analogous to neural net-
works) which are ‘trained’ on sets of past tense forms
from the language, and which ‘learn’ from successive
sweeps through the input. Successive outputs from the
network can then be checked for their approximation
to what is known of successive stages of the child’s
development. In the rather restricted area of the devel-
opment of past tense, the simulations have been rela-
tively successful, though they are still the subject of
extensive debate.

2.2 Linguistic Theory and Language Acquisition

As seen above, linguistic theory was a major influence
on language acquisition studies at the outset. After a
period of estrangement, the relationship was renewed
during the 1980s as the reformulation of Chomskyan
theory (which is referred to as ‘Principles and Par-
ameters Theory’—PPT) offered the prospect of testing
predictions against language acquisition data, in a
way that had not been possible before. It is obviously
not feasible to deal with the full complexity of PPT
here (see Atkinson 1992 for a book-length treatment.
However, one of its crucial dimensions, parameter-
ization, can be introduced via a specific example.
The original linkage between linguistic theory and
language acquisition depended on commonalities
between languages at a rather abstract level. PPT
maintains this view that there are universal features
of language but also acknowledges cross-linguistic

differences by specifying, within modules of the gram-
mar, ‘parameters’—dimensions of variation from
which languages select possible values. The most
widely discussed such dimension in the child language
literature is the ‘null subject parameter.” One of the
differences between English and a Romance language
like Italian is that in the latter subjects of sentences
do not need to be explicitly realized by a noun phrase
or a pronoun, as verb paradigms are inflected for
person and number, as well as indicating tense. So an
Italian hearing a sentence which consists only of a
verb and an object noun will be able to identify the
subject of the sentence from the verb form. In English,
by contrast, subjects must be expressed. There are
exceptions to this rule, but they are limited to certain
well-defined contexts such as responses to questions,

e.g.,

Q. what did you do?
A. finished my drink and left.

Faced with the problem of learning their language,
Italian and English children have to determine which
way the null subject parameter is set, on the basis of
the input evidence they hear. More generally, for each
parameter that is made available within the theory
to account for linguistic variation, the child has to
determine which setting his particular language
selects. The PPT theory is still very much an innateness
hypothesis. As before, the child is seen as coming to
the task of acquisition ‘hard-wired’ with the principles
of the theory, and with the parameters. Input (earlier
called CDS) is more significant, in this view of the
linguistic theory—language acquisition relationship,
but only to provide just enough evidence to set the
relevant parameters. And input to the child is restric-
ted to what is called ‘positive evidence.” An important
part of the argumentation for the new innateness
hypothesis is that the child does not receive any overt
evidence about the structure of the language. In par-
ticular, he receives no ‘negative evidence’ when he
makes errors (such as overregularizations). This view
does seem to be borne out by studies of CDS, at
least so far as clearly explicit parental correction of
syntactic or morphological error is concerned.
Mothers and fathers do not generally take any notice
of grammatical errors on the part of their preschool
children. They seem to regard them, rightly, as a nor-
mal part of development, which the child will grow
out of. Furthermore, even if an adult does try to
correct overtly a child’s error, the attempt is unlikely
to be successful, unless the child is ready to make the
change to the more adult-like form. As a consequence,
any incorrect hypotheses about the structure of the
language which are made by the child have to be
eliminated by his own efforts, without any direct inter-
vention by adults. This can only be achieved, it is
argued, if the ‘hypothesis space’ for language learning
is heavily constrained from the outset. The principles
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and parameters of linguistic theory are offered as the
constraining influences. The child has certain degrees
of freedom available, in making suppositions about
the constituent structure of his language, but these are
limited by the potential allowed by the parameters
and the settings which they specify.

How does this new version of the innateness
hypothesis fare when subjected to empirical test?
Hyams (1992) uses data from the CHILDES database
to explore a child’s setting of the null subject par-
ameter for English. It is assumed that the child’s orig-
inal setting will be null. If the language he hears fails
to have morphological paradigms of the Italian type,
and has a high proportion of expressed subjects, this
will trigger the resetting of the parameter to non-null.
Hyams finds a rapid increase in the realization of
subjects (from 10 to 70%) in a five-month period from
2 years 7 months to 3 years, and interprets this as
the child realizing that English is not a null subject
language. Not surprisingly the opening up of the
innateness hypothesis to empirical test has led to
attempts to provide alternative explanations of lan-
guage development. Bloom (1990), for example, pre-
sents data to buttress his view that children acquiring
English represent the correct grammars from the start,
on the basis of input data, but omit subjects because
of performance factors.

3. Conclusion

The exploration of the alternative models for language
learning afforded by linguistic theory and con-
nectionism will be central to research. Important
information for both frameworks will be provided by
cross-linguistic studies. A major program of research
on the acquisition of languages other than English has
been coordinated by Dan Slobin at the University of
California, Berkeley for over 20 years (see Slobin 1985;
1992). Some of these languages, e.g., Hungarian,
K’iche’ Mayan (Guatemala), Walpin (Australia),
Western Samoan, are typologically very different from
English (and each other). They provide new testing
grounds for hypotheses concerning language acqui-
sition. They may also, in turn, cause researchers to
look afresh at the acquisition of English.

See also: Language Acquisition: Categorization and
Early Concepts.
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Language of Thought

R. Carston

The idea that there is a language of thought (LOT)
amounts to this: having a thought with a particular
content is a matter of being related in a certain way
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to a sentence in an innately given mental language.
The sentences or formulas in this language (mentalese)
are like the sentences of public natural languages
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(Japanese, Urdu, English, etc.) in that they have syn-
tactic and semantic properties. That is, they are com-
posed of constituents in particular structural
configurations and their semantics is a function of the
semantics of their basic elements and their syntactic
structure. The grammar of mentalese may, however,
differ quite radically from the grammar of any natural
language. The basic elements (concepts, perhaps)
denote entities and properties in the world. The full
formulas are truth-conditional, so have truth-values
as determined by the way the world is, and they bear
logical relations to each other, such as entailment.
The following discussion is confined to descriptive
thoughts (thoughts about states of affairs), but it
should be noted that there are also what are called
interpretive (or metarepresentational) thoughts (see
Sperber and Wilson 1995). These are thoughts which
represent other representations (such as thoughts or
utterances); their relation with that which they rep-
resent is not one of truth/falsity but of propositional
resemblance (which is a matter of degree). The lan-
guage of thought hypothesis is just as relevant to them
as it is to truth-based descriptive thoughts, but they
introduce considerable additional complexity.

1. The Representational Theory of Mind

The relevant notion of a thought here is that of an
‘intentional’ state of mind, where intentional mental
states are those that have the property of being rep-
resentational, that is, of being about the world. Beliefs,
desires, intentions, hopes, and fears are different types
of intentional mental states. They are sometimes
called propositional attitudes since they involve the
having of an attitude to a content or proposition,
for example, having the belief attitude to the ‘Mrs
Thatcher has resigned’ content. These intentional
mental states play a central role in cognitive psy-
chology in the explanation of human intentional
behavior. For example, it is because Jane wants to
drink some cola and she believes that there is some
cola in the refrigerator that she goes to the refrigerator
and reaches inside it. On the LOT view, having a belief
or a desire, etc., with a certain content entails being in
a relation to an internally represented sentence with
that content, so the explanation of Jane’s refrigerator-
oriented behavior will include a specification of the
interaction of the sentences which represent the con-
tent of her relevant beliefs and desires.

The LOT hypothesis arises then in the context of the
current computational model of the mind, whereby
mental processes, such as reasoning, are sequences of
mental states and the transitions between states are
effected computationally. Conceiving of these com-
putations as formal/syntactic operations defined over
mental representations gives a mechanical expla-
nation for mental processes. That is, they operate on
symbols in virtue of the form of the symbol, not in
virtue of any semantic property of the symbol, just

like the operations performed by a computer or the
transitions from line to line in a logic proof. This
approach to the causal explanation of mental pro-
cesses is known as ‘methodological solipsism’ (see
Fodor 1981; Lycan 1990). It follows that as far as our
cognitive life is concerned two beliefs or desires are
distinct if and only if the representations of their con-
tents are formally distinct. For example, the desire to
meet the husband of Janet Fodor and the desire to
meet the staunchest advocate of the language of
thought hypothesis are identical in their truth-
conditional content (given that the definite description
in each case picks out the same individual in the world,
namely Jerry Fodor). However, so far as cognitive
activity is concerned these are quite distinct types of
desire as they may be the effects of different sequences
of thought and each may cause further different
thoughts. Furthermore, they may issue in quite dis-
tinct behaviors: in the first case one might telephone
Janet Fodor to ask her and her husband for dinner,
in the second one might seek out conferences on the
philosophy of mind. The crucial point here is that
thoughts have their causal roles as a function of their
formal properties. Semantic properties are respected
only insofar as they are mimicked by formal proper-
ties, which of course they are to at least some extent
since deductive reasoning, which preserves truth, plays
a major role in human thought.

2. Why Should Thoughts Have Syntactic Structure?

One could be an ‘intentional realist,’ that is, one could
accept (a) that beliefs and desires really exist, (b) that
they are physically instantiated in the brain, and (c)
that they play a causal role in sequences of thought
and in overt behavior, without positing a ‘language’ of
thought in which the objects of attitudes are couched.
What is crucial about language is constituent struc-
ture, that is, that a sentence is made up of parts and
these same parts can occur in a range of different
sentences. So what distinguishes the LOT view from
other intentionally realist views is that it entails that
belief/desire states are structured states. Fodor (1975)
claimed that the language of thought was implicit in
the computational approach to psychological explan-
ation since computation presupposes a medium in
which to compute. However, the emergence of an
alternative computational approach, ‘new con-
nectionism’ (see Sterelny 1990 for an introduction),
indicates that more in the way of arguments for struc-
tured thought is required, since according to con-
nectionism the mental causes of intelligent behavior
can be modeled by patterns of activation across net-
works of nodes and connections, involving no level of
symbolic representation. One of Fodor’s arguments
for syntactic thought (Fodor 1987a) involves an
appeal to the ‘productivity’ and ‘systematicity’ of
thought. The set of thoughts is potentially infinite and
the ability to think any particular thought is intrin-
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sically connected to the ability to think various other
thoughts. So, for example, anyone who can form the
thought ‘the ruthless spy has seen the desperate ter-
rorist’ can also form the thoughts ‘the desperate ter-
rorist has seen the ruthless spy’ and ‘the desperate spy
has seen the ruthless terrorist,” etc. The parallel with
natural language is obvious and the explanation for
the productivity and systematicity of natural language
is its combinatorial syntax and semantics, so it is natu-
ral to assume that thought too has combinatorial
structure. However, see Clark (1994) and Maloney
(1994) for a range of objections to the LOT thesis.

3. The Relation between Thought and Public Language

Fodor believes that the semanticity of natural lang-
uage, that is, the capacity of natural language symbols
to be about the world, is dependent on the rep-
resentationality of thought. So the answer to the ques-
tion ‘How is it that the sentence, Mrs Thatcher has
resigned is about Margaret Thatcher?’ is something
like: ‘Because that sentence is a vehicle for expressing
a thought about Margaret Thatcher.’ On this view an
account of the semanticity of natural language will
follow from an account of how it is that thoughts refer
to the world. Attempts are being made to develop this
logically prior theory of ‘psychosemantics’ (see, for

example, Millikan 1984, Fodor 1987b, and Fodor
1990), though they are as yet embryonic.

See also: Intentionality.
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Private Language

C. Travis

The term ‘private language’ has several customary
uses. For example, sometimes it refers to the phenom-
enon of children talking to themselves. Or it might
refer to codes or idiosyncratic sign systems formulated
for particular purposes, perhaps for private com-
munication within a group. This article will discuss a
special notion of private language which stems from
Ludwig Wittgenstein, and is related to what has be-
come known as ‘the private language argument’ (i.e.,
Wittgenstein’s argument against private language).
This conception and the problems related to it con-
cern foundational issues in the philosophy of mind
and the philosophy of language. The questions to be
addressed are: What is a private language in this sense?
Why should Wittgenstein (or anyone) bother with
it? What might an argument against it be? What is
Wittgenstein’s argument? (By way of proviso, it
should be noted that there is a conception of Wittgen-
stein’s later philosophy according to which his pur-
pose is not to argue against positions, but to present
alternative pictures, so as to show a picture not to
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be compulsory. On that view, Wittgenstein has no
‘private language argument.” This view of Wittgen-
stein is largely neglected in what follows. But it should
be borne in mind.)

1. Preliminaries on Privacy

Wittgenstein introduces the notion of a private
language in Philosophical Investigations Sect. 243:

But is a language conceivable in which one could record,
or articulate, his inner experiences—his feelings, moods,
etc.—for his own use?—Can’t we do that in our usual
language?™—But I don’t mean it like that. The words of
this language would apply to what only its speaker can
know; to his direct, private, experiences. So another can-
not understand this language.

(The term ‘private language’ does not occur before

Sect. 256, where it appears in quotation marks.)
Privacy may come in various strengths, according to

what makes language private. Private language might
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just be language spoken by only one person. In that
case, Robinson Crusoe, alone on his island, spoke a
private language, especially if he invented his own
terms for the strange flora and fauna he met there.
So would the last surviving speaker of a vanishing
Amerindian language. Most—though certainly not
all—commentators agree that this is not what Witt-
genstein had in mind, as the (unquoted) first half of
Sect. 243 makes clear. If we came to rescue Crusoe,
we would have no trouble seeing what his neologisms
meant, nor do field linguists face special in-principle
problems if they can find only one informant. In res-
cuing Crusoe, we do not rescue his language from
privacy; it faced no such danger. That remark imposes
a dual constraint: whatever the private language argu-
ment is, it should leave Crusoe untouched; whatever
about our usual language lets it escape the argument
should not vanish for one-speaker languages.

Crispin Wright (1986) and Margaret Gilbert (1983)
have each suggested, independently, two relevantly
different notions of privacy. On one notion, words
are private if their semantics, or content, or proper
understanding, is available only to their speaker: only
that person could produce words with that semantics,
or understand/take words as having it. On the other
notion, though two people, Pia and Pol, may each
attach the same semantics, Pia to her words W, and
Pol to his, W*, they could never have good reason to
believe that that is what they were doing. These are
certainly two ways of being unable to understand
another’s words. Whether the distinction matters de-
pends on what the case against private language is.

2. Private Language and Mental Life

Why is private language worth thinking about? Partly
because of its relation to our picture of mental life, or
that part we care enough to have words for. Since a
large stretch of the Philosophical Investigations before
the private language discussion (from Sect. 138), and
a large stretch after it, are concerned with questions
about mental life, the conclusion that this is one of
the points of the discussion seems inescapable. (Before
Sect. 243, the concern is to attain ‘greater clarity about
the concepts of understanding, meaning, and think-
ing’; during and for a stretch after, the concern is
primarily with sensations, notably pain.)

The picture of the mind a private language dis-
cussion would target derives from Descartes. Notori-
ously, such a view weaves problems of mind into
problems of knowledge. On this view, mental life con-
sists, for the most part, of a series of events or experi-
ences, which form, as it were, a stream of con-
sciousness. Elements in this stream, since they are
the subject’s experiences, are directly accessible to his
inspection, but not available for inspection by anyone
else. So the subject can know what the elements are
in a way in which no one else can. Moreover, they are
independent of things outside our skins. While some

of them may represent such things as being thus and
so (these, according to Descartes, are ideas), none
requires anything of the ‘external’ world for its being
the element it is. It cannot be essential to any of these
experiences, for example, that it is an experience of
seeing a cow; for then it could not occur without the
cow. The actual elements of the scheme, on Descar-
tes’s view, are what might be in common to cases of
seeing a cow and cases of only seeming to. Some would
embroider this picture as follows: what 1 judge in
judging my stream now to have a certain character (to
contain elements of this or that type) is incorrigible; I
could not, in principle, be wrong about it. The
embroidery is not needed for a private language argu-
ment to get a grip. Note too that Wittgenstein con-
centrates on experiences, like pain, which are world-
independent in the required Cartesian sense. So it does
not matter much for this discussion if there is no
experience common to seeing a cow and only seeming
to.

I know what my mental life is, according to this
picture, by observing its elements and seeing of each
I observe that it is thus and so. That is to say, I may
just see of an element that it is of a certain sort or
type. I may observe it to be, roughly, a pain in the
foot, or an intention to go sailing, etc. That is rough.
But more precisely, of what type might I observe such
an element to be? Thinking on the model of observable
features of objects—colors, say—the feature or type
in question would be fixed in this way: it is that feature
observably exemplified by such and such elements in
streams—the elements that exhibit such and such a
pattern. That it is the one so exemplified is essential
to identifying which feature it is. But the only elements
I can observe, in principle, are ones in my own stream.
So the feature I have in mind when I take one of my
current elements to be thus and so must be fixed as
the one exemplified by such and such (prior) elements
in my stream; that is essential to its being the one I
am thinking of. But now, what decides whether my
current element is of that type? Only I could be in a
position to judge that. My thought about my current
element, in identifying it as such and such, is thus, in
a clear sense, a unit of a private language.

3. Criticisms of Private Language Based on the
Cartesian View of Mind

Insofar as the private language discussion is directed
against this picture, the first point is this. It is simply
not possible that only I can be in a position to see
what is exemplified (by seeing what exemplifies it),
consequently to judge whether an item has the charac-
ter that there gets exemplified. A language that worked
in such a way would be incoherent. It would have
neither correct nor incorrect applications, to elements
of a stream of consciousness or to anything else; there
could be no standard of correctness for it. Conversely,
any language, public or private, which does say some-
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thing about our mental lives must have a publicly
accessible semantics: anything which fixes in what way
it says things, or a thing, to be—any facts relevant to
determining whether it says things to be this way or
that, or whether this or that would count as being as
they are said to be—must be facts a multitude might,
in principle, recognize to hold, and on which they
might base their judgments. Crudely put, if words
(about X’s mental life) say X to be F, there must be a
publicly observable, or specifiable, state of affairs of
which one could truly say, ‘This is (what we call) (X’s)
being F.” (This point is as much about thought as
about language. To some, it has smacked of behavi-
orism. Whether it is that depends on what one allows
to fall within the range of the observable. For Witt-
genstein, it certainly was not that.)

The general problem about our mental lives is this.
There is a familiar system of concepts under which
aspects of our mental lives fall. For each of us, there
is also our own stream of consciousness—all those
experiences we are aware of by, or in, having them.
What is the relation between the two? Different things
in different cases, no doubt. The private language
discussion, viewed as aimed at this problem, shows
one thing the relation could not be. To fit one of those
concepts could not be for an element, or several, in
one’s stream to be thus and so, where what counts as
being thus and so is only fixed given other facts about
that stream which only its subject could see to hold.

4. Language and a Background of Shared Reactions

The private language discussion does not only address
the problem of mental life. It has a longer reach.
Note that Sect. 243 is preceded by a brief discussion
of language and thought in general. The point is that
intelligible language or thought rests on a certain
background of agreement in judgment. (Elsewhere
Wittgenstein refers to systems of natural reactions.)
The kind of dependence involved is illustrated in
Sect. 142: ‘The procedure of putting a lump of cheese
on a balance and fixing the price by the turn of the
scale would lose its point if it frequently happened for
such lumps to suddenly grow or shrink for no obvious
reason.’ Similarly, the procedure of saying something
to be thus and so—to fit, or not, a given concept, or
to be, or not, as it is said to be in given words—
would lose its point if there were no regularity in our
reactions in taking things to be that way or not; if we
could not rely on what informed and reasonable peo-
ple would do when called upon to judge such matters.
Were ‘reasonable’ people as mercurial in their reac-
tions in, say, taking things to be red or not, as Wittgen-
stein’s cheeses, we would lose a range of facts as to
where things are reasonably taken to be red, and with
that, the point of speaking of things as red or not.
(Saying that a cheese weighs a kilo is not saying that
it will not grow or shrink. Nor is calling something
red saying that most people would say so.)
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Given philosophy’s penchant for making one thing
out to be another, this idea that an activity makes
sense only against some backgrounds—so that only
against a certain background does it make sense to
suppose given words to say anything at all—has sug-
gested to some that the upshot of the private language
discussion is a ‘community view’ of how (public)
language is possible: for words W to have been spoken
correctly, so for them to have said things to be as they
are, is for their speaker to be in step with what the
rest of his linguistic community would say. He says
that his car is red; so would they. Speaking correctly
just means not falling out of line with the community.
However, that is the wrong way to see a background
as functioning. It serves its purpose only if it remains
in the background.

5. Formulating a Private Language Argument

The question, then, is whether some broader and more
original point about language is made by the private
language discussion. One way to press this question is
by pressing on features of private language that have
seemed to play a role thus far. For example, in the
Cartesian model, private words applied to types or
classes of private ‘objects™—the elements of one per-
son’s stream. Must there be private objects for private
language? Consider the made-up word gronch. It
applies, let us suppose, to some vases, doorknobs,
drapes, and turtles, but not to others. Only I, though,
am able to discern what something’s being gronch
requires. In principle, only I am ever in a position to
make fully informed and authoritative judgments on
such matters. Is that private language? Or suppose a
‘private’ language did not belong to just one person,
but, say, to 10. Might that still be private language?
Textual evidence suggests a ‘Yes’ answer both times
(see, e.g., Sect. 207 and Sect. 237).

To press further, ask what a private language argu-
ment might be. Here is the first of two suggestions. The
private linguist, Pol, examines some thing or situation,
and judges that ‘F’ is true of it, F being some private
term. (It matters not in the least whether the examined
thing is private.) But how does Pol know he has not
made a mistake? Perhaps he misremembers what is
involved in being F, or he is just bad at distinguishing
Fs from Gs. If what it is to be F is anything one could
remember, then this seems a possibility. But if it is,
Pol cannot check that he has not made such an error,
except in ways that let just the same sort of doubt
creep in again. So, since there are always doubts he
cannot settle, it seems that he cannot ever know
whether F is true of a thing or not. But if he cannot
know this, no one can, F being private. Language no
one could ever know to apply to anything is no real
language at all. So there can be no private language.
(What is important here is the unavailability to others
of at least some of the facts which determine how F is
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to be used—its actual semantics. Private objects play
no role.)

Here is a second argument. Let Pol judge, ‘A is F.
Now ask: in principle, might Pol be wrong in judging
this? Might he have mistaken what his own ‘is F’
required for truth of A, or whether that requirement
was satisfied? If not, then his words are reduced to the
level of an inarticulate cry. For they must be governed
by the rule: they were spoken correctly exactly wher-
ever Pol felt inclined (enough) to speak them. If so,
then suppose his words said of A that which is true of
A. What might such a fact consist in? Not in Pol’s
reactions to the words, as exhibited in his judgment.
But then, evidently, in nothing else either. (This being
private language, only his reactions matter.)

Neither of these arguments, one might object, is
available to Wittgenstein. Each depends on a principle
he explicitly rejects—the first on a rejected epis-
temology (see, for example Sect. 84); the second on
the rejected idea that facts of some genre, to be such,
need to consist in anything else. (See, for example,
Sects. 135-37.) The objection vanishes, though, when
we ask what entitles Wittgenstein to reject these prin-
ciples. In the first case, for instance, there is normally
a distinction between real doubts, which might show
you do not know, and merely imaginable doubts,
which show nothing. Where such a distinction is draw-
able, the mere possibility of misremembering what a
word means cannot show someone not to know that
it has been used correctly. But that distinction rests
on a background ‘system of natural reactions’: we
take certain doubts seriously, others not, given which
there are facts as to some doubts being real, others
not. That background is unavailable in the case of
private language. So there can be no appeal there to
such a distinction; no such thing as ‘the reasonable
way of drawing it.” Given such lacunas in the private
case, the private linguist lacks the means for resisting
either of the otherwise noncompelling arguments.

We normally suppose, rightly, that we can tell a
hawk from a handsaw; further that if in some case we
have failed to, there will be something to show either
that we missed some pertinent fact, or that we judged
unreasonably. The above argument shows the import-
ance of both suppositions. Without room for some-
thing to override our judgments, there would be no
judgment. The second supposition is safe just where
there are means for drawing a distinction between
what is the reasonable view of, or reaction to, a situ-
ation, and what is not. A private linguist may seem to
have semantic reactions; to take his private language
to have one semantics rather than another. Without
the resources to distinguish reasonable under-
standings of it from others, he can in fact be doing no
such thing; nor could his language have a semantics,
except perhaps that of an inarticulate cry. Those
appear to be resources he would lack.

Frege encouraged the view that if we could just get

words to have the right properties—e.g., to have a
proper and univocal sense—then their doing that
would settle, effectively, all questions as to how and
where the words apply correctly. Such a perfect
language, like a perfect machine, would run on forever
under its own power; facts as to what bits of it were
true would depend in no way on our, or on any,
reactions to those bits; the language would have
sufficient resources in itself to generate those facts
on its own. The illusion that there might be private
language rests on the idea of language functioning
that way: whether a private word is true of an item
depends not at all on anyone else’s reactions, and, if
the private linguist might be mistaken in such matters,
not on his reactions either. Rather, properties intrinsic
to the language are conceived as carrying all the weight
in determining that the facts about its application
are thus. Wittgenstein shows this Fregean ideal for
language to be a chimera; no words could have that
property. That would be enough to show up private
language as an illusion. Conversely, dealing directly
with private language is a way of showing why Frege’s
conception could not be right.

6. Private Language and Rules

Wittgenstein first makes the crucial point about this
chimera in his discussion of rules and their require-
ments (see Sects. 84-7). For any rule, there are various
conflicting things, each of which would count as fol-
lowing it correctly, if only this or that understanding
of the rule were the right one—the one it in fact bore.
We are often capable of seeing what following a rule
in a specific case requires. The fact that the rule does
require that is not independent of our seeing this. For
that fact depends on that understanding of it being
the most reasonable one. But in matters of reason-
ableness, we, or beings like us, must be the ultimate
arbiters. It is no good appealing to anything like a
rule to fill the gap we would leave at that point. For a
word to have properties which, all on their own, decide
that it applies correctly to (in) exactly these cases and
no others is for it to be governed by a rule that requires
it to be applied exactly there. But Wittgenstein’s point
is that no rule, in isolation, can do that job. For it
does that only given sufficient facts as to its proper
understanding; but there are no such facts without a
background of natural reactions to the rule, by reason-
able beings, for those facts to rest on. One way to
see the point is to consider language with all such
background cut away. Private language is such
language. It fails to be genuine language precisely
because it lacks such a background. The conception
of semantic properties which Wittgenstein’s dis-
cussion of rules supports thus becomes compulsory.
Language in need of no one (for the standards of its
correct use) is language for no one.

See also: Family Resemblance; Rules; Wittgenstein,
Ludwig.
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Representation, Mental
A. Garnham

The notion of representation is a familiar, if philo-
sophically problematic, one. It becomes more prob-
lematic, and less familiar, when modified with the
epithet ‘mental.” Nevertheless, the notion of mental
representation is crucial both in cognitive psychology
and cognitive science. It is also crucial in linguistics
itself, at least for those who accept Chomsky’s views
that grammars describe part of the contents of the
minds of language users, and that linguistics is cor-
rectly construed as part of cognitive psychology.

1. Representation and Mental Representation

It is a fundamental assumption of cognitive psy-
chology and cognitive science that explanations of
behavior make reference not only to inputs and out-
puts but to information encoded in the mind. In order
to provide an information processing account of a
particular ability it is necessary, therefore, to describe
how inputs, outputs, and stored information are in-
ternally encoded. It is natural to think of these encod-
ings as depending on a mental representation scheme
or language. Following Jerry Fodor (1975) this lan-
guage is usually referred to as the language of thought,
though different mental faculties may use different
representational schemes. Although this view of men-
tal processing is widely accepted, it raises a very
difficult question: what is a mental representation?
One can make a start on answering this question by
considering everyday types of representation that are
easier to understand. A simple two-dimensional town
map represents space spatially. In general, however,
there need be no such direct correspondence between
what is represented and how it is represented. British
Ordnance Survey maps represent the third spatial
dimension using contour lines, and they represent
things in the landscape by symbols that may (church
with a tower) or may not (coach station) resemble
what they represent. In such a representational
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scheme, the correspondence between what is rep-
resented and the elements of the scheme must play a
role in both the production and the use of particular
representations—only in aberrant cases will it not do
so. In particular, resemblance is not sufficient for rep-
resentation, as a consideration of portraits, par-
ticularly those of identical twins, shows. Causation
is crucial in determining what something represents.
Indeed, some philosophers (e.g., Fodor 1990) have
suggested purely causal theories of how a mental state
comes to represent something in the world.

There is little difficulty understanding how maps
work. But maps require people to create and interpret
them. We, as mapmakers, create the representational
schemes that allow us to make particular maps and,
thus, to achieve our navigatory goals. And we, as map
users, have the goals that make maps useful. Mental
representations differ from maps in both respects.
First, the meanings of the elements of a system of
mental representation are not arbitrarily stipulated.
They arise from natural effects that the environment
has on people or animals. However, not every effect
that the world has on an animal gives rise to a mental
representation. For an effect to be a representation, it
must have the function of providing information
about what it represents. Second, although natural
effects can have representational functions imposed
upon them, mental representations typically have
functions that derive from the natural goals of people
or animals. Furthermore, an account of mental rep-
resentations cannot be based on the idea of a person
inside the head setting them up and using them—
homunculus theories cannot explain cognition.

If the job of cognitive scientists is to discover the
representational schemes used by the mind, that job is
very different from a mapmaker’s. Mapmakers decide
what to represent, taking into account how their maps
will be used, and they stipulate a representational
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scheme to encode the relevant information. Depend-
ing on the mapmaker’s skill, the map may or may not
be easy to use. Cognitive scientists have to assess the
purpose of a piece of mental apparatus, to postulate
a representational scheme that, together with pro-
cesses to operate on it, satisfies that purpose. Then
they must try to find evidence that that scheme is
used. This process is a complex one, not only because
cognitive scientists cannot look and see what the
elements of the representational scheme are, but also
because they have to make inferences about processes
as well as representations. The representational
scheme needed to perform a task depends on what
processes act upon the representations allowed by the
scheme.

The philosopher Fred Dretske (1988) contrasts
mental representations with maps by classifying them
as a type, indeed the most important type, of natural
representation system. He claims that natural rep-
resentation systems are the source of intentionality
in the world. Intentionality is the ‘aboutness’ which
philosophers take to be a defining characteristic of
mental phenomena. A map is ‘about’ the terrain it
represents, but only derivatively. Its aboutness derives
from the fact that people interpret it as being about a
certain part of the world. The aboutness of mental
representations is not derivative, and it is for this
reason that mental representations are so important
and so difficult to understand. It is also for this reason
that the study of maps can only take us so far in
understanding the concept of mental representation.

Dretske analyzes the notion of representation in
terms of indication. One thing indicates another if its
occurrence provides information about what it indi-
cates. Because of the rich correlational structure of
the world, there are many instances of indication. A
bear’s paw prints in the snow indicate that a bear has
passed this way. The ringing of a door bell indicates
that someone is at the door (and also, for example,
that current is flowing in the door bell’s electric
circuit). Certain patterns of activity in a person’s vis-
ual cortex indicate that they have seen a chair (to
anyone or anything that can register them). For
Dretske, there is no misindication. If signs are mis-
interpreted, they are being used as representations.

An indicator becomes a representation if it is given
the function of indicating the state of something else.
Now misrepresentation is possible. If a car’s fuel
gauge jams, it does not really indicate that the tank is
full. But since it has been given the function of indi-
cating how much fuel is in the tank, it misrepresents
how full it is. Misrepresentation can be a nuisance, or
worse. However, the possibility of misrepresentation
goes hand in hand with a very useful property of
representational schemes: their elements can be
recombined at will. Maps of imaginary countries can
be drawn. I can mentally represent not only what the
world is like, but how I want it to be, how I think you

falsely believe it to be, and so on. Thus, although
natural systems of representation derive from natural
indicators of things in the real world, particular rep-
resentations can be decoupled from the world. They
need not be caused by what they represent.

2. Neural Substrates and Connectionism

Cognitive scientists assume that the mind is a mech-
anism, in the very general Turing machine sense, and
that its physical substrate is the brain. Thus, every
mental state is associated with a corresponding brain
state. If that mental state is a complex representational
one, each element of the representation is associated
with some aspect of that brain state. For most of our
cognitive abilities, no more can be said at present. It
is not even known whether equivalent mental states
are always associated with the same brain state. And
even when a good deal is known about the underlying
neural substrate—as in the case of low-level visual
processing, for example—it has been argued (e.g., by
David Marr 1982) that questions about rep-
resentational schemes and the processes that act on
them can often be addressed independently of ques-
tions about neural substrates, via an information pro-
cessing analysis of the relevant ability.

It is, of course, possible to take a purely func-
tionalist approach to cognition in general and to men-
tal representations in particular. Functionalism holds
that the correct, or best, theory of a particular mental
ability is the one that best explains the psychological
data. The mental representations people use are the
ones postulated in that theory. On one interpretation
this view is vacuous, because the decision about which
explanation is best may be influenced by non-
psychological factors, such as compatibility with what
is known about brain structure. On another interpret-
ation functionalism is a substantive, though almost
certainly false, doctrine. On this interpretation, con-
siderations about brain structure are irrelevant to
choosing the best psychological theory.

Since about 1980 the substantive version of func-
tionalism has been challenged by people working in
the parallel distributed processing (PDP) or con-
nectionist framework. Connectionists attempt to
reproduce human behavior using networks of simple
processing elements whose properties resemble those
of brain cells or clusters of them. The behavior of a
connectionist machine may suggest that it is following
a set of rules (couched in a language of thought).
However, nothing in the machine corresponds to the
rules in the way that a piece of code in a traditional
computer model of the mind does.

The correct interpretation of connectionist models
has been a matter of intense debate. It is known that
connectionist machines can simulate traditional serial
computers (von Neumann machines), just as von Neu-
mann machines can simulate connectionist machines.
However, connectionist machines as they are used in
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cognitive modeling do not perform such simulations.
How should such machines be described? On one view
they do not contain representations of the rules they
appear to be following. Rules are traditionally rep-
resented symbolically, and connectionism has been
described as a subsymbolic approach to cognition. A
contrasting view is that connectionist machines rep-
resent rules indirectly, and usually in a distributed
fashion. Trying to decide which account is correct
is complicated by the fact that many connectionist
machines do not exactly follow the rules that their
designers wanted them to, so it is not surprising that
they do not represent those rules. In one famous exam-
ple, a network was trained to produce the past tenses
of English verbs from their stem forms (Rumelhart
and McClelland 1986). However, a detailed analysis
of the performance of the machine (Pinker and Prince
1988) showed its knowledge to be lacking in many
respects. In particular, it had not encoded the fact
there are no phonological conditions on whether the
regular (-ed) rule can be applied. Some connectionist
systems do follow (usually much simpler) sets of rules
exactly, and properties of their (matrix algebra)
descriptions may correspond to information that one
would intuitively want to say is represented in the
system. However, this representation is not so obvious
as a traditional symbolic one. So connectionist
machines raise in an acute form the question of when
information is represented explicitly and when
implicitly.

The contrast between implicit and explicit rep-
resentation can be illustrated with a simple example
from semantic memory. Sparrows are represented as
a subclass of birds. Birds are represented as being
able to fly, unless there is specific information to the
contrary. There is no specific information that spar-
rows cannot fly. From the explicitly encoded infor-
mation it can, therefore, be inferred that sparrows
can fly—that information is implicitly represented.
Whether information is encoded explicitly or
implicitly determines how easily a particular task can
be performed. Implicit information should take longer
to compute than explicit information takes to retrieve.
It may appear from this example that the contrast

between explicit and implicit representation is a clear
one. However, it is not, as the questions raised by
representation in connectionist networks show.
Indeed, although the contrast between implicit and
explicit representation has become increasingly
important recently, it remains unclear whether there
is one distinction or several.

Although connectionist machines raise important
questions about how mechanisms encode rules and
follow them, their existence in no way bears upon
the very difficult philosophical questions about rule
following raised by Wittgenstein (1953), which have
sometimes been taken to challenge Chomsky’s (e.g.,
1972) idea of linguistic rules in the mind. The descrip-
tion of a connection machine (or, for that matter, a
von Neumann machine) as following a rule is part of
a description of its behavior by us. Wittgenstein's
questions about how people follow rules turn into
questions about what we, as cognitive scientists expect
of a machine that we describe as following a certain
set of rules. It does not matter whether those rules are
encoded explicitly, or only implicitly.

See also: Intentionality.
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Sapir-Whorf Hypothesis
O. Werner

1. Statement of the Hypothesis

The relationship between language and culture, or
language and world view, has been noted at least
since Wilhelm von Humboldt (1836). But discussion
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remained relatively dormant until the ‘Golden Age of
Native American Indian Linguistics’ in the first half
of the twentieth century.

Although everyone calis it the Sapir-Whorf hypoth-
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esis, its most persistent proponent was Whorf (Carroll
1956). And yet, perhaps surprisingly, the most popular
formulation comes from Sapir.

1.1 Sapir’s, or the Lexical, Version

Sapir never sought the interface between language and
culture anywhere but in the lexicon. The quote below
is used most commonly to characterize the Sapir—
Whorf hypothesis:

Human beings do not live in the objective world
alone. .. but are very much at the mercy of the particular
language which has become the medium of expression
for their society. The worlds in which different societies
live are distinct worlds, not merely the same world with
different /abels attached.

(Sapir in Mandelbaum 1963: 162, emphasis added)

A similar statement stressing the classificatory or cat-
egorizing nature of language is expressed in even
stronger terms by Whorf (though this quote is seldom
used to characterize the hypothesis):

We dissect nature along lines laid down by our native
languages. The categories and types that we isolate from
the world of phenomena we do not find there because
they stare every observer in the face. ..

(Whorf in Carroll 1956: 213)

Both quotes emphasize the words or lexical
resources of a language. That is, both stress that while
nature is continuous human beings cut nature into
discrete categories and each culture does this cutting
somewhat differently. People make up words or con-
cepts in order to talk about their world or cultural
universe.

This version of the Sapir—Whorf hypothesis is one
of two alternatives. It is called the lexical version in
this article.

While one could ascribe the ‘anomaly’ that the
hypothesis is usually characterized by the first, or
Sapir’s, quote to some historical accident, there seem
to exist deeper reasons that will soon become
apparent.

1.2 Whorf's, or the Grammatical, Version

The view expressed by Whorf in the second quote
(above) is relatively unusual. He searched for the inter-
face between language and culture beyond the vocabu-
lary (or the lexicon) and sought to discover the roots
of cultural regularities in a language’s grammar:

... the grammar of Hopi bore a relation to Hopi culture,
and the grammar of European tongues to our own
‘Western’ or ‘European’ culture.

(Whorf 1939: 73)

(The Hopi Indians live in villages in Arizona and
speak a language of the Uto-Aztecan language
family), and:

By ‘habitual thought’ and ‘thought world’ I mean more

than simply language, i.e., than the language patterns
themselves.
(Whorf in Carroll 1956: 147)

(following the usage of the times one can equate
‘language patterns’ with grammar), and again:

... the background linguistic system (in other words the
grammar) of each language is not merely a reproducing
instrument for voicing ideas but rather is itself the shaper
of ideas, the program and guide for the individual’s men-
tal activity, for his analysis of impression, for his synthesis
of his mental stock in trade.

(Whorf in Carroll 1956: 212)

Finally, in the statements in which Whorf gives the
Sapir—Whorf hypothesis its alternate name, he again
sees the relationship of language and culture in
grammar:

... the ‘linguistic relativity principle,” which means, in
informal terms, that users of markedly different gram-
mars are pointed in different evaluations of externally
similar acts of observations, and hence are not equivalent
as observers but must arrive at somewhat different views
of the world.

(Whortf in Carroll 1956: 221)

These quotes represent the second way of inter-
preting the Sapir—Whorf hypothesis—the gram-
matical version.

1.3 Discussion

The two versions of the Sapir~-Whorf hypothesis, or
the ‘linguistic relativity principle,” namely, the lexical
version, espoused by Edward Sapir, and the gram-
matical, the predominant view of Benjamin Lee
Whorf, have created considerable mischief in the pro-
fession. The reasons for the confusion lie in the differ-
ent definitions of language used by anthropologists
and linguists.

To anthropologists it was self-evident that the lexi-
cal resources of a language are part of that language.
Therefore, the anthropological definition of language,
at least implicitly, consists of phonology, grammar
(syntax), and the lexicon.

The definition of language used by linguists
explicitly excludes the lexicon. To this day linguists
tend to give the lexicon short shrift. The science of
linguistics considers only the structured parts of
language amenable to analysis. One can easily detect
pattern (i.e., structure) in phonology and in grammar
(syntax). The lexicon was perceived as a ‘collection of
idiosyncratic features’ (Gleason 1962), therefore not
amenable to scientific analysis, and therefore outside
of linguistics proper and, in the end, outside of what
linguists considered to be language (perhaps best
stated as ‘language is what linguists do’). H. A. Glea-
son summarizes this view: ‘lexicography is something
that cannot be done but must be done.’

Several conferences about the hypothesis in the
1950s (Hoijer 1954; Hymes 1960; McQuown 1960)
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remained strangely inconclusive, largely because par-
ticipating anthropologists and linguists operated with
a basic misunderstanding about the nature of lang-
uage. These conferences demonstrated vividly Kuhn’s
(1970) notion that discussions between members sub-
scribing to two different scientific paradigms (views of
the world) are always inconclusive. The irony of these
discussions is that they are about language and world
view, though Kuhn (ibid.) demonstrates that all world
view disputes are hampered by the same sounding
words used with different senses (e.g., ‘language’ as
used by linguists versus anthropologists).

The Sapirean formulation of the hypothesis gained
wide acceptance. The influence of grammar on world
view was difficult to demonstrate. Whorf’s exotic
interpretations of Hopi thought were often attributed
to his imaginative native consultant (Carl F. Voegelin,
personal communication). (Most of Voegelin’s later
work, with Florence M. Voegelin, dealt with the Hopi
Indian language and cuiture, e.g., Voegelin and
Voegelin 1957.)

Meanwhile the basic linguistic attitude changed
from an orientation that ‘every language must be
described in its own terms’ (the structuralist para-
digm) to a preoccupation with language universals
ushered in by Chomsky’s transformational/generative
revolution in linguistics. Suddenly all languages
looked very similar.

Many more or less serious statements were made to
this effect. Robert E. Lees is credited with asserting
that ‘all languages are dialects of English.’ A few years
later James McCauley ‘corrected’ Lees’s assertion by
declaring that ‘all languages are dialects of Japanese.’
McCauley’s remark was prompted by the surface
structure of Japanese which appeared to be very close
to a universal, hypothetical deep structure valid for
all languages.

The interdependence of a culture and the lexicon
that speakers associate with that culture to talk about
their experiences seems almost obvious—especially to
anthropologists. The validity of the hypothesis was,
of course, of much greater interest to anthropologists
than to linguists and found, concurrent with the
Chomskyan revolution but independent of it,
expression in the New Ethnography (Sect. 3).

In 1970 Oswald Werner demonstrated that the con-
tribution of grammar to world view can only take
place through grammatical categories. However,
grammatical categories are, in the prevailing theories
of linguistics, inherently part of the lexicon—specifi-
cally of lexical entries. In transformationalist theories
of language these lexical entries are in the semantic
component of the grammar of specific languages.
Each entry of the form (C, P) has a conceptual part
C—a representation of the ‘meaning’—and a phono-
logical part P—representing directions for pro-
nouncing the entry. Therefore, the ‘linguistic relativity
principle’ becomes an investigation of the relationship
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between a culture and its associated lexicon—includ-
ing grammatical categories.

It may be useful to recapitulate briefly Werner's
argument. His demonstration starts with the Chom-
skyan assumption that the parts of a grammar are
known and can be represented by the formula (1):

G(#, 7 =8V, V) M

where the # symbol represents the boundary con-
ditions of a sentence (or utterance). This is the silence
(absence of speech) that precedes and follows every
sentence. The — symbol stands for the operation of
concatenation. The rewrite symbol — (right arrow)
stands for the rewrite operation that specifies struc-
ture, for example, the formula (2):

S—>NPTVP )

(read: ‘rewrite sentence as consisting of a noun phrase
followed by a verb phrase’) specifies the structure of
S, the sentence, that consists of a noun phrase followed
by a verb phrase. Thus, S in (1) stands for sentence,
V,, for the nonterminal vocabulary of the grammar,
such as NP and VP in (2), and V, for the terminal
vocabulary. These lowest level units of a grammar or
grammatical categories have no further structure (no
rewrite rules can be applied and therefore these sym-
bols never appear on the left side of any rewrite rules).
In the process of sentence generation or production,
actual lexical entries replace terminal vocabulary
items in each language in question. (For details on the
rules governing lexical insertion into terminal gram-
matical categories see the publications of Noam
Chomsky.) Typical terminal categories are ‘mass
noun,” ‘count noun,’ ‘performative verb,” ‘manner
adverbial,’ ‘definite article,’ etc.

Obviously, #, ™, and — are part of the formalism
of all grammars, hence language universals, and can-
not therefore contribute to meaning and world view.

The high level nonterminal vocabulary V,, are
assumed by linguists to be also universal, that is, they
occur in every language and cannot therefore influence
language specific world views. Languages such as
Nootka (one of a large number of languages spoken
on the northwest coast of the USA) which consists
almost entirely of verbs, and Sierra Miwok (one of
a large number of languages spoken in the state of
California), which consists almost entirely of nouns,
can be made to conform naturally to the structure of
noun phrases and verb phrases. In Nootka nouns are
formed by nominalizing verbs (English analogue: to
walk—to take a walk) and in Sierra Miwok verbs
are formed by verbalizing nouns (English analogue:
table—to table, e.g., a motion).

The above argument leaves only the low level non-
terminal (V,,) and the terminal (V,)—the lowest level
of grammatical categories of a given language—as
potential contributors to language specific aspects of
world view.
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If M. A. K. Halliday’s principle of ‘delicacy’ is now
added, that states that when the limit of linguistic
analysis (the ultimate delicacy) is reached, then every
lexical item in every language represents its very own
unique grammatical category.

The parts of grammar that could contribute to
world view are therefore the low level nonterminal
and the terminal grammatical categories. But since
these are part of the lexicon, in any language, the
interaction of language and culture must be seen as
firmly rooted in the lexicon.

Ultimately, therefore, the Sapirean definitions and
the definition of the hypothesis in Whorf’s first quote
of this article prevail. In the other, the Whorfian for-
mulation, every time he mentions ‘grammar,’ or ‘pat-
tern,’ these terms should be read as standing for ‘low
level grammatical categories,” or ‘language specific
grammatical categories.’

2. The Contribution of Grammatical and Lexical
Categories

Before examining the issue of how these language
specific categories contribute to world view, two
additional notions require discussion: the strong ver-
sion of the Sapir~-Whorf hypothesis, according to
which language determines thought, and the weak ver-
sion, which asserts that language has a tendency to
influence thought. Whorf is often viewed as rep-
resenting the strong version. However, a review of his
quotes (for example, in Sect. 1.2) reveals that he
always qualifies his assertions.

While Whorf does say that speakers of different
languages ‘must arrive’ at different interpretations of
the world, these interpretations are not totally differ-
ent only ‘somewhat different’ (Whorf in Carroll 1956:
221). Hopi grammar does not determine Hopi culture
only ‘bore a relation to [it]’ (Whorf 1939: 73). And the
‘background linguistic system’ is not a determiner of
ideas but merely a ‘shaper of ideas.” He talks about
‘habitual thought’ rather than thought fully deter-
mined by the language of the speakers. It is thus
difficult to find representatives of the strong version
of the hypothesis.

All other points of view, including Whorf’s, rep-
resent relatively stronger or relatively weaker versions
of the weak version of the cultural relativity principle.
The Sapir—Whorf hypothesis can therefore be para-
phrased as follows:

The categorial system of every language, including lower
level grammatical and all lexical categories, points its
speakers toward somewhat different evaluations of exter-
nally similar observations. Hence speakers of different
languages have somewhat different views of the world,
somewhat different habitual thought, and consequently
their language and cultural knowledge are in a somewhat
different relationship to each other. They don’t live in the
same world with different labels attached but in some-
what different worlds. The more dissimilar two languages

are, in their lexicon—that is, in conceptual and gram-
matical categories—the greater their tendency to embody
different world views.

Finally, Whorf’s search for traces of world view in
grammar, or in grammatical categories, is not without
merit considering that different parts of language tend
to change at different rates. Thus lexical items refer-
ring to objects change fastest as technology and cus-
toms change. For example, in Anglo-American
culture new words like ‘jeep,’ ‘radar,’ ‘laser,” ‘napalm,’
‘frozen yogurt,” ‘yuppie,” and many others are quickly
adopted into everyday use.

Verbs change more slowly. For example, until 1957
only planets, comets, and meteorites could orbit. Since
Sputnik, the Soviet Union’s first artificial satellite, an
assortment of objects propelled into space are in orbit.
A few years ago a telescope could not be thought of
as orbiting. However, with the Hubble Deep Space
Telescope in orbit, the range of the verb has been
extended even to human beings. For example almost
everyone understands the sentence The astronauts are
orbiting the earth. There are other verbs introduced or
extended by the rapid changes in Anglo-American
culture. For example, I word processed all morning;
This program is good at error trapping, etc. Not too
surprisingly, new verbs are harder to think of than
new nouns.

Still rarer are examples of changes in low level gram-
matical categories. These aspects of language change
slowest and have therefore a much more lasting influ-
ence on ‘habitual thought.’

In the following sections the amended definition of
the Sapir-Whorf hypothesis (above) is used to explain
a number of anomalies in the relationship between
language and culture.

2.1 The Role of Different Symbol Systems

This amended definition still contains some mys-
tification, for example, the dilemma of how it is that
different categorial systems, that is, different lang-
uages, lead to somewhat different world views.

The insight that the choice of a symbol system is
crucial to the solution of a mathematical problem is
attributed to the Hungarian mathematician George
Polya. A solution may be easy, difficult, or impossible
depending on how a problem solver symbolizes the
problem. Though mathematical problems are hardly
identical with human problems for which language
may provide a symbolization, mathematical problems
display many similarities to such problems. Language
provides human beings with categories of thought (see
Lucy and Shweder 1979, below); these may or may
not facilitate thinking in a given cultural domain.

It is clear from the Ethnoscience movement of the
1960s and 70s that speakers of different languages
often do classify things very differently. For example,
the Navajo Indians classify the plant world as in
Fig. 1.
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nanise

plants

TI|T
ckil tsin hosh dlaad  1sa’aszi
flexible woody cacti lichens  yuccas
plants  plants mosses
300+ 100+ 25+ 10+ 4

Figure 1. Navajo classification of plants. The T’s symbolize
the taxonomic relationship, e.g., hosh nanise’ at’é, or ‘A
cactus is a (kind of) plant.’

It is clear from Fig. 1 that Navajos use different
criteria for classifying plants than do speakers of
English. Strangely, in Navajo—with about 500 named
plants—no further subdivisions of even the largest
class of flexible plants seem to exist.

However, alternate classifications do exist. One
Navajo medicine man classified all plants according
to their use. The surprise was a subclass of dangerous
plants that were poisonous. However an even greater
surprise was that each dangerous plant has an antidote
plant that can undo the effect of the poison.

One more unusual example showing that a language
can facilitate talk (and solutions?) on some topics: the
Navajo language has a rich vocabulary for describing
the ‘behavior’ of lines. I list half a dozen examples
from a growing corpus of about one hundred:

dzigai a white line running off into distance
(infinity)

adziisgai a group of parallel white lines running
off into distance

hadziisgai a white line running vertically upward
from the bottom to the top of an object

ahééhesgai  more than two white lines form
concentric circles

alch’inidzigai two white lines coming together to a
point

alnanagah a white line zigzagging back and forth

The ease with which Navajos talk about the behavior
of white and other colored lines is amazing. This
facility with ‘geometry’ is perhaps explainable by
Navajo names or descriptions of features of the land-
scape that rarely utilize similarities to everyday objects
(e.g., Hat Rock). Instead Navajos use geometrical
description of verticals, horizontals, lines, and points.
For example, a rock formation near Tuba City,
Arizona, called by Navajos Tsé Ahé'ii’aha, ‘two rocks
standing vertically parallel in a reciprocal relation-
ship to each other’ was named by English speakers
‘Elephant’s Feet.’
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2.2 Language and Culture do not Covary

The perfect correlation of different cultures speaking
different languages was an artifact of the biases of
early cultural anthropology. In the formative years of
the profession each ethnographer selected his or her
own tribe with a distinct language. Nevertheless, ano-
malies to language/culture homogeneity were soon
noted.

Three small tribes in Northern California represent
the paradigm case. The Yurok, Karok, and Hupa
Indians (the Yurok language is distantly related to the
Algonquian, Karok to the Siouxan, and Hupa to the
Na-Dene (Athabascan) language family) in the Kla-
math and Trinity river valleys near the California—
Oregon border speak three different languages belong-
ing to three different language families, yet their cul-
tures are almost identical.

The linguistic record is incomplete, but there is evi-
dence that many lexical categories (and possibly gram-
matical categories) were converging in the three
languages. For example, all three use the phrase ‘fish
eater’ for naming the sea otter.

There is growing evidence that extensive language
and cultural leveling appears in areas where speakers
of very different languages live in close proximity and
in intimate contact with each other. For example,
on the border of the Indo-European and Dravidian
languages of India there are communities where
vocabulary and grammar of the two languages (Mar-
athi, Indo-European and Kannada, Dravidian) con-
verge to such a high degree that people do seem to
live in an almost identical world with different labels
attached (Gumperz 1971).

In other words, very different languages can, over
time, under the influence of their converging cultures,
level many of their differences, while similar languages
may diverge over time if their cultures are developing
in different directions.

Examples of the latter case are the Apachean
languages of the southwest USA. The Navajo Indian
language, in the Apachean group, accommodates a
culture that incorporates many Puebloan traits into
its world view. None of the Apachean-speaking tribes
live in villages. The Puebloan villagers have relatively
homogeneous cultures but speak a diversity of
languages. The other Apacheans did not assimilate
Puebloan elements into their culture. Navajo and the
other Apachean languages do remain similar, but the
Navajos use extensive specialized vocabularies (and
folk theories) appropriate to their world view that is
alien to the other Apacheans.

2.3 Language Mixing

Bilinguals when in each other’s company tend to mix
languages. The reasons seem obvious. There are many
things that can be said better, more efficiently, in an
aesthetically more pleasing manner, in one language
than in another. Language purity is usually main-
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tained only in the presence of (especially) high status
monolinguals who would consider mixing the dis-
course with an unknown language offensive.
Language mixing, a universal occurrence when
bilinguals converse, provides a good indicator of the
utility of the idioms or technical vocabulary of one
language over another. That is, different languages
offer different (more or less elegant?) solutions to
speech about the same or similar ‘cultural things.’

2.4 Language Acquisition

Since all definitions of culture stress that culture
includes all things ... acquired [learned] by man as a
member of society’ (Tylor 1958), any language learned
by children belongs therefore within culture. This fact
underlies the formulation of the relationship as
‘language in culture.’

However, many scholars became concerned that
language is not just ‘in culture’ or ‘part of culture,’
but is also the major vehicle for the acquisition of
culture. The confusion of culture with its chief vehicle
of transmission proved troublesome, particularly
since language is held responsible for the cumu-
lativeness of culture. That is, language makes possible
not only the transmission of culture, but also the
increase of culture from generation to generation. This
cumulativeness through language is the major mech-
anism of cultural evolution.

The solution, while ‘obvious’ in light of the devel-
opments of cognitive anthropology (Ethnoscience and
New Ethnography are near synonyms) was never-
theless never clearly formulated.

Only one additional assumption need be made: the
acquisition of language by a child has a natural history
and in the course of this development language chan-
ges its function. At first the child learns its native
language ‘as a member of society’ and therefore fol-
lowing the standard definitions of culture, language is
part of culture.

However, there is more to it. Language acquisition
specialists agree that language learning is complete by
the age of 46 years. Formal education, the insti-
tutionalized commencement of the acquisition of cul-
ture through language, begins after the child fully
masters its native language. This happens universally
at the age of 5 or 6 years. The child has now completed
learning those aspects of culture that do not require
language and begins to learn the accumulated wisdom
and technology of the social group in which it is grow-
ing up, and that is encoded in language. Through
language the child learns the verbalizable aspects of
his or her culture. The function of language has
shifted, now culture is in language, or it is acquired
through language.

3. Cognitive Anthropology and the Sapir—Whorf
Hypothesis

The New Ethnography or Ethnoscience entered
anthropology with two papers published in Language

by Floyd Lounsbury (1956) and his student Ward
Goodenough (1956). The topic was a componential
analysis of the Pawnee (which belongs to the Cadoan
language family and was spoken in the southern Great
Plains) and the Trukese (Austronesian-speaking
Micronesians) kinship systems.

The point of componential analysis, in the context
of the Sapir—Whorf hypothesis, is that kinship ter-
minology or the kinship lexicon of every language/
culture combination views the same kinship space,
but tends to subdivide it differently. The examples
of kinship terminologies confirm the ‘linguistic
relativity principle.” Speakers of languages in different
cultures experience the same ‘objective reality’ but
assign different terminology to it. The speakers of
different languages lexicalize (set to words) the uni-
versal kinship space very differently.

For example, the Yankee kinship system used by
English-speaking North Americans merges all cous-
ins: most Americans no longer fully understand the
terminology that classifies cousins by degree (first,
second, . . . cousin) based on the distance from a com-
mon ancestor (first cousin=two generations, i.e.,
shared grandparents, etc.) and by generational dis-
tance (once, twice, . . . removed).

For example, Tagalog, the main language of the
Philippines, makes no distinction between grand-
parents and grandparents’ brothers and sisters. Crow
and Omaha, both Siouxan languages spoken in the
Great Plains, merge some of the terms for cousins
with certain aunts or uncles. Since the Crow reckon
descent through the maternal line (they are matri-
lineal) and the Omaha through the paternal line (they
are patrilineal) the two systems are mirror images of
each other. Navajo and Hungarian, a Finno-Ugric
language of central Europe, on the other hand, make a
careful distinction between the relative age of brothers
and sisters. The list of culturally prescribed differences
in kinship terminologies is virtually endless.

Componential analysis was soon followed by the
discovery of folk taxonomies. Folk classifications had
been noted before (e.g., Mauss 1964) but this was the
first time that anthropologists/ethnographers col-
lected folk taxonomies systematically. The seminal
monograph was Conklin’s Hanuno'o Agriculture
(1954; the Hanuno’o are Austronesian speakers living
on the island of Mindanao in the Philippines). A flurry
of activity followed taxonomizing everything from
ethno-anatomies to folk zoologies. Werner, et al.
(1983) even presented the taxonomic aspects of the
entire traditional Navajo universe.

In this lively debate the Sapir—Whorf hypothesis
was mentioned only rarely and often outside the con-
text of the New Ethnography. The participants in this
ferment tacitly assumed that componential analysis
and folk taxonomies clearly demonstrate the weak
lexical version of the hypothesis.

Out of these developments arose cognitive anthro-
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purple
white] < [red] < [ | < [oiue] < forown] <|Pange
grey

Figure 2. The cultural evolution of color terminology. If a
language has the term ‘red,” then it also has ‘black’ and
‘white’; if a language has the term ‘green’ and ‘yellow,’ then
it also has ‘red,” ‘white,” and ‘black,” etc. The more tech-
nologically developed a given culture, the more of the 11
basic color terms are in use. (In the third box either order of
[green < yellow] or [yellow < green] is possible).

pology that took as its goal the investigation of human
cognition, especially cultural knowledge. It soon
developed two branches. One is ethnoscience eth-
nography, which tacitly assumes the validity of the
weak lexical form of linguistic relativity but does not
elaborate this link to the past. The more pressing
task is seen as the perfection and systematization of
ethnography.

The second branch moved closer to cognitive psy-
chology and by that route to cognitive science. Berlin
and Kay (1969) soon emerged as the leaders in this
field with their work on color terminology. That
different language/culture groups have different color
terminologies was considered in the debates of the
1950s and early 1960s the prime example of the lexical
version of the Sapir—-Whorf hypothesis. Obviously,
the color spectrum is a continuum of colors from red
to purple, but human beings in different parts of the
world partition this continuum differently.

Berlin and Kay’s first important discovery was that
the color spectrum is not a good example for the
hypothesis. ‘{Clolor categorization is not random and
the foci of basic color terms are similar in all
languages’ (Berlin and Kay 1969: 10) and ‘... the
eleven (see Fig. 2) basic color categories are pan-
human perceptual universals’ (Berlin and Kay 1969:
109).

However, Berlin and Kay (1969: 160 n.2) stress that
their work should not be confused with a thorough
study of the ethnographic ramifications of color ter-
minology. That is, ‘... to appreciate the full cultural
significance of color words it is necessary to appreciate
the full range of meanings, both referential and con-
notative ...’ or the lexical/semantic fields in which
individual color terms are embedded.

Their second discovery was that color terminology
evolves in a very lawful sequence. Although their for-
mula has been ‘fine tuned’ following new cross-
cultural data, it can be represented as shown in Figure
2 (their original formulation, 1969: 4).

Lucy and Shweder (1979) revived the controversy
by showing in several well-designed experiments that
color memory is highly sensitive to the lexical
resources of a language and culture. They conclude
that the universality of color categories is overstated
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by Berlin and Kay and that the weak Sapir—~Whorfian
lexical formulation corresponds more closely to the
facts.

Willet Kempton extended the methodology of cog-
nitive anthropology to the shapes of objects, thus
exploring the boundary between categories. Cecil
Brown applied the evolutionary idea in Fig. 2 to other
aspects of human vocabularies, especially botanical
and zoological terminologies.

Ethnographers soon expanded their view beyond
componential analysis after it was shown by a number
of anthropologists and linguists that components are
also lexical items and hence most often language spec-
ific rather than universal. John Lyons’s critique of
componential analysis as a universal theory for cul-
tural knowledge (and semantics) is devastating.
Nevertheless, componential analysis remains a superb
tool for understanding exotic kinship terminologies.

In 1970 Casagrande and Hale, who had collected a
large number of folk definitions in Papago (an Uto—
Aztecan language of southern Arizona) published 13
lexical/semantic relations. They failed to find exam-
ples of a postulated 14th, the part/whole relation. A
close analysis of their data shows that the part/whole
relation did appear in its inverse form: that is, instead
of ‘A is a part of B’ they found and classified as a
spatial relation the inverse ‘B has an A"’

Casagrande and Hale’s work was seminal for a
number of researchers (see the summary in Evens, et
al. 1980). Through these scholars their work was
linked to the cognitive sciences. However, this link did
not develop into strong ties.

The major insight of field theory can again be
framed in terms of the linguistic relativity principle:
the weak lexical version is accepted as self-evident.
The lexical/semantic fields of the languages used in
different cultural contexts look very different.
However, there is unity because the lexical/semantic
fields are held together by universal lexical/semantic
relations.

Unfortunately there is no agreement on the basic
set of lexical/semantic relations which range from
Werner’s (Werner and Schoepfle 1987) two to the
over 50 lexical relations of Apresyian, et al. (1970).
Werner’s two relations are ‘taxonomy’ and ‘modi-
fication’ plus several derived complex relations, a
relation for sequential phenomena, and logical
relations, including modal logic. Apresyian, et al.’s
relations are derived from practical lexicography or
the construction of more systematic dictionaries. For
example, their relation EQUIP is the relation in ‘ship’
EQUIP ‘crew’ (‘A crew operates a ship’). The folk taxo-
nomic model can be applied to whole cultures. Closely
related encyclopedic works display the lexical and cul-
tural knowledge dimensions of a culture. That is, a
background document fully exploring the lexical
resources of a language represents an important aspect
of the culture as a whole.
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Ethnography is seen by many scholars as trans-
lation par excellence. Ethnographic translation fun-
damentally encourages translator’s notes (definiti-
ons), which explain cultural ramifications of lexical
items (or phrases) in native texts. Therefore, a care-
fully documented encyclopedic lexicon may repre-
sent an extensive set of translator’s notes prepared
in advance of the analysis of any future ethnographic
texts.

An extension of these ideas is the recent focus on
cultural schemata (Casson 1983). Schemata, recast
into the lexical version of the Sapir—-Whorf hypothesis,
are folk theories often labeled by words (especially
verbs) or phrases that usually require complex (e.g.,
up to monograph length and beyond) explanations or
folk definitions.

4. Summary and Conclusions

The choice of the symbol system (e.g., language)
affects the ease or difficulty with which one can talk
about particular domains of cultural reality and solve
problems in them. Thus the lexicon of language does
provide a loosely laced straitjacket for thinking
because it limits individuals to customary categories of
thought. Only in this sense does it constrain thought.

At the same time language allows the inventive
human mind to create alternative categorizations for
solving new problems. The history of science and the
rich diversity of thousands of human languages and
cultures attests to the inventiveness of the human
spirit.

True, the combinatorial possibilities in human
language are enormous. Thus the very use of language
results in a drift of meanings and with it inadvertent
changes in world view. This process is analogous to
genetic drift. But in addition there are analogues and
historical examples of meaning mutations: conceptual
revolutions and conversions.

However, these escapes from the mold of one’s
habitual language patterns are never easy—-. .. ano-
maly is recognized only with difficulty’ (Kuhn 1970).
It usually takes genius to show the rest of humanity
how to see the world in a new light, that is in new
categories. In such conversion experiences the
language is affected ‘to the core’ (Kuhn 1970)—
specifically, most grammatical categories remain the
same but geniuses revamp lexical categories in ways
that facilitate new thought which the rest of humanity
may in time follow.

See also: Thought and Language.
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Shared Knowledge
J. K. Gundel

‘Shared knowledge’ is one of a number of different
terms (such as presupposition, given information,
background information, common ground) which
have been used to refer to the knowledge, beliefs,
and/or discourse entities common to both speaker and
addressee. Shared knowledge may be based on general
cultural knowledge shared by all members of the same
speech community or on more specific experiences
shared by speech participants, including information
derived from the immediate physical environment and
preceding utterances in the discourse. While there is
some question as to whether ‘shared knowledge’ is the
most appropriate term for describing the phenomenon
at issue here, or indeed whether there is a unitary
phenomenon involved here at all, it is clear that
assumptions about what is shared by the speaker and
addressee in a discourse are involved in both the pro-
duction and interpretation of natural language utter-
ances. Shared knowledge plays a crucial role in
resolving ambiguity, in the appropriate use of specific
linguistic constructions, and in defining general con-
ditions for successful communication (e.g., knowledge
of the language itself and of appropriateness con-
ditions for the performance of various illocutionary
acts such as requesting or promising).

1. What is Shared—Knowledge or Beliefs,
Propositions or Entities?

The term ‘knowledge’ implies knowledge of some fact.
As a condition for successful communication,
however, what is crucial is not whether a particular
proposition actually is true, but whether it is believed
to be true by the participants in a discourse. This
suggests that shared knowledge is a pragmatic relation
holding between language users and their beliefs about
the world. Sperber and Wilson (1995) define an even
weaker notion of ‘mutual manifestness’ which
includes not only what speech participants believe,
but what they are capable of believing. Others have
argued that truth is not a factor here at all, since what
is shared is not a proposition, but rather familiarity
with some entity (cf. Prince 1981). A number of prob-
lems associated with the notion of shared knowledge
disappear on this latter view. These include the fact
that something can be assumed for the purpose of
conversation even though none of the speech par-
ticipants believes it to be true, as well as the fact that
shared knowledge is not necessarily associated with
certain constructions in all contexts (see Gundel 1985).

2. How is Knowledge Shared? The Problem of
Infinite Regress

It has been suggested that in order for speaker and

hearer to know which assumptions they share, they
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must make higher order assumptions about these
assumptions. Thus, in order for successful com-
munication to take place, it is not only necessary that
both speaker and hearer know some proposition (p),
but that each knows that the other knows that p and
that each knows that the other knows that he/she
knows that p, and so on ad infinitum. Shared knowl-
edge of this infinitely regressive sort was termed ‘mut-
ual knowledge’ by Schiffer (1972). Since the mutual
knowledge requirement is unrealistic from a pro-
cessing point of view, Clark and Marshall (1981) pro-
pose that such knowledge is not a reality but ‘an
ideal people strive for because they will want to avoid
misunderstanding whenever possible’ (p. 27). Speech
participants will thus behave as if they have mutual
knowledge, even though they cannot conclusively
establish its existence. Sperber and Wilson (1995)
argue, on the other hand, that ‘there is no indication
that any particular striving after mutual knowledge
goes on’ (p. 19) and that ‘mutual knowledge is a phil-
osopher’s construct with no close counterpart in
reality’ (p. 38). They propose that their own concept
of ‘mutual manifestness’ is not open to the same
psychological objections as mutual knowledge, since
a claim that an assumption is mutually manifest is not
a claim about actual mental states or processes.

3. Degrees of Shared Knowledge: One Phenomenon
or Many?

The concept of shared knowledge is crucial in descri-
bing appropriateness conditions for a number of con-
structions across languages. These include definite
reference, focus and topic constructions, cleft
sentences, contrastive stress, and pronominal forms.
The type or degree of shared knowledge which is
required, however, may differ from one construction
to another. For example, the demonstrative deter-
miner that in That cake we had was good is appropriate
only if the referent of the noun phrase which contains
it is familiar to both speaker and addressee. On the
other hand, appropriate use of a demonstrative pro-
noun like that in That was good requires not only that
the referent be known or familiar, but that it be present
in the immediate linguistic or extralinguistic context.
And the referent of an unstressed personal pronoun
like it in It was good requires that the speaker’s atten-
tion actually be focused on the referent at the current
point in the discourse. In order to account for such
facts, it is necessary to distinguish different ways in
which knowledge can be shared. Much of the current
research on shared knowledge is devoted to the ques-
tion of how many different degrees of knowledge need
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to be distinguished and what particular constructions
are correlated with these different degrees across
languages (see Gundel, et al. 1993).

See also: Pragmatics; Relevance.
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Thought and Language
P. T. Smith

There are two themes to this article. First, that think-
ing involves mental operations or ‘representations.’
Representations may be of the real world—how to tie
a shoelace, the layout of a supermarket, Chomsky’s
current views on transformations—or of fictional or
hypothetical worlds—Hedda Gabler’s motivations;
what I would do if I were Prime Minister. Successful
thinking involves manipulating these representations:
planning an efficient route round the supermarket;
deciding who would be Chancellor of the Exchequer
in my hypothetical government. It should be clear
from these examples that representations are necess-
ary: without them we would live in a here-and-now
world with an overlay of habits derived from past
experience, where no planning is possible beyond
overt trial and error. It should also be clear that by
no means all representations are readily described by
language, spatial representations being an obvious
example. The success of preverbal human infants and
nonverbal animals in solving spatial problems is a
straightforward indication that thought can exist
without language. Nonetheless language is a very
powerful and flexible medium for creating rep-
resentations, and this is where one should look for its
influence on thought.

The second theme is that there is a progression from
immediate reactions to the world (catching a ball that
has been thrown towards one) to reflections about
the world (remembering catching a ball yesterday,
coaching someone in catching balls, writing a treatise
on ballistics). The more immediate the task the more
likely it is that the representations will be determined
by external nonlinguistic factors (space, gravity); the
more reflective tasks will show greater propensity for

language to play an important role in the represen-
tation. These points may seem obvious, but in the
history of discussions about language and thought
they have often been ignored.

1. History

The prime difficulty in discussing the relationship
between language and thought is being forced to use
language to describe this relationship: in particular,
by attempting to summarize thoughts in some form
of words it is but a short (and erroneous) step to
assuming that a thought and a verbal summary of it
are the same thing. This tendency pervades European
thought of the last few centuries. Thus the influential
Port Royal grammar of 1660 examines different men-
tal operations and identifies them with different gram-
matical devices: propositional judgments with the
subject—predicate structure of simple sentences;
interrogation with the various syntactic devices for
asking questions, etc. (see Chomsky 1966).

From a more general perspective, Jenisch, in a
prizewinning essay of 1796 (cited in Jespersen 1922),
identifies national stereotypes and their language:

In language the whole intellectual and moral essence of
a man is to some extent revealed...As the Greek was
subtle in thought and sensuously refined in feeling, as the
Roman was serious and practical rather than speculative,
as the Frenchman is popular and sociable, as the Briton
is profound and the German philosophic, so are also the
languages of each of these nations.

(Jespersen 1922: 30)

Sentiments such as these are part of a tradition
developed in the nineteenth century by Wilhelm von
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Humboldt and in the twentieth century by Edward
Sapir, greatly influenced by the study of non-Eur-
opean languages, and culminating in the work of
Benjamin Lee Whorf: this viewpoint has been called
‘linguistic relativity’. In Whorf’s words:

We cut nature up, organize it into concepts, and ascribe
significances as we do, largely because we are parties to
an agreement to organize it in this way—an agreement
that holds throughout our speech community and is codi-
fied in the patterns of our language.

(Whorf 1956: 213)

Whorf gave lexical examples (the familiar assertion
that American Eskimoes have more words than Eur-
opeans for snow) and syntactic examples of the differ-
ences between languages which he claimed reflected
differences in thought. Thus the Hopi, lacking in their
language a system of tenses similar to English past,
present, and future, would also lack English notions
of time and velocity. For Whorf, similarities of gram-
matical structure necessarily led to similarities of con-
ceptual structure:

The English sentences ‘I push his head back’ [in Shawnee
ni-kwaskwi-tepe-n-a] and ‘I drop it in water and it floats’
[Shawnee ni-kwask-ho-to] are unlike. But in Shawnee the
corresponding statements are closely similar, emphas-
izing the fact that analysis of nature and classification of
events as like or in the same category (logic) are governed
by grammar.

(Whorf 1956: 235)

What all these examples, from Port Royal to Whorf,
lack is any assessment of thought processes inde-
pendent of their expression in language. How does
one know that the propositions used in judgment cor-
respond to the subject—predicate linguistic structure,
that one has assessed the ‘profundity’ of the British
and their language separately, that Shawnee con-
ceptual categories correspond to Shawnee gram-
matical categories? Listeners are notoriously bad at
keeping the ideas expressed in a linguistic message
separate from superficial features of the message. Thus
the same message, expressed in identical words by
speakers with different dialects, is often less favorably
evaluated when spoken in a socially less prestigious
dialect, e.g., Quebec French. This is not an example
of Whorfian linguistic relativity (the words and the
grammar are the same), merely a demonstration that
it is no trivial matter to assess such things as Jenisch’s
‘moral essence’ and language separately.

2. Experimental Tests of the Whorfian Hypothesis

It is unfortunate that the largest research effort related
to the Whorfian hypothesis has involved rote learning
of simple colored stimuli. The idea seems appsaling:
choose a dimension for which we can be sure the
sensory information is processed similarly the world
over, but where different languages code this sensory
information in reliably different ways. However, color
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is too tightly related to the physics and physiology of
vision, and rote learning is too modest an exemplar
of what could be regarded as thought for significant
interactions between language and thought to be
apparent.

Initial investigations, however, were promising. A
study by Brown and Lenneberg (1954) assessed the
linguistic ‘codability’ of colors and showed this was
related to the colors’ discriminability and memor-
ability. Codability was assessed by a number of mea-
sures of length and speed of response and intersubject
and intrasubject consistency: a color which was given
a short response (e.g., red), and which subjects pro-
duced rapidly and consistently on repeated pres-
entations of the color was regarded as highly codable;
a color that might be described reddish purple, which
was produced more hesitantly and with less con-
sistency would be regarded as less codable. Examples
of these colors were briefly presented to American
college students (first language English) and after
delays ranging from seven seconds to three minutes
they were required to point to them on a large chart
of possible colors. There were positive correlations
between codability and memory performance, and
these correlations were larger the greater the delay. A
study of Zuni Indians, using similar materials, showed
that there was not a complete correspondence between
the codability of colors for English speakers and Zuni
speakers. In particular, the Zuni do not have a label
to distinguish between orange and yellow, and this was
related to the Zuni speakers’ memory performance,
where they frequently confused orange and yellow
stimuli.

The notion of codability, which proves to be a useful
concept, shall be returned to, but first it must be poin-
ted out that crosslinguistic studies with color have
proved to be more difficult to interpret than was first
thought. Rosch’s work was prominent in the 1970s.
Rosch’s starting point was the work of Berlin and Kay
in 1969, who had established that color terminology
was not arbitrary across languages and, despite dis-
agreements between speakers about where the bound-
aries between various color terms should be placed,
there was good agreement, even across languages,
about the identities of certain basic color terms, which
Berlin and Kay termed ‘focal’ colors. Rosch studied
the Dani, an agricultural people of West Irian, who
have only two color terms. For them, focal colors
were not more codable than other colors, but they
were more memorable (tested by recognition after 30
seconds) and they were more learnable (tested by pair-
ing colors and arbitrary names and testing learning
over several days). This suggests that an important
influence on performance on these tasks is the precise
location of the color in a psychological representation,
which is determined by innate and universal properties
of the color-vision system, not by language-specific
labels.
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Further work, however, has suggested that the
effects of the innate differential discriminability of col-
ors can be partialed out in appropriately designed
experiments. A measure of ‘communication accuracy’
(how well a speaker can describe a color to enable it
to be identified by a listener) then proves an effective
predictor of memory performance. So effects of lan-
guage on memory for colors are demonstrable, but
they are effects of some subtlety, and are not the most
direct examples of language influencing thought. A
succinct review of this work is provided by D’Andrade
(1989).

3. Codability

Codability is a concept that has appealed to many
experimental psychologists working on short-term
memory: the quantity of material individuals are cap-
able of retaining accurately in short-term memory is
limited, and different encodings of the same infor-
mation can differ in how readily they can be ‘squeezed
in.” An early demonstration of this was by S. Smith
(cited in Miller 1956), who trained subjects to recode
a list of binary digits (0s and 1s) into octal (the digits
0 to 7), so 000 is recoded as 0, 001 as 1, 010 as 2, etc.
Subjects so trained were able to recall accurately much
longer sequences of binary digits than subjects who
had not received this training.

Such a result points to one important general func-
tion of language in thought: recoding material in a
compact form enables us to retain more of it in short-
term memory, and any thought processes that depend
on manipulation of such material should benefit. The
details of this idea have been worked out more fully
recently: ‘working memory’ is the preferred term for
manipulations of material on a short-term basis, and
it has been established that immediate recall of verbal
material is heavily dependent on the operations of
an ‘articulatory loop’ in working memory, whose
capacity is limited by how much the subject can say
in 1.5-2 seconds. If the material takes longer than 2
seconds to say (because it contains many syllables or
because the subject is not an agile articulator) then it
will not always be accurately recalled (for a good
review, see Baddeley 1986).

This property of the human memory system has
curious implications for crosscultural intelligence test-
ing. Many tests of intelligence include as a component
a test of ‘digit span’ or some similar measure of
immediate recall of unrelated words. Digit span (how
many digits one can reliably recall immediately after
one has heard them) depends on how fast they can be
said. Compared with a monosyllabic digit speaker,
subjects who speak languages with polysyllabic digits
will be able to say fewer digits in two seconds and thus
remember fewer of them. If this is not taken into
account in comparing raw intelligence test scores
across languages, the polysyllabic speaker will seem
less intelligent. This effect was first demonstrated for

Welsh and English by Ellis and Hennelley in 1980,
and confirmed in a study of English, Spanish, Hebrew,
and Arabic by Naveh-Benjamin and Ayres (1986).
The results are quite substantial, with English speak-
ers (mean number of syllables per digit 1.0, the digit
7 being excluded from the Naveh-Benjamin and Ayres
study) having a mean span of 7.21 digits, and Arabic
speakers (mean number of syllables per digit 2.25)
having a mean span of 5.77. Whether this early bottle-
neck in processing has any implications for more com-
plex thought processes is not clear: there are no reports
of speakers of a particular language being particularly
disadvantaged in calculation, and it would be fanciful
to suppose that the Arabs developed algebra because
they were having such difficulties with arithmetic. Per-
haps the effects of the bottleneck exist, but are too
subtle to have been recognized so far.

The value of labeling in some problem-solving tasks
has been demonstrated. Rommetweit (in Campbell
and Smith 1978) asked 8-year old Norwegian children
to solve a number of problems appearing in one of
two linguistic forms: either they had to select an object
with respect to two adjectival properties (e.g., in an
array of circles of different colors and sizes, they were
asked to select the second largest white circle), or one
of the adjectives was combined with the noun into a
single label (the phrase white circle was replaced by
snowball). The children performed better on the
second version of the task.

Examples of language as a coding device are not
restricted to material that is already in a verbal form.
Labeling of nonverbal material (e.g., pictures) is a
useful mnemonic strategy, particularly because words
are more easily rehearsed than visual images—use of
this strategy does not appear in children until they are
of school age. But labels simplify or even distort the
information they are summarizing. A study by Car-
michael, et al. (1932) presented subjects with ambigu-
ous figures (e.g., a crescent shape) for which different
subjects were given different labels (crescent moon or
Letter C). In reproducing these figures later, subjects
made systematic distortions of the original figure in
the direction of the label they had heard (the crescent
was more moon-like or more C-like).

A further example of the way language can distort
nonverbal memory is provided in a study by Loftus
and Palmer (1974). They showed subjects a film of a
car crash and afterwards asked them how fast the cars
were traveling when the collision occurred. If the word
smashed was used in the question, estimates for speed
were higher than if the more neutral word hit was
used. Moreover, when questioned later, subjects who
had previously received the smashed question were
more likely to report (erroneously) the presence of
broken glass.

4. Presuppositions and Prejudice

The examples in Sect. 3 are small-scale and short-
term: labeling may effect memory for isolated patterns

87



Language and Mind

for a few minutes, but are there more long-term influ-
ences of language on significant areas of our cog-
nitions? One fruitful source of evidence is in the
presuppositions people bring to the interpretation of
utterances. If this author talks of a surgeon many
listeners in his culture will assume he is referring to a
man, even though this is not explicitly stated, nor is it
necessarily true. If he says Jeff is a worse player than
George he is suggesting that both Jeff and George are
bad players, otherwise he would have used the more
neutral George is a better player than Jeff. Dis-
entangling the distinctive contribution of language is
tricky: in the author’s culture most surgeons are male,
and this is a fact about the culture, not about
language, so it is not easy to tell whether language is
relevant here.

One approach is to use problems which are neutral
with respect to culture. Noordman (1978) gave Dutch
students problems such as A is the father of B, A is the
grandfather of C, B is not the father of C, What relation
could B be to C? The students gave predominantly
male answers, and in particular they more often chose
the correct answer uncle (50 percent of choices) than
the correct answer mother (20 percent of choices).
The pattern changed when mother and grandmother
replaced father and grandfather in the problem: here
there was a bias to give female answers, though it was
not so strong as the male bias in the male version of
the problem, and in particular the correct answer
father (38 percent) was chosen more often than the
correct answer aunt (30 percent). These results show
that problem solvers use the language of the problem
to create a representation which may be incomplete:
a problem in which only one gender is referred to
may lead to a representation in which all the possible
solutions may have the same gender. However, the
greater bias exhibited when all the terms are male
than when they are all female may have cultural, not
linguistic, roots (one is more used to reading exam-
ination problems which refer to he than she).

Gender biases could be viewed as an example of
the more general phenomenon of ‘markedness.’ Here
bipolar adjectival pairs such as good/bad, tall/short,
fast/slow are not considered to be symmetrical, but
the preferred ‘unmarked’ member of the pair does
double duty, both indicating a particular pole and
naming the entire dimension (this ‘neutral’ aspect of
the unmarked adjective can be seen in such phrases as
six feet tall and How fast is your typing?). Clark (1969)
showed that problems involving unmarked adjectives
are easier than their marked-adjective counter parts
(If John is better than Pete, and Pete is better than
Dick, then who is best? is solved faster than If John is
worse than Pete, and Pete is worse than Dick, then
who is worst?). A full interpretation of this result is
controversial, since it is not known whether it derives
from some fundamental property of linguistic struc-
ture or from the more mundane observation that
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marked adjectives have greater general frequency of
usage in the language than unmarked adjectives;
nonetheless Clark’s results show that problem solvers
prefer to create representations based on one set of
linguistic labels rather than another.

A further example of the influence of labels on
thought is the phenomenon of ‘functional fixedness.’
Subjects generally find it difficult to solve problems
requiring them to use objects in novel ways, such as
using a spanner to complete an electrical circuit: the
normal function of the object appears ‘fixed.” This
phenomenon is enhanced if the experimenter uses the
label spanner in presenting the problem: the label
appears to encourage subjects to create an inap-
propriate representation for the problem.

The most contentious area concerned with the
effects of labeling on thought is that of prejudice.
There is a choice of labels to refer to an individual
(nigger/negro/colored/black|Afro-Caribbean;  queer|
poofigay/homosexual; chick/crumpet|date|/escort/girl-
friend). The label chosen undoubtedly reflects some
of the attitudes of the speaker, but one can also ask
whether use of a label can shape attitudes—does
referring to a person who presides over a committee
as a chairman lead one to expect that this person
should be a man? In this author’s culture, a 25-year
old woman is often referred to as a girl/, whereas the
corresponding term boy is much less frequently used
of a 25-year old man—does this influence attitudes to
people referred to in this way? The evidence suggests
that such influences exist. For example, subjects who
were asked to describe the images suggested by chap-
ter headings in a sociological text were more likely to
report images containing only males when headings
used generic man (Industrial Man) than when gender
was not mentioned (Industrial Society). Kitto (1989)
composed short references for hypothetical applicants
for jobs. All the applicants were females aged 25.
Subjects (mainly university students) preferred appli-
cants whose reference referred to them as gir/ for the
low-status job of waitress, but they preferred appli-
cants referred to as woman for the higher-status job
of personal assistant. Subjects commented that the
persons described in the girl references were livelier
but less reliable or competent than the persons
referred to in the woman references: this was true even
for subjects who appeared unaware that their attitudes
were being manipulated by the presence of girl or
woman. One way of looking at these results is that gir/
elicits many presuppositions including those associ-
ated with the ‘proper’ use of the term to refer to a
female of school age—such females are typically live-
lier but less competent than their adult counterparts.
Society will not change overnight by banning the use
of words like girl (when applied to an adult) and
chairman, but it is important to realize how these
terms may provoke prejudices which are all the more
insidious for our not always being aware of them.
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5. Representations

The term ‘representation’ has been used throughout
this article without giving a precise account of what a
representation is. Behaviorist psychologists have often
criticized cognitive psychologists for using such hypo-
thetical constructs without precision, and hence with-
out explanatory power. The problem is not easy, and
it is not made any easier by the need to consider how
much of a subject’s performance is to be ascribed to
mental representations per se, and how much can be
accounted for by the mental processes used to access
these representations.

Occasionally psychologists have produced theories
where the representations have been specified very
precisely. For example, Johnson-Laird’s theory of syl-
logistic reasoning proposes that propositions such as
All A are B or Some B are not C are encoded by
subjects into a ‘mental model,” and the form of en-
coding for each proposition, and how the subject
combines propositions, are fully specified. The
theory is very successful at predicting the relative
difficulty of different syllogisms.

A rather different approach to representations is to
ask subjects to make judgments about some domain
(perceptual, such as the similarity of rectangles of
different heights and widths; or conceptual, like the
similarity of various animals) and then use math-
ematical and statistical techniques to infer the struc-
ture of the subjects’ underlying representations (for
an authoritative but difficult review, see Suppes, et al.
1989: ch. 14). A general summary of this work is that
perceptual judgments can often be successfully char-
acterized by representations with spatial properties
(with percepts corresponding to points in a space,
and the dissimilarity of two percepts corresponding to
distance apart of the corresponding points in the
space). However, categories with verbal labels, such
as animals or countries, are often better described
by tree structures or (equivalently) by collections of
features. Here, dissimilarity can be characterized by
distance apart in a tree, where each concept cor-
responds to a terminal node of the tree (end of a
branch) and distance is measured by distance between
the branches.

Features have the advantage of providing a richer
description of the relation between two concepts: in
particular, the features can be parceled into three sets
(what features concept A has that concept B does not,
what features concept B has that concept A does not,
and what features they have in common). With such
a characterization, judgmental asymmetries and the
effects of context can be neatly handled. For example,
it has been shown that subjects’ judgments of the
similarity of North Korea to China (concentrating on
features that North Korea has but China does not)
exceeded their judgments of the similarity of China to
North Korea (concentrating on features that China
has but North Korea does not). Also, when asked to

make judgments about similarity, subjects put greater
emphasis on common features than when asked to
make judgments of dissimilarity: this explains why one
group of subjects rated the former West and East
Germany as more similar than Sri Lanka and Nepal,
but a different group of subjects also rated the former
West and East Germany as more dissimilar than Sri
Lanka and Nepal.

The implication of this work for the relation
between language and thought is that concepts, at
least those that can be readily labeled, seem to be
characterized largely with features, and features also
play an important role in linguists’ characterization
of language. Thus, one important common ground
between thought representations and linguistic
descriptions is at the feature level. Note, however, that
such a statement stops well short of Whorf’s claim
that linguistic features determine conceptual features.

6. Inner Speech

The final area of interaction to be considered in this
survey concerns the supervisory role of language in
monitoring complex tasks. Vygotsky is prominent
among psychologists who have suggested that talking
to ourselves is an important aspect of problem solving.
In the course of cognitive development overt use of
speech when thinking gives way to what Vygotsky
called ‘inner speech,” but such activity retains all the
grammatical and semantic properties of overt speech.
By talking to ourselves we can bring together in work-
ing memory strands of ideas which might otherwise
be kept separate in different modules of our cognitive
system. This is much the same function as has been
suggested for consciousness itself (see Qatley 1988 for
a discussion of ‘Vygotskyan consciousness’) though
consciousness would embrace more than inner speech.

Linking speech with consciousness should suggest
that speech is not always advantageous for efficient
cognitive functioning. It can readily be shown that on
occasion conscious processes interfere with an
activity: describing what we are doing while we are
tying a shoelace or riding a bicycle disrupts perform-
ance. Formal demonstration of this point is provided,
for example, by Hayes and Broadbent (1988). They
asked subjects to interact with a computer so as to
control the computer output. The output was deter-
mined by one of two equations linking the subject’s
input and the computer’s present or previous output.
Hayes and Broadbent discriminated two forms of
learning: S-mode (selective) learning, which is explicit
and reportable; and U-mode (unselective) learning,
which is implicit and not readily reportable. They
were able to show that one of the equations in the
computer-control task led to most subjects using S-
mode learning, while the other led to U-mode learn-
ing. (This is based on the amount of material that
needs to be held in working memory: if the capacity
of working memory is exceeded, only implicit U-mode
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learning is possible.) Hayes and Broadbent (1988)
trained subjects on these tasks and then unexpectedly
changed the equations determining the computer’s
output. Subjects who had learnt in S-mode coped with
the transfer better than subjects who had learnt in U-
mode. The experiment was repeated with different
subjects who in addition were required to generate a
‘random’ sequence of digits while carrying out the
interaction with the computer. In this experiment U-
mode subjects adjusted better to the unexpected
change in the equation than did S-mode subjects.

The relevance for the present discussion is as
follows. S-mode learning involves the use of ‘inner
speech’ in working memory; disrupt the speech by a
task involving a verbal component, such as random
digit generation, and the learning is disrupted. U-
mode learning does not rely on inner speech, and
indeed when an unexpected problem is met, such as
the change in equation in the computer task, attempts
to use inner speech interfere with efficient per-
formance; irrelevant concurrent verbal activity actu-
ally helps, because this stops interference from inner
speech.

Extending the idea of inner speech to nonhumans
has obvious risks, but the success of training apes
to use language-like symbol systems (sign language,
manipulation of plastic tokens) suggests looking at the
cognitive benefits such animals derive from language
training. On the whole, evidence for language training
benefiting ape cognition is slight. In particular, it is
difficult to demonstrate differences in cognitive abili-
ties before and after training. However, one clear
example does exist: Premack (1988) reports an experi-
ment in which chimpanzees derived significant benefit
from language training when they attempted an anal-
ogy task. The key element of the language training
was the acquisition of the plastic symbols for ‘same’
and ‘different.’ It is tempting to see these same/
different elements as forming a crucial part of ape
inner speech which is used to operate on the analogy
problem.

7. Conclusion

Successful demonstrations of the influence of
language on thought have been confined largely to the
lexicon: information is more successfully retained and
manipulated in working memory if it is in an articu-
latorily compact, and linguistically unmarked, lexical
form, and particular lexical items can influence our
memories and lead us to make possibly erroneous
presuppositions in problem solving and in making
judgments. Several of these demonstrations are purely
quantitative, for example, the limited capacity of the
articulatory loop, and whether the subject is articu-
lating or not when attempting a problem. Quali-
tative aspects beyond the lexicon, in particular
whether grammar influences thought, have not been
addressed. An analogy with mathematical thinking
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may help: rather than say The area of a square is equal
to the length of one of its sides multiplied by itself,
significant compression can be achieved by using the
algebraic expression 4 =s2. If this was all that could
be achieved with algebraic notation, a modest quan-
titative improvement in notation would have been
made. But mathematicians have used this notation to
extend knowledge, for example, in expressions for the
volume of a cube (V'=s3), and even for the volume of
an unvisualizable n-dimensional hypercube (V'=sn).
The notation can also be used to manipulate existing
knowledge, for example to derive the length of side of
a square of known area (s=A1/2). So the important
property of this algebraic notation is not simply that
it compresses the represented information, but that it
offers ways to operate on and extend this information.
The same is undoubtedly true for the relation between
language and thought. However, current work has
stopped largely at the level of language as a com-
pressing device, and understanding of the richness of
language as a representational medium for thought
(alluded to by Whorf, but certainly not established by
him) remains as yet beyond our grasp.

See also: Concepts; Sapir—-Whorf Hypothesis.
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SECTION IV

Truth and Meaning

Analyticity
A. Millar

On what may be called the traditional view, a state-
ment is analytic if it is true solely in virtue of the
meanings of the expressions it contains. For example,
A triangle is a three-sided figure is analytic because
true in virtue of the meanings of the expressions tri-
angle and three-sided figure. Much controversy,
however, surrounds the concept of analyticity, which
has had a prominent role in philosophy since the time
of Kant, particularly in connection with topics in the
theory of knowledge and the theory of meaning. This
article deals first with the traditional view and its
ramifications and then considers criticisms of the
notion of analyticity deriving from the work of
W. V. O. Quine.

1. The Traditional View

The familiar way of defining analyticity given above
raises a question about the bearers of truth-values.
In the sense intended here statements are declarative
sentences in a particular language. It may be wondered
whether statements as opposed to what they express
are properly regarded as being either true or false.
Even so, it is clear that statements may express truths.
The statement A triangle is a three-sided figure may
count as analytic insofar as the meanings of its con-
stituent expressions guarantee that it expresses a truth.
By contrast, Tom drew a triangle on a sheet of paper is
not analytic (following Kantian terminology it would
be called a synthetic statement) because the meanings
of its constituent expressions do not guarantee that it
expresses a truth. Whether the statement is true or not
depends upon what Tom did and not just on the
meanings of the relevant expressions. Thus far ana-
lyticity has been taken to apply to statements con-
ceived as a kind of sentence. Yet the term may also be
used of what statements express. The analytic state-
ment A4 garage is a place for storing or repairing motor
vehicles is a sentence of the English language express-
ing the proposition that a garage is a place for storing
or repairing motor vehicles. This same proposition
may be expressed in languages other than English
provided they have expressions which express the

same concepts and thus have the same meanings as
the expressions of which the English sentence is com-
posed. Moreover, the proposition in question may be
said to be analytic in that it is true in virtue of its
constituent concepts, these being the concepts ex-
pressed by the English expressions garage and place
for storing or repairing motor vehicles.

In the light of the preceeding account it comes as no
surprise that analyticity, conceived as truth in virtue of
meanings, should be thought to explicate the concept
of necessity, conceived as truth in all possible worlds.
Suppose that the statement A4 triangle is a three-sided
figure expresses a truth (a true proposition) in virtue of
the meanings of the relevant constituent expressions.
Then the truth of the proposition expressed is in no
way dependent on facts about the actual world. No
matter what the world is or might have been the prop-
osition in question would remain true and that is what
is captured by the claim that it is true in all possible
worlds.

2. The Philosophical Significance of the Traditional

View
The concept of analyticity offers a solution to a diffi-
culty in empiricist theory of knowledge. In its classical
version empiricism holds that all knowledge in some
sense derives from experience. However, it is plausible
to suppose that we know some things a priori, that is
to say, independently of experience. At any rate it
seems that we can know that a triangle is a three-sided
figure or even that the angles of a triangle add up to
180° without having empirical grounds for accepting
these propositions. In the first of these cases it is tempt-
ing to regard the proposition in question as self-evi-
dent—we just see that it is true. In the second case it
seems that we can prove that the proposition is true
from propositions which are self-evident.

The traditional view yields an account of how we
can have a priori knowledge. The propositions which
we can know a priori are analytic. If a proposition is
self-evident the knowledge that it is true is guaranteed
by a grasp of its constituent concepts. If we fail to see
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that a bachelor is an unmarried man then we lack a
grasp of the concept of a bachelor. There are other
analytic propositions which, though not self-evident,
we know a priori because there is proof of them from
self-evident premises which we know a priori. The
ability to appreciate the validity of such proofs is to
be explained in terms of abilities which constitute a
grasp of the relevant concepts. Having these con-
ceptual abilities will not guarantee that we can pro-
duce proofs on demand. But the account has it that
recognition that a proof is valid is explained by the
interlocking exercise of conceptual abilities.

This application of the traditional view has the vir-
tue of making a priori knowledge seem unmysterious.
If it is along the right lines then it can be explained
how we know some things to be true independently
of experience, that is, in the absence of empirical
grounds for believing that they are true. However, the
account has to be supplemented if it is to show how
a priori knowledge can be squared with classical
empiricism. What is missing is an explanation of how
it can be that we have a priori knowledge if all knowl-
edge is in some sense derived from experience. In
classical empiricism the required supplement is pro-
vided by a theory of concepts. The theory has it that
no concept is innate and that all concepts are acquired
via the impact of experience. So, for example, we
would acquire the concept of redness by a process of
abstraction from properties of the visual experiences
we have as we look at red things. Thus even a priori
knowledge would be derived from experience insofar
as concepts are derived from experience.

3. Analyticity and Semantics

The concept of analyticity is of interest aside from its
links with the empiricist doctrines outlined above for
it has a place within a broad conception of what is
involved in understanding the meanings of
expressions in natural languages. There is some plausi-
bility in the idea that if one understands the English
term garage then one has a mastery of certain rules
or conventions governing the use of the term. For
example, there might be rules which require that if
garage applies to something then place for storing or
repairing motor vehicles also applies to it, and vice
versa. The totality of rules governing a given term
would determine its meaning and thus what concept
it expresses. This conception can be extended to cover
logical expressions like and, either ... or... , and the
logical concepts linked with these expressions. In the
case of and there might be a rule which requires that
if you take a conjunction of the form P and Q to
express a truth then you must take P to express a truth
and Q to express a truth. An analytic statement would
be a statement the rules for whose constituent
expressions are such that anyone who has a mastery
of these rules, and thus understands the expressions
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involved, would be committed to taking the statement
to express a truth.

4. The Attack on Analyticity

In a classic article entitled ‘Two dogmas of empiricism’
(in Quine 1961) W. V. O. Quine argues that the con-
cept of analyticity is irredeemably obscure. The dis-
cussion assumes a distinction between analytic
statements which are logical truths like

No unmarried man is married 1)

and analytic statements which are not logical truths
like

No bachelor is married 2)

Logical truths are statements which are true and
remain true under all interpretations of their non-
logical vocabulary. Nonlogical analytic statements
can be turned into logical truths by substituting syn-
onyms for synonyms. So (2) can be turned into (1) by
substituting unmarried man for bachelor. Much of the
discussion of ‘Two dogmas’ focuses on the idea of
nonlogical analyticity. A major theme is that concepts
commonly used to explain this notion are no clearer
than what they are meant to explain, and further, that
when one tries to elucidate them one finds oneself in
turn falling back on the notion of analyticity. For
example, the notion of synonymy just used to account
for the analyticity of (2) is, according to Quine,
obscure and its obscurity is not removed by account-
ing for the synonymy of bachelor and unmarried man
in terms of the analyticity of A/l and only bachelors
are unmarried men. (This line of thought is submitted
to close scrutiny in Grice and Strawson 1956.)

Quine is equally pessimistic about the idea of
deploying the concept of a semantic rule to account
for analyticity. Here the main target is work of Carnap
on artificial languages (Carnap 1956). Carnap devised
for artificial languages of a certain type a system of
semantic rules which, roughly speaking, combine to
fix the truth conditions for the sentences of these lan-
guages. It turns out that there are certain sentences
whose truth is guaranteed by the relevant semantic
rules. These are the ‘L-true sentences.” Quine argues
that L-truth fails to provide the required elucidation
for analyticity since, among other things, a satisfying
theory of semantic rules is not available. J. J. Katz
has developed an account of analyticity within the
context of a general semantic theory which represents
the meanings of lexical items in terms of semantic
markers denoting conceptual constituents of mean-
ings (see Katz 1972 for discussion and further ref-
erences). From Quine’s standpoint, however, an
account is still needed of what determines which con-
ceptual constituents should be assigned to a given
lexical item.

In writings subsequent to ‘Two dogmas’ Quine
attempts to make sense of analyticity in behavioral
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terms. A sentence is said to be stimulus analytic if it
commands assent no matter what sensory stimu-
lations the subject is undergoing. As Quine recognizes,
this only roughly approximates to the traditional
notion since it fails to discriminate between sentences
of the kind No bachelor is married and cases like There
have been black dogs.

In ‘Two dogmas’ Quine takes the concept of logical
truth to be relatively unproblematic, though he
implies that nothing is gained by regarding logical
truths as analytic. He assumes that the explication of
logical truth does not require the notion of analyticity
or any of the other problematic notions with which it
is linked. P. F. Strawson has argued that this assump-
tion is false (Strawson 1957). The statement No un-
illuminated book is illuminated is true, and indeed
logically true, on readings which take the two occur-
rences of illuminated to have the same meaning. But
it does not remain true on a reading which gives the
first occurrence the sense of /it and the second the
sense of decorated. So it does not remain true under
all interpretations of its nonlogical vocabulary, but
only on those interpretations which give the same
meaning to all occurrences of its nonlogical vocabu-
lary. Strawson’s point is that Quine cannot after all
dispense with the notion of sameness of meaning even
at the level of logical truths.

Work by Hilary Putnam and Saul Kripke on theor-
etical terms in science and on natural-kind terms casts
doubt on the idea that the meanings of such terms
are captured by analytic statements. Their discussions
point to the deeper issue of whether the use of terms

like these is governed by the sort of rules which would
generate analytic truths. Among other important
issues also discussed by Putnam and Kripke is whether
all necessary truths are analytic truths and whether
only analytic truths can be known a priori. Scepticism
about analyticity is widespread, but for a more opti-
mistic review of the issues, see Boghossian 1997.

See also: A Priori; Concepts; Meaning: Philosophical
Theories; Natural Kinds; Necessity.
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Communication
K. L. Berge

The content and use of the term ‘communication’ is
even by humanistic standards extremely ambiguous,
and it has therefore often been difficult to use in prac-
tical, empirical work. The most exact use of the term
has been standardized in Shannon and Weaver’s infor-
mation theory. Within the tradition of semiotics, the
value of communication as a term has been ques-
tioned, and in linguistics the term has sometimes been
used as a synonym or part-synonym with more exactly
defined terms such as use, parole, text, behavior, and
performance. In spite of this, certain theorists—often
those with a background in cybernetics—have used
‘communication’ as a generic term for all theories
about man, in the same way as semioticians have
defined the domain of semiotics.

A very simple and general, but neither unprob-
lematic nor uncontroversial, way of defining com-
munication is to view it as an information process
going on between at least two human communicators
(not necessarily two persons as long as one can com-
municate with oneself) embedded in a context, and a
situation. More specifically, communication can be
defined as a generic term covering all messages uttered
in different contexts and situations.

A message can be divided into sign-vehicle and
meaning. The sign-vehicle then covers all possible
variants on the expression plane of linguistic utter-
ances, and meaning covers all possible variants on
what is called, in the glossematic school, the content
plane. In this way, communication is used as a socio-
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logical term, and language is viewed as a primarily
social fact.

Furthermore, communication can also be conceived
of as inherent in the linguistic message. The situation,
the context, and the communicators involved in com-
munication make their mark on the content and
expression planes of the message. This definition is
neutral with regard to the different traditions in
linguistics which divide language for instance into
‘langue’ or ‘system’ on the one hand, and ‘parole’ or
‘behavior’ on the other.

1. ‘Communication’: Different Models and Metaphors

One possible way of bringing order into the rather
chaotic world of the different approaches to the study
of communication in linguistics, is to differentiate
between the various trends in communication-relevant
research. These trends can be classified according to
the basic models of communication they have
adopted. Or rather, according to the different meta-
phors that linguists use in order to try to illustrate or
make explicit the phenomenon of communication.

1.1 The Linear, Conduit Model

The simplest model of communication has been called
the conduit model (Reddy 1979) because of its under-
lying assumption that language functions as a sort of
channel, or tool for transferring a linguistic message
from a source (or sender) to a destination {or hearer).
This idea of communication has some of its roots in
information theory. To separate what they call infor-
mation from communication, certain philosophers of
language (e.g., Grice) have advocated the idea that
communication proper is characterized by intentional
communication, or what Grice calls ‘non-natural
meaning.’ The idea is that the addresser (‘sender’)
intends that the message (or utterance) will cause what
is called an effect in the addressee (‘receiver’). The only
necessary condition is that the addressee recognize this
intention. In spite of the differences between these
approaches, they are basically teleological models of
communication, and this makes them closely related
to perhaps the oldest theory of communication,
namely that of classical rhetoric. Rhetoric can be
defined as a theory of communication that seeks to
find the quality which makes it possible for an
addresser to persuade or convince his addressee about
something.

The most problematic aspects in these models are
the notion of effect, or perlocution on the addressee’s
side, and the notion of intention on the addresser’s
side. How are we to build a theory of communication
on such vague terms, and how are we to find out what
is/was the intention in a message and how are we to
distinguish between the different effects? Other prob-
lematic aspects are the basically individualistic and
monological views of communication that advocates
of such models implicitly accept. Such views are seri-
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ously challenged in the three following com-

munication models.

1.2 The Circular, Dialogic Model

The basic idea in what is here called the circular or
dialogic model, is that for communication to take
place, it is not sufficient that an addresser manifests
his intention in a message which results in an effect in
the addressee. It is also necessary to give the addressee
a more active role in communication.

First, this active part is the more or less conscious
interpretation process that the addressee must be
involved in for the intended message to get through.

Second, a more or less expressed manifestation of
the intended effect in the form of a response, answer,
action, etc. from the addressee is necessary for the
addresser to understand that his message has been
received—in fact, is a message. Without a response of
some sort, the addresser would be left in a situation
where he is at best talking to himself, at worst is
indulging in a monologue more typical of madness.
Thus, the interpretation requirement is not restricted
to the addressee alone. The addresser, too, has to
identify some sort of signal in the addressee’s message
which can be interpreted as a response or reaction to
the intended message.

In this way, communication can be seen as a system
of questions and answers, or as a sort of cooperation
where the communicators are actively organized in
the construction of the message. It is not necessary
that the addresser’s intended meaning is identically
reproduced by the addressee. If such an interpretation
is at all possible, it is certainly limited to extremely
restricted contexts, e.g., when certain logicians com-
municate solely with the help of logical formulas. The
prototypical communication between humans is in
fact characterized by the opposite: a partial, or limited
understanding, or even misunderstanding, on the part
of the addressee, which has to be clarified by further
messages. Communication is not only the transfer of
intentions with language as its tool. It is a constructive
process going on in time. The message is constructed
through the mutual activity of the actors. In this way,
communication is a creative dynamic process. In fact,
if communication did not have these qualities, a great
deal of quite normal linguistic activity, like small talk
during a lunch break, would be meaningless.

What is retained in this model from the conduit
communication model, is the notion of intention. For
dialogue to take place, it is necessary that the com-
municators intend to take part in the conversation,
that they accept some sort of honesty principle, etc.
Such principles are described in theories of con-
versational implicatures or of pragmatic universals.

1.3 The Feedback, Interaction Model

The third model of communication distinguishes itself
from the dialogical model by doing away with the
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notion of intention altogether. In this model, com-
munication is viewed in a much more general way
. than in the two previous ones. Communication would
include all those processes by which human beings
influence one another. In its most extreme form, this
model entails that all behavior can be said to be com-
municative. The interaction of human beings is char-
acterized by the necessity to communicate; this
necessity is superior to the notion of intention, which
is based not only on the will to communicate, but also
the will to interpret. Communication is thus part of
perception; attention to and interpretation of com-
munication are part of the process of perceiving.

What remains in this model are the principles of
mutuality and reciprocity as basic requirements for
communication to take place. However, those prin-
ciples are not governed by normatively colored prin-
ciples, such as Grice’s conversational implicatures and
Habermas’s universal pragmatic consensus principles.
In those frameworks, communication is a certain mut-
ual tuning which necessarily must involve a certain
moral commitment, that one believes what one says
to be true, that one intends that which one says, and
that the addressee necessarily takes for granted that
the addresser follows these and similar principles.
Communication, in the feedback model, is not char-
acterized by a search for what could be called mutual
knowledge, consensus, or intersubjective under-
standing. Rather, the opposite is the case, namely that
to communicate is to experience such principles as
ideal goals: one cannot share other people’s experi-
ences or mental worlds, or truly understand the inten-
tions of other communicators. The reason is that these
principles of general reciprocity and mutuality are
subject to societal power relations. Such relations are
neither intended to be recognized in the message, nor
perhaps even intended to be a part of the meaning of
the message at all. But as sociologists insist on telling
the naive linguist, power relations are inherent in every
communicated message. There is no society in exis-
tence without social hierarchies of some sort; a power-
less utopia is at best a pastoral idyll, at worst a
totalitarian goal.

The basic problem in the feedback model is how to
distinguish communication from information. As long
as neither the addresser’s nor the addressee’s inten-
tions are preconditions to communication, how are we
to discriminate between all the incoming information,
both on the content and expression planes of a mess-
age—an amount of information which, according to
certain theorists, is infinite? [t seems that this problem
can be solved only by defining communication as
involving both information (in the sense of infor-
mation theory), the conveyed message, and the under-
standing of the message. Advocates of this model
focus on the temporal nature of communication; com-
munication is viewed as an enduring process which
imposes meaning upon disturbances and noise,

through the selective processes of information, mess-
age conveyance and understanding. Such a selection
process is, of course, determined by the internalized
language of the communicators, and is governed by
other semiotic systems as well.

1.4 The Self-regulatory ( Autopoesis) Model

The autopoesis model appears to be a radicalized ver-
sion of the feedback model, in the sense that the model
seems to have done away with what have been called
the principles of reciprocity and mutuality. The auto-
poesis model is therefore something as seemingly para-
doxical as a solipsistic model of communication. In
this model, the communicators (or as they are called,
the ‘emitters’ and ‘receivers’) do not communicate in
order to transfer and create a message (as in the con-
duit and dialogue models), or even to create some
information, a conveyed message, and an under-
standing, but simply to integrate elements from the
communicative situation (the environment) which can
contribute to the communicators’ so-called self-
regulation and self-creation (hence the term ‘auto-
poetic’). This self-regulation and self-creation is an
individual, idiosyncratic version of an interaction
input. A basic goal of this self-regulation or autopoesis
is to create a difference with respect to all other (real
or potential) communicators. In this sense, com-
munication is necessary for the individual in order to
be constituted as an individual. The communicators
are seen as closed systems, insofar as nothing can be
integrated which is not specified in the system’s own
structure. It is important to note that the system is
not a static structure, but rather a process. Com-
munication is self-reflection, characterized as an
unceasing search for functional substitutes.
Interestingly enough, this model allows for another,
more advanced view of linguistic messages, such as
written texts, than is normal in the linguistic tradition.
Instead of being viewed as inferior reproductions of
the prototypical or even ‘natural’ linguistic com-
munication, namely verbal conversation, written
messages are viewed as more communicative and cre-
ative, in that they not only allow for a finer distinction
between the individual communicator and his com-
municative environment, but also for more permanent
self-referential and autopoetic activity on the part of
the individual communicator. Oral dialogue is thus
reduced to one type of communication among others.

2. The Relation Between Communication and
‘Language’

So far, the fundamental problem of the relation
between communication and language has not even
been superficially touched upon. Language is what
most linguists recognize as the one and only object of
linguistics; however, its relation to communication is
a matter of continuous controversy: in fact, it is not
even clear that the phenomenon of communication is
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at all relevant for the study of languages, and of
language as such (see Sect. 3, below).

Still, most linguists are willing to accept a division
of the phenomenon of language. On the one hand, it
is seen as a kind of stable, over-individual structure,
or type-schema, which for the sake of simplicity may
be called a ‘signification system.’ On the other hand,
it can be viewed as a set of tokens somehow belonging
to such a schema, these may be called ‘utterances.’
This opposition between a system of signification and
its associated utterances has many names, e.g.,
langue—parole (Saussure), schema—usage (Hjelmslev),
code-behavior (Halliday), competence~performance
(Chomsky), to name just a few of the most influential.
The status of communication varies depending on,
first, which opposition one considers most relevant,
and second, which element in the opposition one
chooses as most fundamental for the study of
language.

The latter alternative allows us to distinguish
between what the Soviet philosopher of language V.
N. Voloshinov called ‘abstract objectivists’ on the one
hand, and on the other, a heterogeneous group (con-
sisting of behaviorists, empiricists, nominalists,
‘socio™linguists, processualists, etc.) called ‘skep-
ticists.” These groups will be dealt with in the follow-
ing.

2.1 The Abstract Objectivist View

The abstract objectivist view can, in the light of the
history of modern linguistics, be considered the tra-
ditional way of seeing things. The prototypical
abstract objectivist sees language as a relatively stable,
finite, and invariant system of signification, that is
either as a unifunctional, adult-type system which is
the goal of socialization, or as a social institution
(Saussure’s ‘langue’), or as a universal innate mental
grammar (Chomsky’s ‘competence’), or even as a pure
form (Hjelmslev’s ‘schema’). The relation between sig-
nification system and utterances is seen as an either—or
opposition: either one studies language systematically
(i.e., as a signification system), or one doesn’t study it
at all. In this view, language is then something which
precedes communication.

It does this in two different ways: First, as a generic
term for language utterances, and therefore as a syn-
onym of performance, behavior, usage, and parole.
Second, communication can be viewed as the context
where language is used between communicators utter-
ing tokens belonging to the signification schema, i.e.,
the language system.

In both these views, language is seen as a pre-
condition to communication, either as a structuring
grammar of utterance tokens, or as a common code
of some sort, defining the difference between what
has meaning and what is meaningless. The code is
necessary for communicators transferring a message,
as in the conduit model (see above, Sect.l.1),
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accomplishing a dialogue, as in the circular model
(see Sect. 1.2), interacting with one another, as in the
feedback model (see Sect. 1.3), or reaching a state of
autopoesis, as in the self-regulatory model (see
Sect. 1.4).

2.2 The Skepticist View

Common to the skepticist view is the radical critique
of the abstract objectivist opposition between the sys-
tem of signification and the utterances derived from
the system.

The skepticists challenge this opposition in three
different and not necessarily compatible ways. In all
three, communication plays a more important role in
research and reflection on language than in the
abstract objectivist tradition.

2.2.1 Language as Communicative Behavior

The skepticists’ first option is to get rid of the oppo-
sition altogether. Language as a signification system
is viewed as a mentalistic abstraction from a het-
erogeneous mass of data. This mentalistic abstraction
is considered a type-schema product created by the
analyst. Language is, then, a generic term for com-
municative behavior. This view is typical of the nom-
inalist and the radical descriptivist. A prominent
group of philosophers of language embracing these
ideas are the so-called ‘analytic philosophers’ in the
Anglo-American tradition (e.g., the later Wittgen-
stein, Strawson, Grice, Quine, Goodman). Meaning
of linguistic messages in communication can only be
said to belong to a signification system as an arbitrary
classification of intentional (or habitual) acts having
some sort of common similarity, the so-called ‘family
concepts’. An abstract objectivist theory of meaning,
such as the (Saussurean) structuralist theory of sem-
antic components and fields is in principle impossible,
since in any case, message meaning is determined by
an infinite number of components in a steadily chan-
ging communication situation, where intention, con-
textual setting, contextual restriction and other
situational components play a major role.

2.2.2 Communication as Determining Language

The second option turns the abstract objectivist view
upside down. It claims that communication (as a set
of messages, not utterances) precedes, and is a pre-
condition of, the signification system, not the other
way round. Communication is viewed as determining
language. Language is a message structure (Rom-
metveit) embedded in time, which at the same time
structures, constructs, and creates meaning as the
result of an ongoing dialogic process. This view of
language is closely related to the circular com-
munication model (see above, Sect. 1.2), but it can
also be seen as related to the non-intentional search for
a common code which makes communication work in
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the interaction model (see Sect. 1.3), and to the notion
of consensual domains as prerequisite for the process
of communication in the autopoesis model (see
Sect. 1.4).

Many linguists involved in a sociological descrip-
tion of language choose this option. Approaching
language from the corpus of messages, and not from
a hypothetical, abstract system, one is struck by the
heterogeneity of the data. Not only is communication
a multi-dimensional semiotic, where verbal and writ-
ten language play a subordinate role (as in phenomena
of the ‘double bind’ type), but communicators may
use different signification systems simultaneously, or
even systematically break such systems’ unconscious
normative rules. This heterogeneity in communicative
activity could be interpreted as a process of sig-
nification whose variation is an index of the con-
flicts between different, incompatible signification
schemes.

An example of how such a linguistic heterogeneity
and flexibility in verbal communication can be lega-
lized as the norm of a national written language is
furnished by the two standards of written Norwegian.
These standards represent two languages, in fact two
competing conceptions of what constitutes ‘Norweg-
ian.” Since these conceptions are socio—culturally
determined, the languages could be called written
sociolects. In each language, a great number of
morphemic and lexemic variants are admitted. For
instance, the following are all possible determiners of
the singular substantive bok ‘book’: bok-en, bok-a,
bok-i ‘the book.” On the lexical level, variation is
allowed, where other written languages normally
would have only one lexeme. For instance, two vari-
ants for the lexeme ‘language’ are possible: sprog,
sprdk. Morphological variants such as these have
different social, political, stylistic, regional, etc. mean-
ings dependent on context and genre; these different
meanings are familiar to every relatively language-
competent Norwegian. For a descriptive, synchronic
grammar of written Norwegian which pretends to be
exhaustive, it is thus necessary to allow for situational
rules, sociological parameters, and the like.
It is not in principle possible to reduce the morphemes
-en, -a, -i to a single abstract archimorpheme, or the
lexemes sprog, sprdk to one and only one invariant
ideal. In fact, the history of written Norwegian in the
twentieth century is characterized by a willingness on
the part of the language planners to accept a great
many variants, because of these variants’ different
meanings in different contexts and situations. Inter-
estingly enough, this sociologically determined multi-
dimensionality seems to be one of the crucial factors
that explains why Norwegians generally are much bet-
ter at understanding their closely related neighbors,
the Swedes and the Danes (who use written codes of
the more uni-functional type), than the other way
round.

2.2.3 Communication and Language as
Complementary Phenomena

The third alternative to the abstract objectivist view
of language and communication is to claim that the
elements in the opposition are complementary to each
other. Language is both a signification system and
communication (understood as a set of messages);
this relation cannot be understood as an either—or.
Therefore, language phenomena are conceived of as
a process (i.e., communication of messages) and a
product (i.e., a signification system), both at the same
time. Which aspect one focuses upon is determined by
one’s theoretical model and one’s more or less explicit
interests in the study of verbal messages.

As a signification system, language is viewed as an
open system or semiosis. The system is not finite,
but as a social reality, it is open for modifications of
different kinds, such as restructuring and creativity
during communication. The signification system thus
has the form of a variation grammar, a system of
multifunctional potentialities, allowing for orderly
variation and flexible regularities. These regularities
can be described not in the form of abstract ‘rules,’
‘principles,” and the like, but as social norms or even
potential ‘resources,” i.e., arbitrary conventions
grounded in communication. More specifically, gram-
mar is conceived of as a network of relations: a sys-
temic network, not a system of rules.

From the communication angle, language can be
viewed as some socially controllable elaboration
and/or modification of an earlier established reality,
i.e, an already internalized system. But com-
munication-as-language can also be conceived of as
the creation of such a system. One consequence of this
language conception is seen in our understanding of
the language acquisition process. In this process, the
child is not interpreted as a passive agent, but as an
active and meaning-seeking organism trying to adapt
itself during either the dialogue, interaction, or self-
regulation process, towards an environment and other
communicators in the environment.

Furthermore, this conception neutralizes one of the
classical oppositions in the abstract, objectivist con-
ception of language, namely that between diachronic
and synchronic. As a communication process,
language seeks a stability that can never be achieved.
Diachronicity is an inherent quality of language; the
synchronic is merely a fixation of this diachronic qual-
ity, necessitated uniquely by the conscious ration-
alization of a supposed mutual intelligibility, by the
need for an abstract, objectivist description of
language, or by the language planner’s urge for codi-
fication; for all of these, translating process to product
is an essential demand.

3. Linguistics and Communication

The phenomena of communication have often been
thought of as peripheral in linguistic research. This
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view is a result of the strong hold the abstract objec-
tivist language conception has had on modern linguis-
tic thought. Most workers in this tradition share
(implicitly or explicitly) the idea that the essence of
language is to represent some intellectual structure;
thus, they reduce communication to a subordinate
place amongst the possible functions of language.
Some linguistic schools have advocated a more
communication-relevant approach to language; here,
one could name the Prague School, and different ver-
sions of linguistic functionalism. This low status attri-
buted to communication is similarly challenged by
different pragmatic approaches to language, as well
as by language-relevant research in related disciplines
such as sociology, poetics, psychology, or anthro-
pology. Only some of the more important and coher-
ent attempts of such communication-relevant
approaches to language will be mentioned here.

3.1 Soviet Semiotic Dialogism

In the pre-Stalin era of Soviet intellectual life, a group
of scholars emerged with a more or less common view
of language, cognition, and communication; the
language philosopher V. N. Voloshinov, the psy-
chologist L. S. Vygotsky, and the literary critic M. M.
Bakhtin. All these scholars launched an attack on
the basic ideas of abstract objectivism. For political
reasons, it took a long time before their ideas reached
the western world, but since the late 1960s, their
approach to humanistic studies has come to play an
increasingly important role in a great number of
humanistic disciplines such as psychology, sociology,
poetics, philosophy, semiotics, and linguistics.

The basic idea of these scholars is that language
is essentially dialogic. This dialogicity is not to be
mistaken for a possible external, instrumental use of
language; it is dialogic in its most radical sense, i.e.,
that of the inner dialectic quality of the language sign.
The addresser and the addressee are integrated as part
of the nature of language. Language never exists as a
uni-functional, closed system: rather, it is a process of
communication. This process is furthermore char-
acterized by the notions of multiaccentuality, het-
erogeneity, polyphony, intertextuality, and in
particular ‘voicing’, all referring to the social nature
of language. In communication, language never
appears as single-voiced: the situation, the tradition,
the power relations between the communicators, and
so on, all place their mark in the message. Thus,
language really is this multivoiced message or speech
process.

The Soviet dialogists see the nature of language as
fundamentally social. The study of the content plane
of linguistic messages becomes part of the study of
ideology, whereas the object of study of the expression
plane are the so-called speech genres. Consequently,
even cognition is interpreted as a communication pro-
cess, or, as it is called: ‘inner speech.” Cognition or
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‘thought’ is only possible through language; language
is this multiaccentuated interaction process.

It remains to be seen whether the ideas of the Soviet
dialogists can stimulate the traditional study of
languages and language in the same way as they have
influenced psychology and text linguistics. But one
linguistic theory has emerged which partly seems to
have been inspired by this school: namely the theory
of enunciation and polyphony, developed above all
by the French linguist Oswald Ducrot. This theory
not only focuses on the self-referential aspects of
language, such as deictic elements and shifters, but
also on the fact that each message may have more
than one source, and therefore may represent several
points of view. These qualities are grammaticalized in
language, for instance in the system of modalities.
One consequence of the theory is that the monolithic
notion of the addresser’s integrity is suspended.

3.2 The Prague School and Functionalism

The Prague School was a linguistic school which did
not limit its study of language to isolated utterances
in so-called ‘normal’ situations. Quite the contrary: its
focus was on a number of different types of human
communication where language was used as a tool,
such as literature and film. The school’s basic rel-
evance for the study of communication lies in the
Prague linguists’ development of a process theory of
syntax, based on the notions of theme and rheme.
Theme and rheme refer to the different linguistic qual-
ities in the message which, in the communication
process, signal already given meaning as ‘theme,’ and
introduce new meaning as ‘rheme.’

An even more important contribution to a com-
municative approach to language study is the Prague
School’s development of different taxonomies of so-
called communicative functions. These taxonomies
play an important role in Trubetzkoy’s phonological
theory. Another linguist (who is often associated with
the Prague school), André Martinet, also challenges
the traditional view of the basic function of language
as representation. To Martinet, language is an instru-
ment for communication. Martinet’s stance appears
to stem (at least in part) from his view on language
as serving the need for mutual understanding. This
‘sociological’ attitude may also be prompted by Mar-
tinet’s interest in what he calls the ‘vocal basis’ of
language and by his studies in diachronic phonology.
This basic communicative function of language could,
e.g., explain why certain phonemes do not merge, and
why the distinctive values of a language system are
retained, even though its substance is fundamentally
changed.

Like the Soviet dialogists, but perhaps in a less
radical fashion, the Praguians refuse to reduce the
essence of language’s functions to intellectual rep-
resentation. To them, language is a polyfunctional
potential: its different functions are grammaticalized
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at different strata in the language system. Moreover,
each individual utterance of a language is seen as a
potential which in the interpretation process is
reduced and given a coherent structure. Interpretation
thus happens according to a more or less conscious
choice of what is called a ‘dominant’: among the poss-
ible functions of an utterance in a specific com-
municative situation, the one is picked that is felt to
be the most important for the message. It was in
this way that Roman Jakobson explained the poetic
quality of language: not as something extrinsic, but as
an inherent quality.

3.3 Rommetveit's Message Structure Theory

The Norwegian psycholinguist Ragnar Rommetveit
developed his theory of message structure over the
years 1968-90, often in opposition to dominant para-
digms in American linguistic research, such as Gen-
erative Grammar and Montague Grammar. The
theoretical basis for his theory is a combination of
experimental psychology (e.g., experiments with word
associations), G. H. Mead’s symbolic interactionism,
and the European hermeneutic tradition. In fact,
Rommetveit has made a point of being a methodical
pluralist.

Rommetveit’s basic idea is that language is embed-
ded in a social matrix or context. Language can never
be studied in isolation from the interaction of context.
The analysis of interaction and communication is then
related to the actual needs, feelings, intentions, and
understanding of the subjects involved and their life
worlds. Therefore, meaning is necessarily bound to
context. Rommetveit attacks all ideas about ‘literal’
meaning, minimal semantic universals, etc., as fan-
tasies based on theories of language that are in reality
theories of written, formal language. On the content
plane, messages are considered to be so-called ‘mean-
ing potentials.” Rommetveit, without being a nihilist,
advocates a theory of perspectival relativity, in keep-
ing with the sociological perspective of his theory. The
social nature of language is guaranteed by so-called
‘drafts of contracts.’

Contracts are seen as a process of negotiating tacit
agreement and a shared world of discourse; the pro-
cess is characterized by the notion of message struc-
ture. In the process of structuring a message, the
communicators try to build a temporarily shared
social reality. The message structure consists of cyclic
patterns of nesting new (or, as it is called, ‘free’) infor-
mation into given (or ‘bound’) information.

To the theoretical-oriented linguist, Rommetveit’s
theory appears to be somewhat limited, as it seldom
focuses on what the theory means in terms of the
grammar. It is basically an interaction theory which
focuses on the content plane of messages, not on the
structure of the sign vehicles.

3.4 Halliday's Socio—semiotic Theory of Language

As a student of the English linguist J. R. Firth , M.
A. K. Halliday was also influenced (albeit indirectly)

by the anthropologist Malinowski. Consequently, he
has referred to his theory as an ‘ethnographic or
descriptive grammar.” Language, or as it is called, the
combination of a ‘semantic,” a ‘lexico—grammatical,’
and a ‘phonological system,’ is studied as the product
of a social process, a social reality is schematized (or
‘encoded’) as a semantic system. However, among the
systems that construct culture (the semiotic systems,
as they are called), language is just one, even though
it has a privileged place: most other semiotic systems
are obligatorily mediated through language and its
system. The product of the social process is the ‘code’;
human behavior is essential for its explanation. In
Halliday’s words the ‘system is determined by the
process.’

Typical of Halliday, then, is the endeavor to explain
the structure of language as a consequence of social
dialogue, of which it is in some way an abstraction.
As this dialogic process is determined by the exchange
of commodities, language is both determined by the
nature of the commodity (such as ‘goods and services’
versus ‘information’), and by the rules defined for the
commodity exchange (such as ‘giving’ and ‘demand-
ing’). However, this is not a monolithic process:
language develops characteristic realizations at its
different levels in accordance with what Halliday calls
‘congruence patterns.’

Thus, Halliday’s theory of language is structured
as a system network, where the expression plane is
conceived of as manifestations of meanings chosen
from a semantic system (the encoded social reality).
While the notion of ‘choice’ is central to Halliday, it
should not be mistaken for a conscious act of choos-
ing, but understood as a term referring to the pro-
cessual nature of the socio-semiotic system of
language.

4. Future Work

A great deal of what has been discussed above is often
classified as belonging to the domain of ‘pragmatics’
in linguistics. But if pragmatics is conceived as a super-
ficial attribution to, or even as a ‘waste-basket’ for
the more systematic, and therefore more prestigious,
studies of syntax and semantics, this is a mis-
representation. Among the fundamentally radical
views that some of the most important com-
munication-oriented linguists share, not least the four
‘schools’ explicitly mentioned here have inspired, or
are still systematically searching for, such an alter-
native. For the linguist who is skeptical about most
of the traditional conceptions in linguistics associated
with what has been referred to here as ‘abstract objec-
tivism,’ there exist several research alternatives.
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Compositionality of Meaning
T. M. V. Janssen

A simple formulation of the principle of com-
positionality one often encounters is:

The meaning of a compound expression is a function of
the meanings of its parts.

Thus formulated, the principle is immediately appeal-
ing and widely accepted. It may well be that much of
its attraction derives from the fact that this for-
mulation contains certain terms which call for a
specific interpretation, such as meanings, parts, and
Sfunction.

In theories of natural language that primarily deal
with syntax this principle does not play an important
role. Moreover, there is much research in the sem-
antics of natural language that focuses on the semantic
aspects, and where natural language is treated as a
source of problems, but where the principle is not part
of the descriptive aims (e.g., when designing a model
for tense in natural language). The principle is,
however, important in theories where meaning is
investigated in its relation to syntax. It is, for instance,
the fundamental principle of Montague Grammar (see
Montague 1970). There the principle of com-
positionality of meaning is given a precise interpret-
ation, which has led to interesting discussions with
practitioners of other theories of grammar. In this
article, the important features of this interpretation
are discussed and some of the issues raised in the

102

discussions are mentioned. For a more extensive dis-
cussion see Janssen 1997.

1. Theoretical Preliminaries

If one considers natural language, it becomes immedi-
ately clear that knowing the meanings of the parts
is not sufficient for determining the meaning of the
complete sentence. Parts may form several sentences
with differences in meaning. An example is Suzy
married, thereafter Suzy got a baby versus Suzy got a
baby, thereafter Suzy married. One has to know how
the parts fit together. The notion ‘parts’ is, therefore,
always interpreted as including the information in
which way they are parts. Since the syntactic rules
give information on how the expressions are formed,
a connection with syntax seems obvious. Several
authors make this explicit in their formulation of the
principle. One formulation expressing this is:

The meaning of a compound expression is a function of
the meanings of its parts and of the syntactic rule by
which they are combined.

(Partee, et al. 1990:318)

In this formulation some theoretical assumptions
are implicit. The formulation assumes that a dis-
tinction is made between two aspects of sentences, i.e.,
the way in which the expressions are generated in the
syntax, and their meanings. The principle is necess-
arily at odds with any theory not distinguishing these



Compositionality of Meaning

two. The formulation also assumes that the syntactic
rules determine what the parts are, whereas the first
formulation only assumes structures, no matter how
they are given. The formulation regards the syntax as
the input for meaning assignment, and the principle
then describes how the meanings are projected from
this input.

It is instructive to look at these assumptions in the
light of a grammatical theory like generative seman-
tics. This theory distinguishes two structural levels,
one called ‘semantic’ and the other ‘surface.” The
grammar or syntax consists of formation rules for the
semantic structures and a gradual transformational
mapping procedure between semantic and surface
structures. Here the syntactic form is projected from
the meanings, and the semantic structures provide the
compositional framework for a calculus producing
meanings. Under certain assumptions this process is
in accordance with the first formulation of the prin-
ciple of compositionality of meaning, but not with the
formulation given in this section.

2. Interpretation of Compositionality

The interpretation of the principle of compositionality
provided in Montague Grammar (and in other forms
of logical grammar as well) is an application of the
essential methods of formal logic to the study of
natural language semantics (for a more extensive dis-
cussion, see Gamut 1991; Janssen 1997). The main
features are the following.

2.1 Rule-to-rule Correspondence

The syntax contains several rules and thus provides
several ways to form a compound from parts. Each
of these possibilities may have its own semantic effect.
Therefore, for each syntactic rule there is a cor-
responding semantic function expressing the semantic
effect of that rule, i.e., for each syntactic rule there is
a corresponding semantic rule. This is known as the
rule-to-rule correspondence. This correspondence
asks for a uniform method to obtain the meaning of
the resulting expression. It does not, however, imply
that each syntactic rule should produce a change in
meaning: the semantic rule corresponding with a syn-
tactic rule can be the semantic identity function. Nei-
ther does it imply that every detail of a syntactic rule
has a semantic counterpart. For instance, in English,
the rule for yes—no question formation as well as cer-
tain other constructs involves Subject—Aux inversion.
This inversion occurs in some rules of syntax, yet it
does not seem to have any semantic effects. One might
use a terminology in which such operations are called
‘subroutines’ of rules.

2.2 'Part’is a Theoretical Concept

The principle of compositionality speaks about the
parts of an expression, which implies that it has to be
determined somehow what these parts are. As it is

the syntax which provides the rules for the formal
construction of expressions we shall let the syntax
determine what the parts of an expression are. Differ-
ent syntactic theories may assign different structures.
Consider, for example, the English sentence Mary
does not cry. A grammar might distinguish the main
constituents Mary and does not cry, but it may also
impose a tripartite structure consisting of Mary, does
not and cry. A theory might also neglect constituents,
focusing on logical aspects, and have a negation rule
that takes the positive sentence Mary cries as its one-
part input. This means that ‘part’ is a technical notion,
that only coincides with intuitions for certain kinds of
rules, to which one may wish to restrict the theory.

Parts of sentences may have parts themselves, and
so on. Usually this analysis stops at the level of words
or word stems. In logical grammar, lexical words such
as love or know are left unanalyzed and considered to
correspond with semantic primitives. Words like all
and only, on the other hand, are analyzed further in
the semantics with the help of logical tools.

2.3 Parts Have Meanings

The principle presupposes that parts have meanings.
This excludes approaches in which only complete sen-
tences can be semantically interpreted. More to the
point, the principle requires that all expressions arising
as structural parts have an independently given mean-
ing. For some structural parts it is easy to imagine
intuitively what their meaning specification should be.
A verb phrase like loves Mary, for example, is immedi-
ately interpretable on an intuitive level. Not all parts,
however, have a semantic interpretation that is readily
supported by intuition. Constituents like only Mary,
for example, in the sentence John loves only Mary, or
whether John comes in Mary knows whether John
comes, seem less readily interpretable on purely intuit-
ive grounds. But compositionality requires that we
choose a meaning. The criterion for such a choice is
then whether the meaning is a suitable ingredient for
building the meaning of the whole expression.

2.4 The Role of Derivational History

The meaning of an expression is determined by the
way in which it is formed from parts. The derivational
history of an expression is, therefore, the input to the
process of determining its meaning. Since the com-
positionality principle, based on such part-whole
relations, is taken to give a complete characterization
of how the meaning of an expression is computed,
there is no other input to the process of meaning
assignment than the derivational history of the sen-
tence in question. No outside factors are allowed to
have an effect on the meaning of a sentence. This
applies for instance to contextual factors: the Mon-
tagovian perspective does not allow for any kind of
‘discourse’ input to the compositional calculus deter-
mining the meaning of an expression. The most it
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allows for in this respect is an admission of ambiguity
of the expression involved. If one wishes discourse
factors to contribute to meaning, the notion of mean-
ing must be enriched in order to incorporate such
factors (see Sect. 3 below).

2.5 Ambiguities are Lexical or Derivational

Ambiguities may simply be lexical. If they are not, the
principle of compositionality of meaning as applied
in Montague Grammar allows for only one alternative
source: a difference in the derivational history. This
has certain consequences for the theory. Suppose, for
example, that one takes the sentence, ‘Every Belgian
speaks two languages.’ to be ambiguous between a
reading in which there are two languages that are
spoken by every Belgian, and one in which, merely,
every Belgian is bilingual. The Montagovian com-
positionality principle now requires that the ambi-
guity resides either in the words or in the derivational
history of this sentence. The former option being less
likely, the syntax will have to be such as to reflect at
least two different derivational histories of this
sentence. Semantic decisions are thus seen to impose
conditions on the syntax. In Montague Grammar,
syntax and semantics, though distinct, are thus forced
to remain in step with each other.

3. Representations of Meanings

Meanings are, in Montague Grammar and in almost
all semantic theories, considered to be model-theoretic
entities, such as truth values, sets of a certain kind, or
functions of a certain type. Usually these abstract
entities are represented by means of an expression in
some logical language (e.g., Yx[man(x) — mortal(x)]).
These representations are not themselves meanings,
and should not be confused with them. Differences in
representation do not always constitute a difference
in meaning: ¢ A ¢ and ¢ A Y express the same mean-
ing. And logically equivalent expressions are equally
good as representations for some meaning. A semantic
theory cannot be based on accidental properties of
meaning representations, since then it would be a the-
ory about representations and not the meanings them-
selves.

As has been shown above, there is for each syntactic
rule a corresponding semantic rule that says how the
meaning of the compound expression depends on the
meanings of the parts. Since these meanings are rep-
resented by logical expressions, it seems natural to
represent such functions by means of an operation on
logical expressions. This operation has to represent an
operation on meanings and therefore it should not
make use of accidental properties of the meaning rep-
resentation. For instance, the operation ‘enclose the
formula between brackets and write a negation sign
in front of it’ is acceptable since it corresponds with
the semantic operation of negation. But the operation
‘negate the second conjunct of the formula’ is not

104

acceptable since it does not correspond with an oper-
ation on meanings. This is evident from the fact that
it has different effects on the two equivalent meaning
representations @ A ¢ and ¢ A @.

The above discussion, however, only makes sense if
one takes meanings to be abstract entities. In some
theories such as discourse representation theory
(Kamp 1981, henceforth DRT) meaning rep-
resentations are an essential ingredient of the semantic
theory. This claim of DRT is linked with the pos-
tulation of the psychological relevance of their rep-
resentations. In such a theory, operations on
representations of meaning are, of course, acceptable.
For such operations the issue of compositionality can
be raised as well, but it becomes a different issue.

Thus two extremes have been met: no use of rep-
resentations and total dependency on them. There
are also theories that lie somewhere in between; for
instance, some theories for anaphora essentially use
the indices of variables (for a discussion see Landman
and Moerdijk 1983).

4. The Status of Compositionality

The principle of compositionality implies no restric-
tions on the rules of syntax. We know that a rich
variety of rules is needed. A rule is needed, for exam-
ple, to introduce the verb do in the negative sentence
Mary does not cry, and one to ensure the correct
morphological form does, or cries in Mary cries. In
general, rules may perform permutations, insertions
and deletions, and have therefore the same power as
Turing machines or Chomsky type-0 grammars. The
principle implies no restrictions either on the nature
of meanings or on the operations that can be per-
formed on them. It can be proven that, in such a
system, any sentence can be assigned any meaning
in a compositional way (see Janssen 1986a; 1997).
Compositionality, therefore, implies no restriction on
the final results that can be obtained. Without
additional empirical constraints compositionality has
no empirical content. For this reason the principle of
compositionality in Montague Grammar is not con-
sidered to be a claim about natural language, but
merely a methodological or heuristic principle, i.e., a
criterion for evaluating theories (not all theories that
have been proposed are compositional).

As such it has proved its value. Proposals that do
not satisfy the compositionality criterion often turn
out to be inadequate precisely at the points where they
infringe the principle. Janssen (1986b; 1997) discusses
several proposals from the literature that do not obey
compositionality, in the sense sketched in Sect. 3. It is
shown that those proposals have unacceptable logical
consequences, and that by reformulating the under-
lying ideas in a compositional way, they gain in gen-
erality and empirical adequacy.

Now a more elaborated illustration of the heuristic
value of the principle will be considered. It has to
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do with discourse pronouns. Let us consider first the
relevant phenomena on the basis of the following two
discourses:

A man walks in the park. He whistles. (4))
Not all men do not walk in the park. He whistles.  (2)

In (1), the pronoun 4e in the second sentence is inter-
preted as anaphorically linked to the term a man in
the first sentence. This is not possible in (2), where e
has to refer to a third party. The meanings of (1)
and (2) are, therefore, different. And since the second
sentences of (1) and (2) are identical, we must look to
the first sentence to find the meaning difference:

A man walks in the park. 3)
Not all men do not walk in the park. “4

These two sentences are logically equivalent. If mean-
ing is taken to be identical to truth-conditions, as is
customary, then (3) and (4) have the same meaning.
But so do the second sentences of (1) and (2). There-
fore, if the meaning of each discourse, (1) and (2),
were a function of the meaning of the constituent
sentences, (1) and (2) would have identical meanings,
which is contrary to fact. This phenomenon thus
seems to provide an argument against the assumption
of compositionality in discourses.

In discourse representation theory, meaning rep-
resentations constitute an essential level. There, (3)
and (4) are assigned different representations. The
two negation signs in the representation of (4) trigger
different interpretation strategies for the discourse.
This is one of the ways in which the difference between
DRT and compositional grammars becomes evident.

Nevertheless, a compositional treatment for this
kind of phenomenon is quite feasible and, in fact, the
principle itself points to a solution. Since the two
discourses (1) and (2) have different meanings, and

their second sentences are identical, the difference,

must reside in their first sentences, i.e., (3) and (4).
And since (3) and (4) have identical truth-conditions,
a richer notion of meaning is required if the principle
of compositionality is to be saved for discourses.
Truth-conditions of sentences (which involve possible
worlds and assignments to free variables) are just one
aspect of meaning. Another aspect is that the pre-
ceding discourse has a bearing on the interpretation
of a sentence (and especially of the so-called discourse
pronouns). Moreover the sentence itself extends this
discourse and thus has a bearing on sentences that
follow it. Thus a notion of meaning is required which
takes into account the semantic contribution that a
