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How to Use This Book

You can look up any term by the alphabetical listing.

You can test your knowledge of IT vocabulary by picking out
a term and seeing if our definition matches yours.

You may also be able to find the information you need in our
“Fast References” section (for example, DSL, transmission
speeds, prefix multipliers, fundamental physical units, and
so forth).

For a term so new that it may not be in this book, visit the
whatis.com Web site. We may have it and, if we don’t, you
can suggest that we add it.

For a given term, you may also want to visit whatis.com to
see the Web sites we recommend for more information about
the term.

Some notes about our definitions:

We report which terms are being used in information tech-
nology and what they currently mean. We report usage, and,
only when it seems helpful, do we recommend a preference.

Because information technology changes rapidly, a defini-
tion can become outdated. If in doubt, the best source is
always an authority such as the IEEE, the IETF, and similar
standards or technology-sponsoring organizations.

We try to describe a term uniquely in the first sentence or
two as you would in a dictionary. The rest of the definition is
an elaboration that describes the term as you would in an
encyclopedia.

We describe pronunciation only for terms we think some
users will want to know how to pronounce.



Chat Abbreviations

Chat abbreviations are commonly used in e-mail, online

chatting, instant messaging, and conference postings.

Abbreviation Meaning

ADN Any day now

AFIK As far as I know

AFK Away from keyboard

ARE Acronym-rich environment

A/S/L? Age/sex/location?

B4N Bye for now

BAK Back at the keyboard

BBIAB Be back in a bit

BBL Be back later

BEG Big evil grin

BFD Big f***ing deal

BFN Bye for now

BG Big grin

BIOYIOP Blow it out your 1/O port

BL Belly laughing

BOTEC Back-of-the-envelope calculation

BRB Be right back

BTA But then again...

BTW By the way

BWTHDIK But what the heck do I know...?

(618) See you

CUL See you later

CULSER See you later

CYA Cover your ass

CYO See you online

DBA Doing business as

DFLA Disenhanced four-letter acronym
(that is, a TLA)

DL Dead link

DIKU Do I know you?

DITYID Did I tell you I'm distressed?

DOQMOT Don’t quote me on this

EG Evil grin

EMFBI Excuse me for butting in

EOM End of message

EOT End of thread (meaning: end of
discussion)

ETLA Extended three-letter acronym
(that is, an FLA)

F2F Face to face

FAQ Frequently-ask question(s)

FISH First in, still here

FLA Four-letter acronym

FMTYEWTK Far more than you ever
wanted to know

FOMCL Falling off my chair laughing

FUBAR F***ed up beyond all repair or
recognition

FUD Fear, Uncertainty, and Doubt

FWIW For what it's worth

FAST REFERENCES

Abbreviation Meaning

FYI For your information

G Grin

GA Go ahead

GAL Get a life

GD&R Grinning, ducking, and running

GIWIST Gee, I wish I'd said that

GMTA Great minds think alike

GOL Giggling out loud

GTRM Going to read mail

HTH Hope this helps

IAC In any case

IANAL I am not a lawyer (but)

IC Isee

IHA I hate acronyms

IIRC If I recall/remember/recollect correctly

ILU or ILY Ilove you

IM Immediate message

IMHO In my humble opinion

IMing Chatting with someone online usually
while doing other things such as
playing trivia or other interactive game

IMNHO In my not so humble opinion

IMO In my opinion

IOW In other words

IPN I'm posting naked

IRL In real life (that is, when not chatting)

IYSWIM If you see what I mean

JBOD Just a bunch of disks (like redundant
array of independent disks, etc.)

JIC Just in case

JK Just kidding

KOTC Kiss on the cheek

KWIM? Know what I mean?

L8R Later

LD Later, dude

LDR Long-distance relationship

LLTA Lots and lots of thunderous applause

LOL Laughing out loud

LRF Little Rubber Feet (the little pads on
the bottom of displays and other
equipment)

LTM Laugh to myself

LTR Long-term relationship

LULAB Love you like a brother

LULAS Love you like a sister

MorF Male or female

MOSS Member of the same sex

MOTOS Member of the opposite sex

MUSM Miss you so much

NFG No f****g g00d

NFW No feasible way or no f*****g way

NIFOC Naked in front of computer

NP or N/P No problem

NRN No response necessary

OIC Oh, I see

OLL

Online love
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Abbreviation Meaning Abbreviation Meaning
OTF Off the floor THX Thanks
OTOH On the other hand TIA Thanks in advance (used if you post
OTTOMH Off the top of my head a question and are expecting a
PANS Pretty awesome new stuff (as helpful reply)

opposed to “POTS”) TLA Three-letter acronym
PCMCIA People can’t master computer TLK2UL8R Talk to you later

industry acronyms T™I Too much information
PDA Public display of affection TOPCA Til our paths cross again (early
PEBCAK Problem exists between chair and Celtic chat term)

keyboard TPTB The powers that be
PIBKAC Problem is between keyboard and TTEN Ta-Ta for now

chair TTT Thought that, too (when someone
PITA Pain in the ass types in what you were about to
PMFJIB Pardon me for jumping in but... type)
POOF Goodbye (leaving the room) TTYL Talk to you later
POTS Plain old telephone service TU Thank you
PU That stinks! UAPITA You’'re a pain in the ass
RL Real life (that is, when not chatting) uw You're welcome
ROR Raffing out roud (Engrish for VBG Very big grin

“laughing out loud”) VBSEG Very big s***-eating grin
ROTFL Rolling on the floor laughing WDALYIC Who died and left you in charge?
ROTFLMAO Rolling on the floor laughing my a** WFM Works for me

off WIBNI Wouldn't it be nice if
ROTFLMAOWPIMP Rolling on the floor laughing my a** WT? What/who the ?

off while peeing in my pants WTFO What the F***! Over!
ROTFLMBO Rolling on the floor laughing my WTG Way to go!

butt off WTGP? Want to go private?
RPG Role-playing games wu? What's up?
RSN Real soon now WUF? Where are you from?
RTFM Read the ***ing manual WYSIWYG What you see is what you get
RYO Roll your own (write your own pro- YGBSM You gotta be s***tin" me!

gram; derived from cigarettes rolled YMMV Your mileage may vary.

yourself with tobacco and paper)
S4L Spam for life (what you may get Emoticons (Smileys)

when you become someone’s - - -

customer or client) Emoticons (sometimes known as “smileys”) are a popular
SHCOON Shoot hot coffee out of nose form of expression on the Internet, especially in e-mail. Just
SEG S***_eating grin type in each character one at a time to create the emoticon.
SF Surfer-friendly (low-graphics Web t-) Smile

site) i) Smile with a wink
SNAFU Situation normal, all f**ed up . .
SO Significant other :<}) User with mustache, smiling
SOL Smilling out loud or sh*t out of luck -1 Mad
SOMY Sick of me yet? T ( Sad
STFW Search the f****g Web C Crying
STW Search the Web .
SWAG Stupid wild-a** guess - Also crying
TAFN That'’s all for now -)) Really happy
TANSTAAFL There ain’t no such thing as ..D Big grin

a free lunch . Aki
TFH Thread from hell (a discussion that .ISS

just won’t die and is often irrelevant -P~ Alick

to the purpose of the forum or -0 Wow! or I'm surprised

group) Grim
TGIF Thank God it’s Friday



H{:

0000(0) (@)oo000

Sticking out your tongue
User happens to be Popeye
Perplexed

Frightened (hair standing on end)
Bug-eyed with fright
Embarassed smile

Basic Smiley with a necktie
Tongue in cheek

Hung over

Drooling

Perplexed look

Keeping an eye out for you
Glasses on forehead
Normal smiling face of a gorilla
Angel

Robot

Duck 3:-o Cow

Vampire

Homer Simpson

Charlie Chaplin

Abe Lincoln

Santa Claus

User sports a mohawk and
admires Mr. T

Scuba diver

User has a cold

User with heavy lipstick

User is well dressed

Mad

Scotsman wearing his Scottish tam
User is another Picasso

User partied all night

Dunce

Have an ordinary day!” Smiley
Kisses (stolen from June bug)
Toes

Secret smile

Oh, nooooooo Mr. Bill!!!”

Fast References
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The Speed of...

This table shows the stated data rates for the most important end-user and backbone transmission technologies.
Technology Speed Physical Medium Application
GSM 9.6 to 14.4 Kbps RF in space (wireless) Mobile telephone for

mobile telephone service

High-Speed Circuit-Switched
Data service (HSCSD)

Regular telephone service
(POTS)

Dedicated 56Kbps on
Frame Relay

DSo

General Packet Radio
System (GPRS)

ISDN

IDSL

AppleTalk

Enhanced Data GSM
Environment (EDGE)
Satellite

Frame relay

DS1/T-1

Universal Mobile
Telecommunications Service
(UMTS)

E-carrier

T-1C (DS1C)

IBM Token Ring/802.5

Up to 56 Kbps

Up to 56 Kbps

56 Kbps

64 Kbps

56 to 114 Kbps

BRI: 64 Kbps to 128 Kbps

PRI: 23 (T-1) or 30

(E1) assignable 64-Kbps
channels plus control
channel; up to

1.544 Mbps (T-1) or
2.048 (E1)

128 Kbps

230.4 Kbps

384 Kbps

400 Kbps

(DirecPC and others)
56 Kbps to 1.544 Mbps

1.544 Mbps

Up to 2 Mbps

2.048 Mbps

3.152 Mbps

4 Mbps (also 16 Mbps)

RF in space (wireless)

Twisted pair

Various

All

RF in space (wireless)

BRI: Twisted pair

PRI: T-1 or E1 line

Twisted-pair

Twisted pair

RF in space (wireless)

RF in space (wireless)

Twisted-pair or
coaxial cable

Twisted-pair, coaxial cable,
or optical fiber

RF in space (wireless)

Twisted-pair, coaxial cable,
or optical fiber

Twisted-pair, coaxial cable,
or optical fiber

Twisted-pair, coaxial cable,
or optical fiber

business and personal use

Mobile telephone for
business and personal use

Home and small business
access

Business e-mail with fairly
large file attachments

The base signal on a
channel in the set of Digital
Signal levels

Mobile telephone for
business and personal use

BRI: Faster home and small
business access

PRI: Medium and large enter
prise access

Faster home and small
business access

Local area network for Apple
devices; several networks can
be bridged; non-Apple devices
can also be connected

Mobile telephone for business
and personal use

Faster home and small enter
prise access

Large company backbone for
LANSs to ISP ISP to Internet
infrastructure

Large company to ISP
ISP to Internet infrastructure

Mobile telephone for business
and personal use (available in
2002 or later)

32-channel European equiva-
lent of T-1

Large company to ISP
ISP to Internet infrastructure

Second most commonly used
local area network after
Ethernet
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Technology

Speed

Physical Medium

Application

DS2/T-2

Digital Subscriber Line (DSL)

E-2

Cable modem

Ethernet

IBM Token Ring/802.5

E-3
DS3/T-3

0cC-1

High-Speed Serial
and Interface (HSSI)

Fast Ethernet

Fiber Distributed-Data

Interface (FDDI)

T-3D (DS3D)

E-4

OC-3/SDH

E-5

6.312 Mbps

512 Kbps to 8 Mbps
8.448 Mbps
512 Kbps to 52 Mbps

(see “Key and explanation”
below)

10 Mbps

16 Mbps (also 4 Mbps)

34.368 Mbps
44.736 Mbps

51.84 Mbps

Up to 53 Mbps

100 Mbps

100 Mbps

135 Mbps

139.264 Mbps

155.52 Mbps

565.148 Mbps

Twisted-pair, coaxial cable,
or optical fiber

Twisted-pair (used as a
digital, broadband
medium)

Twisted-pair, coaxial cable,
or optical fiber

Coaxial cable (usually uses
Ethernet); in some systems,
telephone used for
upstream requests

10BASE-T (twisted-pair);
10BASE-2 or -5 (coaxial
cable); 10BASE-F
(optical fiber)

Twisted-pair, coaxial cable,
or optical fiber
Twisted-pair or optical fiber
Coaxial cable

Optical fiber

HSSI cable

100BASE-T (twisted pair);
100BASE-T (twisted pair);
100BASE-T (optical fiber)

Optical fiber

Optical fiber

Optical fiber

Optical fiber

Optical fiber

Large company to ISP
ISP to Internet infrastructure

Home, small business, and
enterprise access using
existing copper lines

Carries four multiplexed E-1
signals

Home, business, school
access

Most popular business local
area network (LAN)

Second most commonly-used
local area network after
Ethernet

Carries 16 E-1 signals

ISP to Internet infrastructure
Smaller links within Internet
infrastructure

ISP to Internet infrastructure
Smaller links within Internet
infrastructure

Between router hardware
WAN lines Short-range (50
feet) interconnection
between slower LAN devices
and faster WAN lines

Workstations with 10 Mbps
Ethernet cards can plug into
a Fast Ethernet LAN

Large, wide-range LAN
usually in a large company
or a larger ISP

ISP to Internet infrastructure
Smaller links within Internet
infrastructure

Carries 4 E3 channels
Up to 1,920 simultaneous
voice conversations

Large company backbone
Internet backbone

Carries 4 E4 channels
Up to 7,680 simultaneous
voice conversations
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Technology Speed

OC-12/STM-4 622.08 Mbps

Gigabit Ethernet 1 Gbps

0C-24 1.244 Gbps

SciNet 2.325 Gbps (15 OC-3 lines)
0OC-48/STM-16 2.488 Gbps
0C-192/STM-64 10 Gbps

0OC-256 13.271 Gbps

Physical Medium
Optical fiber

Optical fiber (and “copper”
up to 100 meters)

Optical fiber
Optical fiber
Optical fiber
Optical fiber
Optical fiber

Application
Internet backbone

Workstations /networks with
10/100 Mbps Ethernet plug into
Gigabit Ethernet switches

Internet backbone

Part of the vBNS backbone
Internet backbone
Backbone

Backbone

Kilo, Mega, Giga, Tera, Peta,
and All That

Kilo, mega, giga, tera, and peta are among the list of prefixes
that are used to denote the quantity of something, such as, in
computing and telecommunications, a byte or a bit. Sometimes
called prefix multipliers, these prefixes are also used in elec-
tronics and physics. Each multiplier consists of a one-letter
abbreviation and the prefix that it stands for.

In communications, electronics, and physics, multipliers are
defined in powers of 10 from 102 to 10%, proceeding in incre-
ments of three orders of magnitude (10° or 1,000). In IT and
data storage, multipliers are defined in powers of 2 from 2%
280, proceeding in increments of ten orders of magnitude (210 or
1,024). These multipliers are denoted in the following table.

Prefix Symbol(s) Power of 10  Power of 2
yocto- y 10" —
zepto- z 102" —
atto- a 108" —
femto- f 107" —
pico- P 102" —
nano- n 1077 —
micro- m 10" —
milli- m 10°° —
centi- C 102" —
deci- d 10" —
(none) — 10° 20
deka- D 10" —
hecto- h 10%" —
kilo- korK™ 10° 10
mega- M 10° 2%
giga- G 10° 2%
tera- T 10" 2%
peta- P 100 2%
exa- E 1018 2%
zetta- z 102" 270
yotta- Y 102" 2%

* Not generally used to express data speed
** k=103 and K = 210

Examples of quantities or phenomena in which power-of-10
prefix multipliers apply include frequency (including comput-
er clock speeds), physical mass, power, energy, electrical volt-
age, and electrical current. Power-of-10 multipiers are also
used to define binary data speeds. Thus, for example, 1 kbps
(one kilobit per second) is equal to 10, or 1,000, bps (bits per
second); 1 Mbps (one megabit per second) is equal to 105, or
1,000,000, bps. (The lowercase k is the technically correct sym-
bol for kilo- when it represents 10°, although the uppercase K
is often used instead.)

When binary data is stored in memory or fixed media such as
a hard drive, diskette, ZIP disk, tape, or CD-ROM, power-of-2
multipliers are used. Technically, the uppercase K should be
used for kilo- when it represents 2'°. Therefore 1 KB (one kilo-
byte) is 210, or 1,024, bytes; 1 MB (one megabyte) is 220, or
1,048,576 bytes.

The choice of power-of-10 versus power-of-2 prefix multipliers
can appear arbitrary. It helps to remember that in common
usage, multiples of bits are almost always expressed in powers
of 10, while multiples of bytes are almost always expressed in
powers of 2. Rarely is data speed expressed in bytes per sec-
ond, and rarely is data storage or memory expressed in bits.




International System of Units

The International System of Units (abbreviated “SI” from the
French version of the name) is a scientific method of express-
ing the magnitudes or quantities of seven important natural
phenomena. This system was formerly called the meter-
kilogram-second (MKS) system.

All ST units can be expressed in terms of standard multiple or
fractional quantities, as well as directly. Multiple and frac-
tional SI units are defined by pzrefix multipliers according to
powers of 10 ranging from 10~ to 10”.

The meter (abbreviation, m) is the SI unit of displacement or
length. One meter is the distance traveled by a ray of elec-
tromagnetic (EM) energy through a vacuum in 1/599 795 458
(3.33564095 x 10”%) second. The meter was originally defined
as one ten-millionth (0.0000001 or 10'7) of the distance, as
measured over the earth’s surface in a great circle passing
through Paris, France, from the geographic north pole to the
equator.

The kilogram (abbreviation, kg) is the SI unit of mass. It is
defined as the mass of a particular international prototype
made of platinum-iridium and kept at the International
Bureau of Weights and Measures. It was originally defined as
the mass of one liter (10 cubic meter) of pure water.

The second (abbreviation, s or sec) is the SI unit of time. One
second is the time that elapses during 9.192631770 x 10°
cycles of the radiation produced by the transition between
two levels of Cesium 133. It is also the time required for an
EM field to propagate 299,792,458 (2.99792458 x 10%) meters
through a vacuum.

The Kelvin (abbreviation K), also called the degree Kelvin
(abbreviation, °K), is the SI unit of temperature. One Kelvin
is 1/573.14 (3.6609 x 10°) of the thermodynamic temperature
of the triple point of pure water (HO).

The ampere (abbreviation, A) is the SI unit of electric current.
One ampere is the current that would produce a force of
0.0000002 (2 x 10”7) newton between two straight, parallel,
perfectly conducting wires having infinite length and zero
diameter, separated by one meter in a vacuum. One ampere
represents 6.24 x 10*® unit electric charge carriers, such as
electrons, passing a specified fixed point in one second.

The candela (abbreviation, cd) is the SI unit of luminous
intensity. It is the electromagnetic radiation, in a specified
direction, that has an intensity of 1/683 (1.46 x 10-3) watt per
steradian at a frequency of 540 terahertz (5.40 x 1014 hertz).
The mole (abbreviation, mol) is the SI unit of material quan-
tity. One mole is the number of atoms in 0.012 kilogram of
the most common isotope of elemental carbon (C-12). This is
approximately 6.022169 x 1023, and is also called the
Avogadro constant.

These units are included in our Table of Physical Units.

See the NIST Reference on Constants, Units, and Uncertainty” at
http://physics.nist.gov/cuu/Units/current.html.

Fast References
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Table of Physical Units

This table shows, from the International System of Units, base and derived physical units, their shorthand symbols, and equivalent units
in other unit systems. Many of the terms in the table are defined in this encyclopedia.

BASE UNITS

Quantity or phenomenon
(and symbol)

Standard International unit
(and symbol)

Alternate units
(and symbols)

displacement (d)
mass (m) weight (w)
time (¢)

current ()
temperature (T)

amount of substance (N)
luminous intensity (B or L)

meter (m)
kilogram (kg)
second (s)

ampere (A)
kelvin (°K or K)

mole (mol)
candela (cd)

centimeter (cm) foot (ft)

gram (g) pound (Ib)

hour (hr)

mean solar day (dy)

synodic year (yr)

statampere (statA) abampere (abA)
degree Celsius (°C or C)

degree Fahrenheit (°F or F)

degree Rankine (°R or R)

DERIVED UNITS

Quantity or phenomenon
(and symbol)

Standard International unit
(and symbol)

Alternate units
(and symbols)

area (A)

volume (V)

material density (D)

specific volume

amount of substance concentration
force (F or F)

pressure
stress

speed (s)

velocity (v or v)
acceleration (a or a)
current density
electromotive force (emf)
Voltage (V or E)
resistance (R)

conductance (G)

electric field strength (E)

meter squared (m?)

meter cubed (m3)

kilogram per meter cubed
(kg/m3 or kg - m-3)

meter cubed per kilogram
(m3/kg or m3 - kg1)

mole per meter cubed
(mol/m3 or mol - m-3)
newton (N)

pascal (Pa)

meter per second

(m/s orm - s1)

meter per second squared
(m/s?2orm - s?)

ampere per meter squared
(A/m2or A-m?2)

volt (V)

ohm (Q)

siemens (S)

volt per meter
(V/morV-ml)

centimeter squared (cm?2)
circular mil

foot squared (ft2)
centimeter cubed (cm?)
foot cubed (ft3)

gram per centimeter cubed
(g/cmd or g - cm3)
centimeter cubed per gram
(cm3/g or cm3 - g1)

dyne (dyn)

dyne per centimeter squared
(dyn/cm? or dyn - cm2)
centimeter per second

(cm/s or cm - s-1)

centimeter per second squared
(cm/s? or cm - s2)

gravity (g)

ampere per centimeter squared
(A/cm2or A - cm2)

statvolt (statV)

abvolt (abV)

statohm (stat(2)

abohm (abQ)

statsiemens (statS)

absiemens (abS)

microvolt per meter

(uV/mor pV - m1)




DERIVED UNITS, Continued...

Fast References

Quantity or phenomenon
(and symbol)

Standard International unit
(and symbol)

Alternate units
(and symbols)

electric flux density
electric charge density
permittivity(e)

power (P)

energy (E)

magnetomotive force (M or mmf)

charge quantity (Q)

capacitance (C)
inductance (L)

magnetic flux (®)
magnetic flux density
magnetic field strength (H)

permeability (1)
electromagnetic field strength
radiant intensity

luminance

luminous flux

illuminance

plane angular measure
solid angular measure

angular speed ()
angular velocity (®)

angular acceleration (o or o)

ionizing radiation
absorbed ionizing radiation dose
frequency

(forv)

coulomb per meter squared
(C/m2or C - m?)

coulomb per meter cubed
(C/m3or C-m3)

farad per meter

(F/mor F-mT)

watt (W)

joule (J)

ampere-turn (AT)
coulomb (C)

farad (F)
henry (H)

weber (Wb)

tesla (T)

ampere per meter
(A/mor A -m)

henry per meter
(H/morH - m'l)

watt pzer meter sqzuared
(W/m”or W-m™)
watt per steradian
(W/sror W -sr')
candela per meter squared
(cd/m? or cd - m?)

lumen (Im)
lux (Ix)

radian (rad)

steradian (sr)

radian per second
(rad/sorrad - s™)

radian per second squared
(rad/ s%orrad - 5'2)
becquerel (Bq)

gray (Gy)

hertz (Hz)

picofarad per meter
(pF/m or pF - m-1)
horsepower (hp)
statwatt (statW)
abwatt (abW)

erg (erg)

watt hour (Wh)
kilowatt hour (kWh)
gilbert (G)
statcoulomb (statC)
abcoulomb (abC)
faraday

statfarad (statF)
abfarad (abF)
stathenry (statH)
abhenry (abH)
maxwell (Mx)
gauss (G)

oersted (Oe)

microhenry per meter
(pH/m or pH - m?)
microwatt per meter squared
W/ m? or W - m?)

lumen (Im)

candela per centimeter squared
(cd/cm® or od - em™)

watt per steradian

(W/sror W - srl)

watt p;ar meter scguared

(W/m” or W-m™)

degree (deg or °)

degree per second

(deg/s or deg - s

degree per second squared
(deg/s” or deg - 59

curie (cu)

rad (rad)

kilohertz (kHz)

megahertz (MHz)
gigahertz (GHz)

terahertz (THz)
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DERIVED UNITS, Continued...

Quantity or phenomenon

Standard International unit

(and symbol)

(and symbol)

Alternate units
(and symbols)

wavelength ()

wave number

data quantity

data speed bandwidth

meter (m)

reciprocal meter
(m-1)

bit (b)
byte (B)

bit per second (bps)

centimeter (cm)
millimeter (mm)
nanometer (nm)
Angstrom (A)

kilobit (kb)
megabit (Mb)
gigabit (Gb)
kilobyte (KB)
megabyte (MB)
gigabyte (GB)

kilobit per second (kbps)
megabit per second (Mbps)
gigabit per second (Gbps)
character per second (cps)

TYPES OF DSL

This table shows different kinds of Digital Subscriber Line (DSL) service.

DSL Type Description Data Rate Distance
Downstream; Upstream Limit Application
IDSL ISDN Digital 128 Kbps 18,000 feet on Similar to the ISDN
24 gauge wire BRI service but data only
(no voice on the same line)
CDSL Consumer DSL 1 Mbps downstream; 18,000 feet on Splitterless home and
from Rockwell less upstream 24 gauge wire small business service;
similar to DSL Lite
DSL Lite “Splitterless” DSL | From 256 Kbps to 6 Mbps 18,000 feet on The standard ADSL;
(same as G. without the “truck | downstream on the 24 gauge wire sacrifices speed for not
Lite) roll” subscribed service having to install a splitter at the
user’s home or business
G.Lite “Splitterless” DSL | From 256 kbps to 6 18,000 feet on The standard ADSL;
(same as without the “truck | Mbps, depending on the 24 gauge wire sacrifices speed for not having to
roll” Subscribed service install a splitter at the user’s home
or business
HDSL High bit-rate 1.544 Mbps duplex on 12,000 feet on T1/E1 service between
Digital Subscriber | two twisted-pair lines; 24 gauge wire server and phone company
or within a company;
WAN, LAN, server access
SDSL Symmetric DSL 1.544 Mbps duplex 12,000 feet on Same as for HDSL but
(U.S. and Canada); 2.048 Mbps | 24 gauge wire requiring only one line of
Europe) on a single duplex twisted-pair
line downstream and upstream
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Fast References

DSL Type Description Data Rate Distance
Downstream; Upstream Limit Application
ADSL Asymmetric 1.544 to 6.1 Mbps 1.544 Mbps at Used for Internet and
Digital Subscriber downstream; 18,000 feet; Web access, motion
Line 16 to 640 Kbps upstream 2.048 Mbps at video, video on demand
16,000 feet; remote LAN access
6.312 Mpbs at
12,000 feet;
8.448 Mbps at
9,000 feet
RADSL Rate-Adaptive Adapted to the line, 640 Not provided Similar to ADSL
DSL from Westell | Kbps to 2.2 Mbps
to 1.088 Mbps upstream
UDSL Unidirectional DSL | Not known Not known Similar to HDSL
proposed by a
company in Europe
VDSL Very high digital 12.9 to 52.8 Mbps 4,500 feet at ATM networks;
Subscriber Line downstream; 12.96 Mbps; Fiber to the
1.5 to 2.3 Mbps 3,000 feet at Neighborhood
upstream; 25.82 Mbps;
1.6 Mbps to 2.3 Mbps 1,000 feet at
downstream 51.84 Mbps
TYPES OF RAM
This table summarizes many types of random access memory (RAM).
RAM Application and Access
Technology = Computer Location Speed Range Ports Characteristic
Static RAM Level-1 and level-2 Fast One RAM that is continually
(SRAM) cache memory charged
Also used in RAMDAC More expensive than DRAM
Burst SRAM Level-2 cache Fast One SRAM inburst mode
(BSRAM) memory
DRAM Main memory Slow One A generic term for any king
Low-cost video dynamic (constantly recharged)
RAM
FPM (Fast page | Main memory slow One Prior to EDO DRAM, the most
Mode) DRAM | low-cost video common type of DRAM
memory
EDO (Extended | Main memory 5-20% faster than | One Uses overlapping reads (one
Data Out) low-cost video FPM DRAM can begin while another is
finishing). Currently, the most
common type of DRAM
BEDO (Burst Main memory and Faster than EDO | One Not widely used because not
Extended Data | low-cost video DRAM supported by processor chipset
DRAM) 4-1-1-1 at 66 MHz makers
EDRAM Level-2 cache 15 ns access to One Contains a 256-byte SRAM
Enhanced memory SRAM inside a larger DRAM
DRAM 35 ns access to
DRAM
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RAM Application and Access Ports Characteristic
Technology Computer Location Speed Range
Nonvolatile Preset phone Fast One Battery-powered RAM
RAM numbers and
profiles in modems

Synchronous DRAM Main memory See specific forms One Generic term for DRAMS

(SDRAM) of SDRAM with a synchronous interface

JEDEC Main memory Intended to run at One An Intel specification

Synchronous DRAM designed to work with their

JEDEC SDRAM) 1440 BX

PC100 Synchronous Main memory Intended to run at One An Intel specification

DRAM (PC100 designed to work with

SDRAM) their i440BX

Double Data Rate Main memory Up to 200 MHz One Activates output on both the

Synchronous DRAM up and the down part of the

(DDR DRAM) clock cycle, doubling the
DATA RATE OF PC100
SDRAM

Enhanced Main memory Fast (100 MHz +) Two Twice as fast as SDRAM

Synchronous DRAM

SyncLink DRAM Main memory Fastest (200 MHz +) | One Open protocol-based design

(SLDRAM) Uses “packets” for address,
data, and control signals

Direct Rambus Main memory Up to 800 MHz One Backed by Intel and Rambus

DRAM (DRDRAM) but with a 16-bit

bus width

Ferroelectric RAM Main memory in Developed by Ramtron

RAMDAC Video Card Fast One Uses a small SRAM to store
the color palette table used to
provide data for digital-to
analog conversion

Rambus DRAM Video memory for Up to 600 MHz One Intel and Rambus

(RDRAM) Nintendos architecture

Synchronous Moderate to high- Closer to VRAM One Has special performance

Graphics RAM end video memory than DRAM enhancing features
Example: Matrox Mystique

VRAM (Video Higher-cost video Twice the speed of Two Dual-ported, meaning a new

RAM) memory DRAM image can be stored in RAM
while a previous image is
being sent to the display

WRAM (Window Less expensive 25% faster than Two With RAMDACGC, can handle

RAM) video memory VRAM true color at 1600 by 1200
pixel resolution

Multibank DRAM Low-cost high-end Faster One Interleaved memory accesses

(MDRAM) video memory between banks

Memory has multiple 32
kilobyte banks that can be
accessed independently

Can be manufactured to fit
the amount of memory the
card requires. No size-related
performance penalty




TYPES OF CD AND DVD

Fast References xvi

Drive Type

“Read” & “Write” Capability

CD (CD player)

Reads audio CD only

CD-ROM (Compact Disc-Read Only Memory)

Reads audio CD, CD-ROM, CD-R, Photo CD

CD-ROM multiread (Compact Disc-Read Only
Memory, Multiread)

CD-ROM, CD-R, CD-RW, CD-i, Photo CD

CD-R (Compact Disc-Recordable)

Reads CD-ROM and CD-R, some read CD-RW
(Writes once on CD-R discs)

CD-RW (Compact Disc-Rewritable)

Reads CD-ROM, CD-R, and CD-RW (Writes and rewrites
on CD-RW discs)

DVD-RAM (Digital Versatile Disc-Random-
Access-Memory)

Reads all CD formats. Reads DVD ROM. Reads and writes DVD discs.

CD AND DVD DATA TRANSFER RATES AND RPMS

Optical Media Drive Speed

Maximum Data Transfer Rate

RPMs (revolutions per minute)

1X CD-ROM 150 KB/sec 200-530

2X CD-ROM 300 KB/sec 400-1060

4X CD-ROM 600 KB/sec 800-2120

8X 12X CD-ROM 1.2 MB/sec 1600-4240

24X 50X 1.8-6 MB/sec 2400-6360 approximately

1X DVD-ROM 1.25 MB/sec No exact data, but much
slower than 1X CD-ROM

Favorite Technology Quotations

Where is all the knowledge we lost with information?
—T.S. Elliot

The telephone wire, as we know it, has become too slow and too
small to handle Internet traffic. It took 75 years for telephones to be
used by 50 million customers, but it took only four years for the
Internet to reach that many users.

—Lori Valigra

640K ought to be enough for anybody.
— Microsoft Chairman Bill Gates, 1981

The real problem is not whether machines think but whether men do.

—B. F. Skinner

There are three roads to ruin; women, gambling and technicians.
The most pleasant is with women, the quickest is with gambling,
but the surest is with technicians.

—George Pompidou

Technology is dominated by two types of people: those who
understand what they do not manage, and those who manage what
they do not understand.

—Anonymous

Computers make it easier to do a lot of things, but most of the things
they make it easier to do don’t need to be done.
—Andy Rooney

I think there is a world market for maybe five computers.
—IBM Chairman Thomas Watson, 1943

If you have any trouble sounding condescending, find a Unix user
to show you how it’s done.
—Scott Adams

In a few minutes a computer can make a mistake so great that it
would have taken many men many months to equal it.
—Anonymous

If computers get too powerful, we can organize them into a
committee. That will do them in.

—Bradley’s Bromide

The Internet is the Viagra of big business.

—Jack Welch, Chairman and CEO, General Electric

There are two major products that came out of Berkeley: LSD and
UNIX. We don’t believe this to be a coincidence.

—TJeremy S. Anderson

Omne machine can do the work of fifty ordinary men. No machine can

do the work of one extraordinary man.
—Elbert Hubbard
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Any teacher that can be replaced by a computer, deserves to be.
—David Thornburg

Those parts of the system that you can hit with a hammer are
called hardware; those program

instructions that you can only curse at are called software.
—Anonymous

We live in a society exquisitely dependent on science and
technology, in which hardly anyone knows

anything about science and technology.

—Carl Sagan

If you tried to read every document on the web, then for each
day’s effort you would be a year further behind in your goal.
—Anonymous

There might be new technology, but technological progress itself
was nothing new - and over the years it had not destroyed jobs,
but created them.

—Margaret Thatcher

The most overlooked advantage to owning a computer is that if
they foul up there’s no law against whacking them around a little.
—Porterfield

Everything that can be invented has been invented.
—Charles H. Duell, Commissioner, U.S. Office of Patents,
1899

Computers are magnificent tools for the realization of our dreams,
but no machine can replace the human spark of spirit,
compassion, love, and understanding.

—Louis Gerstner, CEO, IBM

GARBAGE IN—GOSPEL OUT
—TFairchild Research and Development, 1969

Any science or technology which is sufficiently advanced is
indistinguishable from magic.

—Arthur C. Clarke

Never let a computer know you're in a hurry.
—Anonymous

A year spent in artificial intelligence is enough to make one
believe in God.
—Alan J. Perlis

I have not failed. I've just found 10,000 ways that won't work.
—Thomas Edison

Get your feet off my desk, get out of here, you stink, and we’re not
going to buy your product.
—Joe Keenan, President of Atari, in 1976

Responding to Steve Jobs” offer to sell him rights to the new
personal computer he and Steve Wozniak developed

The Internet is a great way to get on the net.
—-Senator Bob Dole

Computers in the future may have only 1,000 vacuum tubes and
perhaps only weigh 1 1/, tons.
—Popular Mechanics, 1949
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From then on, when anything went wrong with a computer, we
said it had bugs in it.
—Rear Admiral Grace Murray Hopper, U.S. Navy

Technology is like fish. The longer it stays on the shelf, the less
desirable it becomes.
—Andrew Heller, IBM

AOL is like the cockroach left after the nuclear bomb hits. They
know how to survive.
—]Jan Horsfall, VP of marketing for Lycos

How could this be a problem in a country where we have Intel
and Microsoft?
—-Al Gore on Y2K

The modern computer hovers between the obsolescent and the
nonexistent.

—Sydney Brenner in 1927

The Linux philosophy is ‘Laugh in the face of danger’. Oops.
Wrong One. ‘Do it yourself’. Yes, that’s it.

—Linus Torvalds

Windows is just DOS in drag.
—Anonymous

There is no reason for any individual to have a

computer in their home.

—Ken Olson (President of Digital Equipment
Corporation) at the Convention of the World Future
Society in Boston in 1977

During my service in the United States Congress, I took the
initiative in creating the Internet.

—AI Gore describing his 1986 legislation to interconnect
five supercomputer centers (17 years after the first
Internet servers hooked up)

The day I made that statement, I was tired because I'd been up all
night inventing the Camcorder.
—Al Gore attempting damage control
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See “at sign”

10BASE- 2

10BASE-2, one of several physical media specified by IEEE
802.3 for use in an Ethernet local area network (LAN),
consists of Thinwire coaxial cable with a maximum
segment length of 185 meters. Like other specified media,
10BASE-2 supports Ethernet’s 10 Mbps data rate.

In addition to 10BASE-2, 10 megabit Ethernet can be
implemented with these media types:

e 10BASE-5 (Thickwire coaxial cable with a maximum
segment length of 500 meters)

e 10BASE-F (optical fiber cable)
e 10BASE-T (ordinary telephone twisted pair wire)

e 10BASE-36 (broadband multi-channel coaxial cable with
a maximum segment length of 3,600 meters)

This designation is an Institute of Electrical and Electronics
Engineers (IEEE) shorthand identifier. The “10” in the media
type designation refers to the transmission speed of 10
Mbps. The “BASE” refers to baseband signalling, which
means that only Ethernet signals are carried on the medium
(or, with 10BASE-36, on a single channel). The “T”
represents twisted-pair; the “F” represents fiber optic cable;
and the “2”, “5”, and 36" refer to the coaxial cable segment
length (the 185 meter length has been rounded up to “2” for
200).

Also see 100BASE-T and Gigabit Ethernet.

10BASE-5

10BASE-5, one of several physical media specified by IEEE
802.3 for use in an Ethernet local area network (LAN),
consists of Thickwire coaxial cable with a maximum
segment length of 500 meters. Like other specified media,
10BASE-2 supports Ethernet’s 10 Mbps data rate.

In addition to 10BASE-5, 10 megabit Ethernet can be
implemented with these media types:

e 10BASE-2 (Thinwire coaxial cable with a maximum
segment length of 185 meters)

o 10BASE-F (optical fiber cable)

e 10BASE-T (ordinary telephone twisted pair wire)

o 10BASE-36 (broadband multi-channel coaxial cable with
a maximum segment length of 3,600 meters)

This designation is an Institute of Electrical and Electronics
Engineers (IEEE) shorthand identifier. The “10” in the media
type designation refers to the transmission speed of 10
Mbps. The “BASE” refers to baseband signalling, which

means that only Ethernet signals are carried on the medium
(or, with 10BASE-36, on a single channel). The “T”
represents twisted-pair; the “F” represents fiber optic cable;
and the “2”, “5”, and “36” refer to the coaxial cable segment
length (the 185 meter length has been rounded up to “2” for
200).

Also see 100BASE-T and Gigabit Ethernet.

10BASE-36

10BASE-36 is a type of physical cabling defined in the IEEE
802.3 (Ethernet) standard for broadband application.
Although Ethernet is inherently a baseband system,
10BASE-36 specifies the use of a 10-megahertz signal on
each channel within a 75-ohm coaxial broadband cable so
that bandwidth is effectively expanded. Each channel
requires 3 pairs of wires in the coaxial cable. Baseband
differential phase-shift keying (PSK) is used to modulate the
signal on each channel. Each channel has a transmission
speed of 10 Mbps. The cable can extend for up to 3,600
meters.

10BASE-F

10BASE-F, one of several physical media specified by IEEE
802.3, is the use of optical fiber in an Ethernet local area
network (LAN). Like other specified media, 10BASE-F
supports Ethernet’s 10 Mbps data rate.

In addition to 10BASE-F, 10 megabit Ethernet can be
implemented with these media types:

e 10BASE-2 (Thinwire coaxial cable with a maximum
segment length of 185 meters)

e 10BASE-5 (Thicknet coaxial cable with a maximum
segment length of 500 meters)

e 10BASE-T (ordinary telephone twisted pair wire)

e 10BASE-36 (broadband multi-channel coaxial cable with
a maximum segment length of 3,600 meters)

This designation is an Institute of Electrical and Electronics
Engineers (IEEE) shorthand identifier. The “10” in the media
type designation refers to the transmission speed of 10
Mbps. The “BASE” refers to baseband signalling, which
means that only Ethernet signals are carried on the medium
(or, with 10BASE-36, on a single channel). The “T”
represents twisted-pair; the “F” represents fiber optic cable;
and the “2”, “5”, and “36” refer to the coaxial cable segment
length (the 185 meter length has been rounded up to “2”
for 200).

Also see 100BASE-T and Gigabit Ethernet.
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10BASE-T

10BASE-T, one of several physical media specified in the
IEEE 802.3 standard for Ethernet local area networks
(LANS), is ordinary telephone twisted pair wire. 10BASE-T
supports Ethernet's 10 Mbps transmission speed. In
addition to 10BASE-T, 10 megabit Ethernet can be
implemented with these media types:

e 10BASE-2 (Thinwire coaxial cable with a maximum
segment length of 185 meters)

o 10BASE-5 (Thickwire coaxial cable with a maximum
segment length of 500 meters)

o 10BASE-F (optical fiber cable)

e 10BASE-36 (broadband coaxial cable carrying multiple
baseband channels for a maximum length of 3,600
meters)

This designation is an Institute of Electrical and Electronics
Engineers (IEEE) shorthand identifier. The “10” in the media
type designation refers to the transmission speed of 10
Mbps. The “BASE” refers to baseband signalling, which
means that only Ethernet signals are carried on the medium.
The “T” represents twisted-pair; the “F” represents fiber
optic cable; and the “2”, “5”, and “36” refer to the coaxial
cable segment length (the 185 meter length has been
rounded up to “2” for 200).

Also see 100BASE-T and Gigabit Ethernet.

100BASE-T

In 100 Mbps (megabits per second) Ethernet (known as Fast
Ethernet), there are three types of physical wiring that can
carry signals:

e 100BASE-T4 (four pairs of telephone twisted pair wire)
e 100BASE-TX (two pairs of data grade twisted-pair wire)
e 100BASE-FX (a two-strand optical fiber cable)

This designation is an Institute of Electrical and Electronics
Engineers shorthand identifier. The “100” in the media type
designation refers to the transmission speed of 100 Mbps.
The “BASE” refers to baseband signalling, which means that
only Ethernet signals are carried on the medium. The “T4,”
“TX,” and “FX” refer to the physical medium that carries the
signal. (Through repeaters, media segments of different
physical types can be used in the same system.)

The TX and FX types together are sometimes referred to as
“100BASE-X.” (The designation for “100BASE-T” is also
sometimes seen as “100BaseT.”)

1000BASE-T

1000BASE-T is Gigabit Ethernet (1 gigabit is 1000 megabits
per second) on copper cables, using four pairs of Category 5
unshielded twisted pair to achieve the gigabit data rate.
1000BASE-T can be used in data centers for server switching,
for uplinks from desktop computer switches, or directly to

the desktop for broadband applications. A big advantage of
1000BASE-T is that existing copper cabling can be used
instead of having to rewire with optical fiber.

For Gigabit Ethernet, industry offerings include these types

of wiring:

e 1000BASE-SX (a short laser wavelength on multimode
fiber optic cable for a maximum length of 550 meters)

e 1000BASE-LX/LH (a long wavelength for a “long haul”
fiber optic cable for a maximum length of 10 kilometers)

e 1000BASE-ZX (an extended wavelength single-mode
optical fiber for up to 100 kilometers)

e 1000BASE-CX (two pairs of 150-ohm shielded twisted
pair cable for a maximum length of 25 meters)

e 1000BASE-T (four pairs of Category 5 unshielded
twisted pair cable for a maximum length of 100 meters)

The 1000BASE designation is an IEEE shorthand identifier.
The “1000” in the media type designation refers to the
transmission speed of 1000 Mbps. The “BASE” refers to
baseband signalling, which means that only Ethernet signals
are carried on the medium. (Through repeaters, media
segments of different physical types can be sometimes be
used in the same system.)

The designation for “1000BASE-T” is also sometimes seen as
“1000BaseT.”

10-Gigabit Ethernet

10-Gigabit Ethernet, being standardized in IEEE 802.3a, is a
developing telecommunication technology that offers data
speeds up to 10 billion bits per second. Built on the Ethernet
technology used in most of today’s local area networks
(LANSs), 10-Gigabit Ethernet is described as a “disruptive”
technology that offers a more efficient and less expensive
approach to moving data on backbone connections between
networks while also providing a consistent technology end-
to-end. Using optical fiber, 10-Gigabit Ethernet can replace
existing networks that use ATM switches and SONET
multiplexers on an OC-48 SONET ring with a simpler
network of 10-Gigabit Ethernet switches and at the same
time improve the data rate from 2.5 Gbps to 10 Gbps.

10-Gigabit Ethernet is expected to be used to interconnect
local area networks (LANSs), wide area networks (WANSs),
and metropolitan area networks (MANSs). 10-Gigabit
Ethernet uses the familiar IEEE 802.3 Ethernet media access
control (MAC) protocol and its frame format and size. Like
Fast Ethernet and Gigabit Ethernet, 10-Gigabit Ethernet
uses full-duplex transmission, which makes possible a
considerable distance range. On multimode fiber, 10-
Gigabit Ethernet will support distances up to 300 meters; on
single mode fiber, it will support distances up to 40
kilometers. Smaller Gigabit Ethernet networks can feed into
a 10-Gigabit Ethernet network.



10-high-day busy period

In designing and assessing networks, the peak load is
sometimes measured using the 10HD (10-high-day) busy
period method. The 10HD busy period is the average of the
amount of traffic during the busiest hour of the 10 days
during the year when the overall traffic is heaviest.

Another index to peak traffic is the average bouncing busy
hour (ABBH).

121

In Internet e-commerce, 121 is short for one-to-one, the
philosophy that treating each customer as a special
individual is a more successful approach than treating
customers as a group of similar individuals.

1170

”Spec 1170” was the working name of the standard UNIX
programming interface specification that is now known as
X/Open Programming Guide 4.2 (XPG 4.2). The specification
has also been known as the “Single UNIX Specification” and,
most recently, as “UNIX 98.” In the “Spec 1170” or first
version of the Single UNIX Specification, there were 1,170 C
language functions or individual instructions.

The Single UNIX Specification is maintained by The Open
Group, which certifies implementations and provides UNIX
product branding following conformance assurance and
testing.

1284

The IEEE 1284 parallel interface standard is the prevalent
standard for connecting a computer to a printer or certain
other devices over a parallel (eight bits of data at a time)
physical and electrical interface. The physical connection is
similar to the older Centronics interface, which it continues
to support. Whereas the Centronics interface only allowed
data to flow in one direction, from computer to peripheral,
IEEE 1284 also supports bi-directional data flow.

When the Centronics parallel interface was first developed,
the main peripheral was the printer. Since then, portable
disk drives, tape drives, and CD-ROM players are among
devices that have adopted the parallel interface. These new
uses caused manufacturers to look at new ways to make the
Centronics parallel interface better. In 1991, Lexmark, IBM,
Texas Instruments, and others met to discuss a standard that
would offer more speed and bi-directional communication.
Their effort and the sponsorship of the Institute of Electrical
and Electronics Engineers (IEEE) resulted in the IEEE 1284
committee. The IEEE 1284 standard was approved for
release in March 1994.

1284

The IEEE 1284 standard specifies five modes of operation,
each mode providing data transfer in either the forward
direction (computer to peripheral), backward direction
(peripheral to computer), or bi-directional (one direction at a
time).

e Compatibility mode is the original Centronics parallel
interface and is intended for use with dot matrix printers
and older laser printers. The compatibility mode can be
combined with the nibble mode for bi-directional data
transfer.

e Nibble mode allows data transfer back to the computer.
The nibble mode uses the status lines to send 2 nibble (4-
bit units) of data to the computer in two data transfer
cycles. This mode is best used with printers.

e Byte mode uses software drivers to disable the drivers
that control the data lines in order for data to be sent
from the printer to the computer. The data is sent at the
same speed as when data is sent from the computer to
the printer. One byte of data is transferred instead of the
two data cycles required by the nibble mode.

e ECP mode (Enhanced Capability Port mode) is an
advanced bi-directional mode for use with printers and
scanners. It allows data compression for images, FIFO
(first in, first out) for items in a queue, and high-speed,
bi-directional communication. Data transfer occurs at
two to four megabytes per second. An advanced feature
is channel addressing. This is used for multifunction
devices such as printer/fax/modem devices. For
example, if a printer/fax/modem device needs to print
and send data over the modem at the same time, the
channel address software driver of the ECP mode
assigns a new channel to the modem so that both devices
can work simultaneously.

e EPP mode (Enhanced Parallel Port mode) was designed
by Intel, Xircom, and Zenith Data Systems to provide a
high-performance parallel interface that could also be
used with the standard interface. EPP mode was adopted
as part of the IEEE 1284 standard. The EPP mode uses
data cycles that transfer data between the computer and
the peripheral and address cycles that assign address,
channel, or command information. This allows data
transfer speeds of 500 kilobytes to 2 megabytes per
second, depending on the speed of the slowest interface.
The EPP mode is bi-directional. It is suited for network
adapters, data acquisition, portable hard drives, and
other devices that need speed.

The computer must determine what the capabilities of the
attached peripheral are and which mode to utilize. The
concept developed to determine these factors is called
negotiation. Negotiation is a sequence of events on the
parallel port interface that determines which IEEE 1284
modes the device can handle. An older device will not
respond to the negotiation sequence and compatibility mode
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is selected to operate that device. A newer device will
respond to the negotiation sequence and a more advanced
mode can be set.

12X

See “X (compact disc access time)”

1394
See “IEEE 1394”

14000
See “ISO 14000 and 14001”

14001
See “ISO 14000 and 14001

1GL

See “programming language generations’

1NF

See “normalization”

1X

See “X (compact disc access time)”

’

2.5G

2.5G describes the state of wireless technology and
capability usually associated with General Packet Radio
Services (GPRS)—that is, between the second and third
generations of wireless technology. The second generation or
2G-level of wireless is usually identified as Global System
for Mobile (GSM) service and the third generation or 3G-
level is wusually identified as Universal Mobile
Telecommunication Service (UMTS). Each generation
provides a higher data rate and additional capabilities. There
is also a fourth generation (4G) of technology in the planning
and research stages.

GPRS offers data speeds at 28 Kbps (and possibly higher)

and is expected to be introduced in the 2001 through 2003
timeframe.

2000

The year 2000 (also known as “Y2K”) raised questions for
anyone who depended on a program in which the year was
represented by a two-digit number, such as “97” for 1997.
Many programs written years ago (when storage limitations
encouraged such information economies) are still being
used. The problem was that when the two-digit space
allocated for “99” rolled over to 2000, the next number was
“00.” Frequently, program logic assumes that the year

number gets larger, not smaller—so “00” was anticipated to
wreak havoc in a program that hadn’t been modified to
account for the millennium.

So pervasive was the problem in the world’s legacy
application payroll, billing, and other programs that a new
industry sprang up dedicated to helping companies solve
the problem. IBM and other major computer manufacturers,
software houses, and consultants offered tools and services
to address this problem.

2001

Midnight UTC on January 1, 2001 marked the beginning of
the third millennium on the Western world’s Gregorian
calendar. 2001 is also the name of the 1968 movie, written by
Arthur C. Clarke and directed by Stanley Kubrick, that
shaped views of the future for several decades, especially
about what future computers might be like. HAL (officially
HAL 9000) is the human-like computer that manages the
spaceship in the movie. HAL (the script says that HAL
stands for “Heuristically Programmed ALgorithmic
computer” but the letters in the name are one letter away
from “IBM”) is programmed to think and talk like a human
being, an artificial intelligence combining people skills with
ruthless calculation. As the movie became part of history
and the real 2001 approached, new views of technology
tended toward the envisionment of a globally networked
“intelligence” for which William Gibson’s matrix in his
fictional Neuromancer and the real World Wide Web seemed
to be harbingers.

24/7

See “24x7"

24X

See “X (compact disc access time)”

24X7

24x7 means “24 hours a day, 7 days a week” and is used to
describe a service, such as computer server monitoring, that
is continuous, is always available (day or night), or involves
products that can run constantly without disruption or
downtime.

2600

2600 is the frequency in hertz (cycles per second) that AT&T
formerly put as a steady signal on any long-distance
telephone line that was not currently in use. Prior to
widespread use of out-of-band signaling, AT&T used in-band
signaling, meaning that signals about telephone connections
were transmitted on the same line as the voice conversations.
Since no signal at all on a line could indicate a pause in a
voice conversation, some other way was needed for the
phone company to know when a line was free for use. So




AT&T put a steady 2600 hertz signal on all free lines.
Knowing this, certain people developed a way to use a
whistle or other device to generate a 2600 hertz tone on a line
that was already in use, making it possible to call anywhere
in the world on the line without anyone being charged.
Cracking the phone system became a hobby for some in the
mostly under-20 set who came to be known as phreaks.

In the 1960s, a breakfast cereal named Captain Crunch
included a free premium: a small whistle that generated a
2600 hertz signal. By dialing a number and then blowing the
whistle, you could fool the phone company into thinking the
line was not being used while, in fact, you were now free to
make a call to any destination in the world.

Today, long-distance companies use Signaling System 7,
which puts all channel signals on a separate signaling
channel, making it more difficult to break into the phone
system.

2GL

See “programming language generations”

2NF

See “normalization”

2X

See “X (compact disc access time)”

3000
See “HP e3000”

3270

The 3270 Information Display System, a product from IBM,
was, prior to the arrival of the PC, the way that almost the
entire corporate world interfaced with a computer. In its day
(the early 1970s), a 3270 display terminal was considered a
vast improvement over its predecessor, the 2260.

The 3277 terminal was a non-graphical (text only)
monochrome (black screen with green letters) display that
buffered data so that key strokes could be saved until the
ENTER key was pressed. (Previous terminals sent every key
stroke immediately to the computer to which the terminal
was attached.) The 3277 was also field-oriented rather than
line-oriented which meant that a program could write an
output data stream to the terminal based on application-
oriented fields rather than having to create the display
output line by line. A number of 3277s could be attached to a
control unit or cluster controller which in turn was attached
to an IBM mainframe computer. Terminals could be
attached to the computer on a relatively high-bandwidth
local link called a channel or “remotely” over a
telecommunication link that was either dedicated (leased) or
dial-up.

3-D

After the personal computer arrived with its own self-
sufficient operating system and applications, it gradually
replaced the 3270 system in much of the corporate world
(although there are almost certainly are some working 3270s
in use as this is being written). A 3270 terminal became the
most prominent example of what became known as a
“dumb terminal,” since it relied entirely on its attachment to
a mainframe (and sometimes a minicomputer) for its
“brains.” The PC attached to a mainframe then became
known generically as an “intelligent workstation.” It could
run its own programs independently of the mainframe and
it could also interface with mainframe applications. There
was one product attempt to blend the two, called the
3270 PC.

The terminals themselves were the 3277 (which attached to a
control unit), a 3275 standalone terminal (for locations where
only a single terminal was needed), the 3278 (a sleeker
version of the 3277), and the 3279 color terminal. The control
units were the 3271 (channel attachment), 3272
(telecommunication attachment), and the 3274 (a control
unit with a smaller form factor that could handle up to 32
terminals). For about 15 years, the 3270 family, one of IBM’s
most successful products ever, was a ubiquitous feature of
offices the world over. The PC changed all that.

However, many thousands of corporate legacy application
programs written to interact with users at 3270s are being
used from PCs equipped with software known generally as
3270 emulation. TN3270 is a program that provides PC users
remote (Telnet) connection to an IBM computer that is
running 3270 applications.

3-D

In computers, 3-D (three dimensions or three-dimensional)
describes an image that provides the perception of depth.
When 3-D images are made interactive so that users feel
involved with the scene, the experience is called virtual
reality. You usually need a special plug-in viewer for your
Web browser to view and interact with 3-D images. Virtual
reality experiences may also require additional equipment.

3-D image creation can be viewed as a three-phase process of
tessellation, geometry, and rendering. In the first phase,
models are created of individual objects using linked points
that are made into a number of individual polygons (tiles).
In the next stage, the polygons are transformed in various
ways and lighting effects are applied. In the third stage, the
transformed images are rendered into objects with very fine
detail.

Popular products for creating 3-D effects include Extreme
3D, LightWave 3D, Ray Dream Studio, 3D Studio MAX,
Softimage 3D, and Visual Reality. The Virtual Reality
Modelling Language (VRML) allows the creator to specify
images and the rules for their display and interaction using
textual language statements.
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3-D browser

A 3-D browser is a Web browser that allows the viewer to
view and interact with six Web pages at a time by creating a
virtual room on the viewer’s screen. Instead of opening six
Web pages, minimizing your screen and toggling back and
forth between pages, imagine you are standing inside a six-
sided cube and each side of the cube is displaying a Web
page. There is a Web page in front of you, a Web page on
each side of you, a page above you, a page below you and a
page behind you. You can use your cursor to rotate the cube
and put any side of the cube directly in front of you. Links
on all the pages are active, so you can click from page to
page and change the “walls” of your virtual Web room. If
you see something that catches your interest, you can use the
zoom feature to enlarge the “wall” so that it becomes a
traditional page viewed on your flat screen.

The concept of a 3-D Web browser has been promoted by
former architect and chief executive officer of 2ce, Mike
Rosen. Rosen hopes that the next generation of computer
users, who have grown up multi-tasking in virtual reality
gaming environments, will embrace a 3-D version of the
Web. Besides being fun, Rosen believes that having the
ability to view multiple pages will be of practical use to day
traders and others whose occupations require them to view
multiple Web pages throughout the day.

3G

Also see UMTS.

3G is a short term for third-generation wireless, and refers to
near-future developments in personal and business wireless
technology, especially mobile communications. This phase is
expected to reach maturity between the years 2003 and 2005.

The third generation, as its name suggests, follows the first
generation (1G) and second generation (2G) in wireless
communications. The 1G period began in the late 1970s and
lasted through the 1980s. These systems featured the first
true mobile phone systems, known at first as “cellular
mobile radio telephone.” These networks used analog voice
signaling, and were little more sophisticated than repeater
networks used by amateur radio operators. The 2G phase
began in the 1990s, and much of this technology is still in
use. The 2G cell phone features digital voice encoding.
Examples include CDMA, TDMA, and GSM. Since its
inception, 2G technology has steadily improved, with
increased bandwidth, packet routing, and the introduction
of multimedia. The present state of mobile wireless
communications is often called 2.5G.

Ultimately, 3G is expected to include capabilities and
features such as

e Enhanced multimedia (voice, data, video, and remote
control)

e Usability on all popular modes (cellular telephone,
e-mail, paging, fax, videoconferencing, and Web
browsing)

e Broad bandwidth and high speed (upwards of 2 Mbps)
e Routing flexibility (repeater, satellite, LAN)

e Operation at approximately 2 GHz transmit and receive
frequencies

e Roaming capability throughout Europe, Japan, and
North America

While 3G is generally considered applicable mainly to
mobile wireless, it is also relevant to fixed wireless and
portable wireless. The ultimate 3G system might be
operational from any location on, or over, the earth’s surface,
including use in or by

e Homes

o Businesses

o Government offices

o Medical establishments

e The military

o Personal and commercial land vehicles

e Private and commercial watercraft and marine craft

e Private and commercial aircraft (except where passenger
use restrictions apply)

e Portable (pedestrians, hikers, cyclists, campers)
e Space stations and spacecraft

Proponents of 3G technology promise that it will “keep
people connected at all times and in all places.”

3GL

See “programming language generations”

3NF

See “normalization”




3-tier application

A 3-tier application is an application program that is
organized into three major parts, each of which is
distributed to a different place or places in a network. The
three parts are

e The workstation or presentation interface
e The business logic
e The database and programming related to managing it

In a typical 3-tier application, the application user’s
workstation contains the programming that provides the
graphical user interface (GUI) and application-specific entry
forms or interactive windows. (Some data that is local or
unique for the workstation user is also kept on the local hard
disk.)

Business logic is located on a local area network (LAN)
server or other shared computer. The business logic acts as
the server for client requests from workstations. In turn, it
determines what data is needed (and where it is located) and
acts as a client in relation to a third tier of programming that
might be located on a mainframe computer.

The third tier includes the database and a program to
manage read and write access to it. While the organization of
an application can be more complicated than this, the 3-tier
view is a convenient way to think about the parts in a large-
scale program.

A 3-tier application uses the client/server computing model.
With three tiers or parts, each part can be developed
concurrently by different team of programmers coding in
different languages from the other tier developers. Because
the programming for a tier can be changed or relocated
without affecting the other tiers, the 3-tier model makes it
easier for an enterprise or software packager to continually
evolve an application as new needs and opportunities arise.
Existing applications or critical parts can be permanently or
temporarily retained and encapsulated within the new tier
of which it becomes a component.

42
42 is the number from Douglas Adams’ The Hitchhiker's

Guide to the Galaxy from which all meaning (”the meaning of
life, the universe, and everything”) could be derived.

A BBC radio script based on Adams’ book contains the
following lines:

("Cave man” lays out following sentence in Scrabble
stones: “What do you get if you multiply six by
nine?”)

Arthur: Six by nine? Forty-two? You know, I've
always felt that there was something fundamentally
wrong with the Universe.

(Faint and distant voice:) Base thirteen!

404

For the literal-minded and those unfamiliar with terms like
“base thirteen,” this is a number system in which the
number 10 is equivalent to our more familiar decimal 13. A
base-13 number 42, therefore, is the same as four 13s plus 2,
or decimal 54. So “six by nine” (six times nine) or decimal 54
is, in base 13, 42. For the mystically inclined, 42 in base 13 is
the same as 110110 in binary (base 2). This could mean
almost anything, and many Adams fans have spent untold
hours discovering all of the places where the number “42”
pops up. For example, there are many mentions of the
number in the Book of Revelations. Others have made a
game of finding 42s, such as these:

e The angle at which light reflects off of water to create a
rainbow is 42 degrees.

e Two physical constants in the universe are the speed of
light and the diameter of a proton. It takes light 10 to the
minus 42nd power seconds to cross the diameter of a
proton.

e A barrel holds 42 gallons.

(It should be noted that all of these 42’s are base 10, not
base 13.)

404

Also see errors.

404 is a frequently-seen status code that tells a Web user that
a requested page is “Not found.” 404 and other status codes
are part of the Web’s Hypertext Transfer Protocol (HTTP),
written in 1992 by the Web’s inventor, Tim Berners-Lee. He
took many of the status codes from the earlier Internet
protocol for transferring files, the File Transfer Protocol
(FTP).

What to Do If You Get a 404

If the site no longer exists, there’s nothing you can do.
However, it only takes one mistyped character to result in a
404. See whether the “htm” should be an “.html” or vice
versa. If you're linking from a Web site, you can do a “View
source” to make sure it wasn’t miscoded. Whether or not it
is, you may want to send a note to the Webmaster so that the
link can be fixed for the next users.

How to Handle 4o4s If You Have a Web Site
Here are some things you can do:

e Use a Web site analysis tool such as Web Trends or
Weblog to identify links that result in 404s, then fix the
links.

e If you change the Uniform Resource Locator (URL) for a
Ppage on your site, retain the old URL as a redirect file,
putting a message on it and inserting a META element
with a REFRESH to change to the new URL in a specified
number of seconds.
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e You can create the page contents for a 404 status code
page and substitute it for the 404 page that the browser
usually provides. This will allow you to personalize the
message and encourage the user to send a note to the
Webmaster so that the situation can be fixed.

4G

4G is the short term for fourth-generation wireless, the stage
of broadband mobile communications that will follow the
still-burgeoning third generation (3G) that is expected to
reach maturity between 2003-2005. 4G services are expected
to be introduced first in Japan, as early as 2006—four years
ahead of the previous target date. The major distinction of
4G over 3G communications is increased data transmission
rates, just as it is for 3G over 2G and 2.5G (the present state
of wireless services, hovering somewhere between 2G and
3G). According to NTT-DoCoMo, the leading Japanese
wireless company, the current download speed for i-mode
(mobile internet service) data is—theoretically—9.6 Kbps,
although in practice the rates tend to be slower. 3G rates are
expected to reach speeds 200 times that, and 4G to yield
further increases, reaching 20-40 Mbps (about 10-20 times
the current rates of ADSL service).

4G is expected to deliver more advanced versions of the
same improvements promised by 3G, such as enhanced
multimedia, smooth streaming video, universal access, and
portability across all types of devices. Industry insiders are
reluctant to predict the direction that less-than-immediate
future technology might take, but 4G enhancements are
expected to include worldwide roaming capability. As was
projected for the ultimate 3G system, 4G might actually
connect the entire globe and be operable from any location
on—or above—the surface of the earth.

4GL

See “programming language generations”

4X

See “X (compact disc access time)”

50X

See “X (compact disc access time)”

5GL

See “programming language generations”

64-bit processor

A 64-bit processor is a microprocessor with a word size of 64
bits, a requirement for memory and data intensive
applications such as computer-aided design (CAD)
applications, database management systems, technical and
scientific applications, and high-performance servers. 64-bit
computer architecture provides higher performance than 32-
bit architecture by handling twice as many bits of
information in the same clock cycle.

The 64-bit processor is backwards compatible with older
applications and operating systems; it detects whether an
application or operating system is 16-bit, 32-bit, or 64-bit and
computes accordingly. This is essential for enterprise
situations where purchasing new software is not feasible.

Intel, IBM, Sun Microsystems, Hewlett Packard, and AMD
currently develop or offer 64-bit processors.

80

If you occasionally see a mysterious “80” on the name of a
Web server that is handling your request for Web pages, this
is a bit of technical stuff showing through when perhaps it
shouldn’t. A Web server sits and waits for requests from a
client (such as your Web browser). Most Web servers are set
up to “awaken” and respond to requests from clients whose
Uniform Resource Locator (URL) requests include “port 80”
as part of their information. When you see the “80” showing
up in the server address at the bottom of your screen, all it
means is that the server uses the usual default port number.
(You don’t usually see this because some servers can be set
up so that this number is not visible to the browser user.)

802.11

In wireless LAN (WLAN) technology, 802.11 refers to a
family of specifications developed by a working group of the
Institute of Electrical and Electronics Engineers (IEEE).
There are three specifications in the family: 802.11, 802.11a,
and 802.11b. All three specify the use of CSMA/CA (carrier
sense multiple access with collision avoidance) as the path-
sharing protocol.

The 802.11 and 802.11b specifications apply to wireless
Ethernet LANSs, and operate at frequencies in the 2.4-GHz
region of the radio spectrum. Data speeds are generally 1
Mbps or 2 Mbps for 802.11, and 5.5 Mbps or 11 Mbps for
802.11b, although speeds up to about 20 Mbps are realizable
with 802.11b. The 802.11b standard is backward compatible
with 802.11. The modulation used in 802.11 has historically
been phase-shift keying (PSK). The modulation method
selected for 802.11b is known as complementary code keying
(CCK), which allows higher data speeds and is less
susceptible to multipath-propagation interference.



The 802.11a specification applies to wireless ATM systems
and operates at radio frequencies between 5 GHz and 6
GHz. A modulation scheme known as OFDM (orthogonal
frequency-division multiplexing) makes possible data
speeds as high as 54 Mbps, but most commonly,
communications take place at 6 Mbps, 12 Mbps, or 24 Mbps.

Also see HiperLAN.

802.3

802.3 is a standard specification for Ethernet, a method of
physical communication in a local area network (LAN),
which is maintained by the Institute of Electrical and
Electronics Engineers (IEEE). In general, 802.3 specifies the
physical media and the working characteristics of Ethernet.
The original Ethernet supports a data rate of 10 megabits per
second (Mbps) and specifies these possible physical media:

e 10BASE-2 (Thinwire coaxial cable with a maximum
segment length of 185 meters)

e 10BASE-5 (Thickwire coaxial cable with a maximum
segment length of 500 meters)

o 10BASE-F (optical fiber cable)
e 10BASE-T (ordinary telephone twisted pair wire)

e 10BASE-36 (broadband multi-channel coaxial cable with
a maximum segment length of 3,600 meters)

This designation is an IEEE shorthand identifier. The “10” in
the media type designation refers to the transmission speed
of 10 Mbps. The “BASE” refers to baseband signalling,
which means that only Ethernet signals are carried on the
medium (or, with 10BASE-36, on a single channel). The “T”
represents twisted-pair; the “F” represents fiber optic cable;
and the “2”, “5”, and “36” refer to the coaxial cable segment
length (the 185 meter length has been rounded up to “2”
for 200).

Also see 100BASE-T and Gigabit Ethernet.

8-VSB

8-VSB (8-level vestigial sideband) is a standard radio
frequency (RF) modulation format chosen by the Advanced
Television Systems Committee (ATSC) for the transmission
of digital television (DTV) to consumers in the United States
and other adopting countries. In the US, the standard is
specified by the Federal Communications Commission
(FCQO) for all digital television broadcasting. Countries in
Europe and elsewhere have adopted an alternative format
called Coded Orthogonal Frequency Division Multiplexing
(COFDM).

The main ATSC standards for DTV are 8-VSB, which is used
in the transmission of video data, MPEG-2 for video signal
compression, and Dolby Digital for audio coding.

The 8-VSB mode includes eight amplitude levels that
support up to 19.28 Mbps of data in a single 6 Mhz channel.
There is also a 16-VSB mode that has 16 amplitude levels and

9000

supports up to 38.57 Mbps of data on a 6 Mhz channel. 8-
VSB is considered effective for the simultaneous
transmission of more than one DTV program (multicasting)
and the transmission of data along with a television program
(datacasting) because it supports large data payloads.

The ATSC adopted the VSB transmission system because of
its large bandwidth, which is needed to transmit HDTV
(high definition television) programming. Detractors claim
that this larger bandwidth is irrelevant if customers cannot
view the transmitted program because of multipath effects.
When a signal is transmitted, it is met with obstructions such
as canyons, buildings, and even people, which scatter the
signal, causing it to take two or more paths to reach its final
destination, the television set. The late arrival of the
scattered portions of the signal causes ghost images. For this
reason, some consumers in metropolitan areas or areas with
rugged terrain opt for cable television instead of fighting
their antennas for better reception. Because a VSB signal is
transmitted on one carrier, it scatters like water blasted on a
wall when met with obstacles, which is not a problem with
Coded Orthogonal Frequency Division Multiplexing
(COFDM), the European standard modulation technique,
because it transmits a signal on multiple carriers.

VSB advocates state that simply buying an outdoor antenna
that rotates solves the multipath interference problem, but
critics worry that customers do not want to buy an expensive
rotating outdoor antenna to view free television programs.
They also worry that the poor reception and the added
expense of an outdoor antenna are slowing the transition to
DTV in ATSC-compliant countries. The VSB scheme also
does not support mobile television viewing. VSB equipment
manufacturers are working on solutions to these two
problems.

8X

See “X (compact disc access time)”

9000
See “ISO 9000”




A Programming Language

AA

See “APL”

A+

See “modem lights”

AAA server

A-Plus (A+) is the name of a process, developed by the
Computing Technology Industry Association (CompTIA), a
large trade group, that certifies individuals for knowledge
about and competency in installing, maintaining,
customizing, and operating personal computers. The
examination is in two parts, the first covering computer
hardware and software in general and the second covering a
specific operating system, such as Windows 98. The exam is
administered by Drake Parametric and there is a fee. A
number of companies provide in-house or self-taught
preparation for the exam.

CompTIA also sponsors specialized certification for
document imaging and a network certification exam. The
A-Plus certification is somewhat more basic and less
product-specific than other certifications, such as Microsoft’s
Microsoft Certified Systems Engineer certifications.

An advantage of certification in any industry is that it
promotes self-regulation rather than government regulation.

a2b

a2b (for short; the site is actually called “a2b music”) is a
Web site that lets you download and play samples or
complete songs from popular music recordings, using a
music player developed by AT&T. At the a2b music Web
site, after first downloading the player, you can then
download and play short samples or complete songs from
new CD music recordings. The sound, which is said to be
“CD-quality,” is made possible through MPEG standard
Advanced Audio Coding (AAC), a technology that AT&T
Labs helped to develop. After sampling a short preview of a
song, you can download the entire song from the Web site.
Some songs are free and some require an online purchase.
You are also invited to purchase the entire CD from the site
using secure online ordering. a2b music partners include
major recording companies and new releases include those
from such artists as Tori Amos, Counting Crows, Willie
Nelson, and Bonnie Raitt.

The compression algorithm uses a successor to the MP3
(MPEG-1. layer 3) technology that a2b says offers better
stereo sound and such advances as temporal noise shaping and
pairwise coding. a2b uses public key cryptography to ensure
that only the purchaser can play the music. The player is
initially offered for Windows 9x/NT users and is promised
for Mac users.

An AAA server is a server program that handles user
requests for access to computer resources and, for an
enterprise, provides authentication, authorization, and
accounting (AAA) services. The AAA server typically
interacts with network access and gateway servers and with
databases and directories containing user information. The
current standard by which devices or applications
communicate with an AAA server is the Remote
Authentication Dial-In User Service (RADIUS).

Also see authentication, authorization, and accounting.

AARP

AARP (AppleTalk Address Resolution Protocol) is a way to
map between the physical hardware addresses of
computers, such as those known to an Ethernet or token
ring local area network, and their temporarily assigned
AppleTalk network addresses.

AAUI

An AAUI (Apple attachment unit interface) is the 14- or 15-
pin port or connection interface on earlier models of
Macintosh computers that allowed it to be connected by a
short interface cable (or “transceiver”) to an Ethernet cable.
Later or more advanced models provide a standard
registered jack (10Base-T) connection from an Ethernet-
capable Macintosh to the Ethernet cable.

abacus

An abacus is a manual aid to calculating that consists of
beads or disks that can be moved up and down on a series of
sticks or strings within a usually wooden frame. The abacus
itself doesn’t calculate; it's simply a device for helping a
human being to calculate by remembering what has been
counted. The modern Chinese abacus, which is still widely
used in China and other countries, dates from about 1200
A.D. It is possible that it derives from the earlier counting
boards used around the Mediterranean as early as 300 B.C.
An Aztec version of an abacus, circa 900-1000 A.D., is made
from maize (corn) threaded through strings mounted in a
wooden frame.

There are Japanese and Russian versions of the abacus and
several modern “improved” versions.



abampere

The abampere (symbolized abA) is the unit of current in the
cgs (centimeter/gram/second) system of electromagnetic
units. It is the equivalent of one abcoulomb (1 abC) of charge
carriers moving past a specific point in one second.

The abampere is a moderately large unit of current,
equivalent to 10 amperes (A). In most applications, the
ampere, which is the unit of current in the International
System of Units (SI), is preferred.

Also see current, cgs or small-unit metric system, and
International System of Units (SI).

abandonware

Abandonware is computer software (such as an operating
system, word processor, interactive game, or audio file) that
is no longer marketed or distributed by the company that
created it, but is obtainable from some other source. Some
popular products that have been at least temporarily
abandoned include NeXTStep, the operating system for the
NEXT computer; OpenStep, its successor; and many
interactive games that were replaced by more sophisticated
products. In some cases, a company or Web site gets
permission from the creator to distribute the abandoned
program; but sometimes they don’t. To use abandonware
that you download, you often need a license string that the
software recognizes as entitling the user to install it. In this
case, the downloading site provides a license string that is
known to work.

Abandonware is often provided as freeware or as priced
shareware.

ABAP

ABAP is a programming language for developing
applications for the SAP R/3 system, a widely-installed
business application subsystem. The latest version, ABAP
Objects, is object-oriented programming. SAP will run
applications written using ABAP/4, the earlier ABAP
version, as well as applications using ABAP Objects.

SAP’s original business model for R/3 was developed before
the idea of an object-oriented model was widespread. The
transition to the object-oriented model reflects an increased
customer demand for it. ABAP Objects uses a single
inheritance model and full support for object features such
as encapsulation, polymorphism, and persistence.

ABBH

See “average bouncing busy hour”

ABCD data switch

An ABCD data switch is a small box that lets you hook up to
four devices from one PC serial or parallel port on your
computer. For example, if you have both a black-and-white

abend

laser printer for regular printing and a color inkjet printer for
when you want color, you may want to attach them both to
your computer. Perhaps you also have a tape backup drive
that needs to be attached. You can connect all of them to the
ABCD box which is in turn connected to your PC’s parallel
port. By turning a rotary switch on the box to the A, B, C, or
D (if you have a fourth device attached) position, you can
select the device you want to be active. (You will need to tell
your operating system the kind of device that’s attached
whenever you switch.)

The data switch can also be used to have up to four
computers share the same printer or other device.

This handy little switch costs about $20 (U.S.) and can be
purchased in local PC stores.

abcoulomb

The abcoulomb (abbreviated abC) is the unit of charge
quantity in the cgs (centimeter/gram/second) system of
electromagnetic units. It is approximately equal to the
charge contained in 6.24 x 10" electrons.

The force with which two electrically charged bodies attract
or repel one another depends on the product of the charges
in abcoulombs in both objects, and also on the distance
between the objects. If the polarities are the same, the force is
repulsive; if the polarities are opposite, the force is attractive.
For any two charged bodies, the force decreases in
proportion to the square of the distance between their charge
centers.

The abcoulomb is a moderately large unit in practical terms,
equivalent to 10 coulombs (C). In most applications, the
coulomb, which is the standard unit of charge quantity in
the International System of Units (SI), is preferred.

Also see charge quantity, cgs or small-unit metric system,
and International System of Units (SI).

abend

An abend (a combining of two words, abnormal end, when
operator messages were as short as possible) is an abnormal,
rather than planned, end or termination of a computer
program because of some problem with how it is running.
For example, the program may have attempted to address
some computer memory space that it was not given the right
to address. This term is more common in older mainframe
systems than in PC systems.

When used, abend usually refers to the abnormal end of an
application program because of application errors. Failure of
the operating system is usually called a crash. In smaller
systems, the term crash is applied to both application
program and operating system failure. A crash also can be
caused by hardware failure.

11



12

Whatis?Com’ s Encyclopedia of Technology Terms

abfarad

The abfarad (abbreviated abF) is the unit of electromagnetic
capacitance in the cgs (centimeter/gram/second) system of
units. If a charge of one abcoulomb (1 abC) produces a
potential difference of one abvolt (1 abV) in a capacitance,
then that capacitance is 1 abF.

A capacitance as large as 1 abF is unknown. It is equivalent
to 10° farads. The farad (F) is the standard unit of
capacitance in the International System of Units (SI). Even
this unit is large; a 1-F capacitor is almost never found in the
real world.

In practical applications, the microfarad (uF) and the
picofarad (pF) are most often used to quantify capacitance;
the abfarad is rarely seen in literature. For comparison, 1 uF
=10°Fand 1 pF = 10" F. Thus, 1 abF = 10" uF = 10*' pF.

Also see capacitance, farad, cgs or small-unit metric system,
and International System of Units (SI).

abhenry

The abhenry (abbreviated abH) is the unit of electromagnetic
inductance in the cgs (centimeter/gram/second) system of
units. It is equivalent to 10 henry. In a 1-abH inductance, a
current that increases or decreases at one abampere per
second (1 abA/s) will produce an electromotive force (EMF)
of one abvolt (1 abV).

It is unusual to see an inductance as large as one henry (1 H)
in the real world, but a 1-abH inductance is small, and is not
uncommon. In fact, 1 abH is the equivalent of one
nanohenry (1 nH), an often-used unit of inductance,
especially at ultra-high and microwave radio frequencies.
The henry is the standard unit of inductance in the
International System of Units (SI).

In practical applications, the microhenry (uH) and the
nanohenry (nH) are most often used to quantify inductance.
For comparison, 1 pH = 10° H and 1 nH = 10° H. Thus, 1
abH = 0.001 pH =1 nH.

Also see inductance, henry, cgs or small-unit metric
system, and International System of Units (SI).

abohm

The abohm (symbolized abQ) is the unit of electromagnetic
resistance in the cgs (centimeter/gram/second) system of
units. It is equivalent to 10 ohms. When a current of one
abampere (1 abA) flows through a resistance of 1 abQ, the
resulting potential difference across the component is one
abvolt (1 abV).

The abohm is an extremely small unit of resistance. In fact,
an object with a resistance of 1 abQ would make an excellent
electrical conductor. In practical applications, the ohm, the
kilohm (k) and the megohm (MQ or M) are most often used

to quantify resistance. For comparison, 1 abQ = 107> MQ =
107" kQ. The ohm (Q) is the standard unit of resistance in the
International System of Units (SI).

Also see resistance, ohm, cgs or small-unit metric system,
and International System of Units (SI).

absiemens

The absiemens (symbolized abS) is the unit of conductance
in the cgs (centimeter/gram/second) electromagnetic
system of units. It is equivalent to 10° siemens (S).

When a current of one abampere (1 abA) flows through a
conductance of 1 abS, the resulting potential difference
across the component is one abvolt (1 abV). If the
conductance is doubled while the current remains the same,
the resulting voltage across the component is cut in half.
Conversely, if the conductance is cut in half while the
current remains the same, the resulting voltage across the
component is doubled. The conductance in absiemens is the
reciprocal of the resistance in abohms (ab().

The absiemens is an extremely large unit of conductance. In
fact, an object with a conductance of 1 abS would make an
excellent electrical conductor. In practical applications, the
siemens, the millisiemens (mS) and the microsiemens (uS)are
most often used to quantify conductance. For comparison, 1
abS = 10" pS = 10'> mS. The siemens is the standard unit of
conductance in the International System of Units (SI).

Also see abohm, conductance, siemens, cgs or small-unit
metric system, and International System of Units (SI).

Abstract Syntax Notation One

Abstract Syntax Notation One (ASN.1) is a standard way to
describe a message (a unit of application data) that can be
sent or received in a network. ASN.1 is divided into two
parts: (1) the rules of syntax for describing the contents of a
message in terms of data type and content sequence or
structure and (2) how you actually encode each data item in
a message. ASN.1 is defined in two ISO standards for
applications intended for the Open Systems Interconnection
(OSI) framework:

e ISO 8824/ITU X.208 specifies the syntax (for example,
which data item comes first in the message and what its
data type is)

e IS0 8825/ITU X.209 specifies the basic encoding rules for
ASN.1 (for example, how to state how long a data
item is)

Here’s an example of a message definition specified with
ASN.1 notation:

Report ::= SEQUENCE {
author OCTET STRING,
title OCTET STRING,
body OCTET STRING,
biblio Bibliography }



In this very simple example, “Report” is the name of this
type of message. SEQUENCE indicates that the message is a
sequence of data items. The first four data items have the
data type of OCTET STRING, meaning each is a string of
eight-bit byte (the term OCTET was used rather than BYTE
because it can’t be assumed that all computers will have
eight bits in a byte). The bibliography data item is another
definition named “Bibliography” that is used within this
one. It might look like this:
Bibliography ::= SEQUENCE {

author OCTET STRING
title OCTET STRING
publisher ~ OCTET STRING
year OCTET STRING }

Other data types that can be specified include: INTEGER,
BOOLEAN, REAL, and BIT STRING. An ENUMERATED
data type is one that takes one of several possible values.
Data items can be specified as OPTIONAL (not necessarily
present).

Abstract Window Toolkit

Abstract Window Toolkit (AWT) is a set of application
program interfaces (APIs) used by Java programmers to
create graphical user interface (GUI) objects, such as
buttons, scroll bars, and windows. AWT is part of the Java
Foundation Classes (JFC) from Sun Microsystems, the
company that originated Java. The JFC are a comprehensive
set of GUI class libraries that make it easier to develop the
user interface part of an application program.

A more recent set of GUI interfaces called Swing extends the
AWT so that the programmer can create generalized GUI
objects that are independent of a specific operating system’s
windowing system.

abstraction

Abstraction (from the Latin abs, meaning away from and
trahere, meaning fo draw) is the process of taking away or
removing characteristics from something in order to reduce
it to a set of essential characteristics. In object-oriented
programming, abstraction is one of three central principles
(along with encapsulation and inheritance). Through the
process of abstraction, a programmer hides all but the
relevant data about an object in order to reduce complexity
and increase efficiency. In the same way that abstraction
sometimes works in art, the object that remains is a
representation of the original, with unwanted detail omitted.
The resulting object itself can be referred to as an abstraction,
meaning a named entity made up of selected attributes and
behavior specific to a particular usage of the originating entity.
Abstraction is related to both encapsulation and data
hiding.

In the process of abstraction, the programmer tries to ensure
that the entity is named in a manner that will make sense
and that it will have all the relevant aspects included and

abwatt

none of the extraneous ones. A real-world analogy of
abstraction might work like this: You (the object) are
arranging to meet a blind date and are deciding what to tell
them so that they can recognize you in the restaurant. You
decide to include the information about where you will be
located, your height, hair color, and the color of your jacket.
This is all data that will help the procedure (your date
finding you) work smoothly. You should include all that
information. On the other hand, there are a lot of bits of
information about you that aren’t relevant to this situation:
your social security number, your admiration for obscure
films, and what you took to “show and tell” in fifth grade
are all irrelevant to this particular situation because they
won’t help your date find you. However, since entities may
have any number of abstractions, you may get to use them in
another procedure in the future.

abvolt

The abvolt (symbolized abV) is the unit of electromotive
force (EMF) or potential difference in the cgs (centimeter/
gram/second) electromagnetic system of units. When an
EMF of 1 abV exists between two points, then one erg of
energy is needed to move one abcoulomb (1 abC) of charge
carriers between those two points.

A potential difference of 1 abV will drive a current of one
abampere (1 abA) through a resistance of one abohm (abQ).
Ohm’s Law applies for the cgs electromagnetic units, just as
it does for the units in the International System of Units (SI).
That is:

E =1IR

where E is the EMF in abvolts, I is the current in abamperes,
and R is the resistance in abohms.

The abvolt is a tiny unit of EMF, equal to 108 volts (V). In
most practical applications, the volt, which is the unit of
potential difference in SI, is preferred.

Also see voltage, cgs or small-unit metric system, and
International Systems of Units (SI).

abwatt

The abwatt (symbolized abW) is the unit of power in the cgs
(centimeter/gram/second) electromagnetic system of units.
In a direct-current (DC) circuit, 1 abW is the power
dissipated, radiated, or expended when one abvolt (1 abV)
of potential difference drives a current of one abampere (1
abA) through a component.

In a DC circuit, or in an alternating-current (AC) circuit in
which there is no reactance, the following formula holds:
P=EI

where P is the power in abwatts, E is the potential difference
in abvolts, and I is the current in abamperes.

The abwatt is a small unit of power, equivalent to 107 watt

(W) or 0.1 microwatt (uW). The abwatt, by coincidence, is the
same size as the statwatt (statW), the unit of power in the cgs
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electrostatic system of units. But in most applications, the
watt, which is the unit of power in the International System
of Units (SI), is preferred.

Also see power, watt, cgs or small-unit metric system, and
International System of Units (SI).

AC

See “alternating current”

Accelerated Graphics Port

AGP (Accelerated Graphics Port) is an interface
specification that enables 3-D graphics to display quickly
on ordinary personal computers. AGP is an interface
designed to convey 3-D images (for example, from Web sites
or CD-ROMs) much more quickly and smoothly than is
possible today on any computer other than an expensive
graphics workstation. The interface uses your computer’s
main storage (RAM) for refreshing the monitor image and to
support the texture mapping, z-buffering, and alpha blending
required for 3-D image display. The AGP main memory use
is dynamic, meaning that when not being used for
accelerated graphics, main memory is restored for use by the
operating system or other applications.

Intel, which has taken the lead in developing its
specifications, introduced AGP into a chipset for its
Pentium microprocessor. The newer, faster microchips in
Intel’s Pentium line are designed to work with the AGP
chipset. Intel says the advanced floating point unit and
faster cache algorithm of the more advanced Pentiums are
better adapted for 3-dimensional applications.

Accelerated Hub Architecture

Accelerated Hub Architecture (AHA) (also called Intel Hub
Architecture) is an Intel 800-series chipset design that uses a
dedicated bus to transfer data between the two main
processor chips instead of using the Peripheral Component
Interconnect (PCI) bus, which was used in previous chipset
architectures. The Accelerated Hub Architecture provides
twice the bandwidth of the traditional PCI bus architecture
at 266 MB per second. The Accelerated Hub Architecture
consists of a memory controller hub and an input/output
(I/O) controller hub (a controller directs or manages access to
devices). The memory controller hub provides the central
processing unit (CPU) interface, the memory interface, and
the accelerated graphics port (AGP) interface. The memory
controller hub supports single or dual processors with up to
1 GB of memory. The memory controller hub also allows for
simultaneous processing, which enables more life-like audio
and video capabilities.

The I/0O controller hub provides a direct connection from the
memory to the I/O devices, which includes any built-in
modem and audio controllers, hard drives, Universal Serial
Bus (USB) ports, and PCI add-in cards. The I/O controller

hub also includes the Alert on LAN (local area network)
feature that sounds an alert when software failures or
system intrusion occurs.

acceptable use policy

An acceptable use policy (AUP) is a policy that a network
access user must agree to follow in order to be provided
with access service. When you sign up with an Internet
service provider (ISP), you will usually be presented with an
AUP, which states that you agree to adhere to stipulations
such as:

e Not using the service as part of violating any law

e Not attempting to break the security of any computer
network or user

e Not posting commercial messages to Usenet groups
without prior permission

e Not attempting to send junk e-mail or spam to anyone
who doesn’t want to receive it

e Not attempting to mail bomb a site with mass amounts
of e-mail in order to flood their server.

Users also typically agree to report any attempt to break into
their accounts. A number of spammers have had their access
service terminated.

access

Access is simply being able to get to what you need. Data
access is being able to get to (usually having permission to
use) particular data on a computer. Web access means
having a connection to the World Wide Web through an
access provider or an online service provider such as
America Online.

For data access, access is usually specified as read-only
access and read /write access.

access control list

An access control list (ACL) is a table that tells a computer
operating system which access rights each user has to a
particular system object, such as a file directory or
individual file. Each object has a security attribute that
identifies its access control list. The list has an entry for each
system user with access privileges. The most common
privileges include the ability to read a file (or all the files in a
directory), to write to the file or files, and to execute the file
(if it is an executable file, or program). Microsoft Windows
NT/2000, Novell's NetWare, Digital's OpenVMS, and
UNIX-based systems are among the operating systems that
use access control lists. The list is implemented differently
by each operating system.

In Windows NT/2000, an access control list (ACL) is
associated with each system object. Each ACL has one or
more access control entries (ACEs) consisting of the name of
a user or group of users. The user can also be a role name,



such as “programmer,” or “tester.” For each of these users,
groups, or roles, the access privileges are stated in a string of
bits called an access mask. Generally, the system
administrator or the object owner creates the access control
list for an object.

access log

An access log is a list of all the requests for individual files
that people have requested from a Web site. These files will
include the HTML files and their imbedded graphic images
and any other associated files that get transmitted. The
access log (sometimes referred to as the “raw data”) can be
analyzed and summarized by another program.

In general, an access log can be analyzed to tell you:
e The number of visitors (unique first-time requests) to a
home page

e The origin of the visitors in terms of their associated
server’s domain name (for example, visitors from .edu,
.com, and .gov sites and from the online services)

e How many requests for each page at the site, which can
be presented with the pages with most requests listed
first

e Usage patterns in terms of time of day, day of week, and
seasonally

Access log keepers and analyzers can be found as shareware
on the Web or may come with a Web server.

access method

1) In computing, an access method is a program or a
hardware mechanism that moves data between the
computer and an outlying device such as a hard disk (or
other form of storage) or a display terminal. The term is
sometimes used to refer to the mechanics of placing or
locating specific data at a particular place on a storage
medium and then writing the data or reading it. It is also
used to describe the way that data is located within a larger
unit of data such as a data set or file.

2) An access method is also an application program interface
(API) that a programmer uses to create or access data sets or
to read from or write to a display terminal or other output
device. Examples are the Virtual Sequential Access Method
(VSAM) and the Virtual Telecommunication Access Method
(VTAM).

access provider

An access provider is any organization that arranges for an
individual or an organization to have access to the Internet.
Access providers are generally divided into two classes:
Internet access providers (ISPs) and online service providers
(OSPs). ISPs can be local businesses that pay for a high-
speed connection to one of the companies (such as AT&T,
Sprint, or MCI in the U.S.) that are part of the Internet. They
can also be national or international companies that have

ACID

their own networks (such as AT&T’s WorldNet or IBM’s
Global Services). OSPs, sometimes just called “online
services,” also have their own networks but provide
additional information services not available to non-
subscribers. America Online is the most successful example
of an OSP.

A typical charge from an access provider for an individual
account is $10—30 U.S. a month, depending on the amount
of usage you contract for. Hours of use beyond the arranged
number are billed as an extra charge at an hourly rate. Both
national and local access providers compete for business in
national and local publications.

Microsoft's Windows systems offer personal computer users
access to the Microsoft Internet service as well as to America
Online, IBM, and several other services.

An access provider may have its own point-of-presence
(POP) on the Internet, or it may be a company that has a
telecommunication connection to someone else with a POP.

An access provider is not the same as a “space provider”
(virtual host), a company that provides space and
management for individual or business Web sites. However,
some access providers do provide a certain amount of space
for a Web site as part of their service.

access time

Access time is the time from the start of one storage device
access to the time when the next access can be started.
Access time consists of latency (the overhead of getting to
the right place on the device and preparing to access it) and
transfer time.

The term is applied to both random access memory (RAM)
access and to hard disk and CD-ROM access. For RAM
access, IBM prefers the term cycle time. However, the use of
access time for RAM access is common. Access time to RAM
is usually measured in nanoseconds. Access time to a hard
disk or CD-ROM is usually measured in milliseconds.

ACD

See “Automatic Call Distributor”

ACH

See “Automated Clearing House”

ACID

ACID (atomicity, consistency, isolation, and durability) is an
acronym and mnemonic device for learning and
remembering the four primary attributes ensured to any
transaction by a transaction manager (which is also called a
transaction monitor). These attributes are:

Atomicity. In a transaction involving two or more discrete
pieces of information, either all of the pieces are committed
or none are.
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Consistency. A transaction either creates a new and valid
state of data, or, if any failure occurs, returns all data to its
state before the transaction was started.

Isolation. A transaction in process and not yet committed
must remain isolated from any other transaction.

Durability. Committed data is saved by the system such
that, even in the event of a failure and system restart, the
data is available in its correct state.

The ACID concept is described in ISO/IEC 10026-1:1992
Section 4. Each of these attributes can be measured against a
benchmark. In general, however, a transaction manager or
monitor is designed to realize the ACID concept. In a
distributed system, one way to achieve ACID is to use a
(2PC), which ensures that all involved sites must commit to
transaction completion or none do, and the transaction is
rollback.

ACL

See “access control list”

ACM

See “Association for Computing Machinery”

acoustic coupler

An acoustic coupler is a hardware device that enables a
modem (a device that converts signals from analog to
digital and from digital back to analog) to connect to a voice
circuit. A handset adapter is used to receive modem tones
through the handset’s mouthpiece, and the earpiece is used
to transmit these tones to the modem.

Acrobat

Acrobat is a program from Adobe that lets you capture a
document and then view it in its original format and
appearance. Acrobat is ideal for making documents or
brochures that were designed for the print medium viewable
electronically and capable of being shared with others on the
Internet. To view an Acrobat document, which is called a
Portable Document Format (PDF) file, you need Acrobat
Reader. The Reader is free and can be downloaded from
Adobe. You can use it as a standalone reader or as a plug-in
in a Web browser.

Acrobat is actually a set of products. The latest version
includes a “toolkit” that lets you scan in or otherwise
capture documents created with Word, Pagemaker, and
other desktop publishing products. The resulting PDF files
can then be available for viewing either directly with the
Reader or they can be viewed as embedded files within the
browser.

acronym

An acronym (pronounced AK-ruh-nihm, from Greek acro- in
the sense of extreme or tip and onyma or name) is an
abbreviation of several words in such a way that the
abbreviation itself forms a word. According to Webster’s, the
word doesn’t have to already exist; it can be a new word.
Webster’s cites “snafu” and “radar”, two terms of World
War Two vintage, as examples. Implicit is the idea that the
new word has to be pronounceable and ideally easy to
remember.

Frequently, acronyms are formed that use existing words
(and sometimes the acronym is invented first and the phrase
name represented is designed to fit the acronym). Here are
some examples of acronyms that use existing words:

BASIC....Beginner’s All-Purpose Symbolic Instruction Code
NOW.....National Organization for Women
WHO....World Health Organization

Abbreviations that use the first letter of each word in a
phrase are sometimes referred to as initialisms. Initialisms
can be but are not always acronyms. AT&T, BT, CBS, CNN,
IBM, and NBC are initialisms that are not acronyms. Many
acronym lists you'll see are really lists of acronyms and
initialisms or just lists of abbreviations. (Note that
abbreviations include shortened words like “esp” for
“especially” as well as shortened phrases.)

Summing up:
e An abbreviation is a shortening of a word or a phrase.
e An acronym is an abbreviation that forms a word.

e Aninitialism is an abbreviation that uses the first letter of
each word in the phrase (thus, some but not all
injtialisms are acronyms).

By the way, an acronym so familiar that no one remembers

what it stands for is called an anacronym.

acronyms used in online chatting

See “chat abbreviations”

ACTA

ACTA (America’s Carriers Telecommunications Associa-
tion) is a lobbying organization for over 165 small long-
distance telephone carrier companies. It was organized in
1985 to represent the interests of the group before legislative
and regulatory bodies. The organization is based in
Casselberry, Florida.

Active Directory

Active Directory is Microsoft’s trademarked directory
service, an integral part of the Windows 2000 architecture.
Like other directory services, such as Novell Directory
Services (NDS), Active Directory is a centralized and
standardized system that automates network management




of user data, security, and distributed resources, and
enables interoperation with other directories. Active
Directory is designed especially for distributed networking
environments.

Active Directory features include:
e Support for the X.500 standard for global directories

e The capability for secure extension of network
operations to the Web

e A hierarchical organization that provides a single point
of access for system administration (management of user
accounts, clients, servers, and applications, for example)
to reduce redundancy and errors

e An object-oriented storage organization, which allows
easier access to information

e Support for the Lightweight Directory Access Protocol
(LDAP) to enable inter-directory operability

e Designed to be both backward compatible and forward
compatible

active matrix display

Active matrix (also known as thin film transistor) is a
technology used in the flat panel liquid crystal displays of
notebook and laptop computers. Active matrix displays
provide a more responsive image at a wider range of
viewing angle than dual scan (passive matrix) displays.

Desktop computer displays or monitors usually have cathode
ray tube technology.

active network

An active network is a network in which the nodes are
programmed to perform custom operations on the messages
that pass through the node. For example, a node could be
programmed or customized to handle packets on an
individual user basis or to handle multicast packets
differently than other packets. Active network approaches
are expected to be especially important in networks of
mobile users. “Smart packets” use a special self-describing
language that allows new kinds of information to be carried
within a packet and operated on by a node.

A Secure Active Network Environment (SANE) is an
architecture for a trusted or secure active network.

Active Server Page

ASP is also an abbreviation for application service provider.

An Active Server Page (ASP) is an HTML page that includes
one or more scripts (small embedded programs) that are
processed on a Microsoft Web server before the page is sent
to the user. An ASP is somewhat similar to a server-side
include or a common gateway interface (CGI) application in
that all involve programs that run on the server, usually
tailoring a page for the user. Typically, the script in the Web
page at the server uses input received as the result of the

ActiveX

user’s request for the page to access data from a database
and then builds or customizes the page on the fly before
sending it to the requestor.

ASP is a feature of the Microsoft Internet Information Server
(IIS), but, since the server-side script is just building a
regular HTML page, it can be delivered to almost any
browser. You can create an ASP file by including a script
written in VBScript or JScript in an HTML file or by using
ActiveX Data Objects (ADOs) program statements in the
HTML file. You name the HTML file with the “.asp” file
suffix. Microsoft recommends the use of the server-side ASP
rather than a client-side script, where there is actually a
choice, because the server-side script will result in an easily
displayable HTML page. Client-side scripts (for example,
with JavaScript) may not work as intended on older
browsers.

Active Template Library

Active Template Library (ATL), formerly called ActiveX
Template Library) is a Microsoft program library (set of
prepackaged program routines) for use when creating
Active Server Page (ASP) code and other ActiveX program
components with C++ (including Visual C++). A Web site
developer that wants to forward user requests to a program
in the Web server can write a common gateway interface
application or, if the server is Microsoft’s Internet
Information Server (IIS), can include a script in the HTML
(Web) page. The page itself is called an Active Server Page
(ASP) and has a suffix of .asp. The script in the Active Server
Page is interpreted and performed at the server before the
page is sent on to the user. Another approach is to have this
script (written in Microsoft’s VBScript or JScript) in turn call
a compiled program, written typically in C++, a
sophisticated object-oriented programming language. Since
a compiled program runs faster than a script, the Web page
will be formulated faster and returned more quickly to the
user. A C++ program also can interface more closely with
the operating system than a script can, and there are several
other advantages. On the other hand, it is more difficult and
time-consuming to write a program in C++ than to write one
in a script language.

The Active Template Library lets the programmer build
Component Object Models object that can be called by the
script on an ASP page. These objects are described by
Microsoft as being fast and having industrial strength.
Objects you can build using the ATL include full controls,
Internet Explorer controls, property pages, and dialog boxes.

ActiveX

Also see ActiveX control.

ActiveX is the name Microsoft has given to a set of
“strategic” object-oriented programming technologies and
tools. The main technology is the Component Object Model
(COM). Used in a network with a directory and additional
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support, COM becomes the Distributed Component Object
Model (DCOM). The main thing that you create when
writing a program to run in the ActiveX environment is a
component, a self-sufficient program that can be run
anywhere in your ActiveX network (currently a network
consisting of Windows and Macintosh systems). This
component is known as an ActiveX control. ActiveX is
Microsoft’'s answer to the Java technology from Sun
Microsystems. An ActiveX control is roughly equivalent to a
Java applet.

If you have a Windows operating system on your personal
computer, you may notice a number of Windows files with
the “OCX” file name suffix. OCX stands for “Object Linking
and Embedding control.” Object Linking and Embedding
(OLE) was Microsoft’s program technology for supporting
compound documents such as the Windows desktop. The
Component Object Model now takes in OLE as part of a
larger concept. Microsoft now uses the term “ActiveX
control” instead of “OCX” for the component object.

One of the main advantages of a component is that it can be
re-used by many applications (referred to as component
containers). A COM component object (ActiveX control) can
be created using one of several languages or development
tools, including C++ and Visual Basic, or PowerBuilder, or
with scripting tools such as VBScript.

Currently, ActiveX controls run in Windows 95/98/NT/
2000 and in Macintosh. Microsoft plans to support ActiveX
controls for UNIX.

ActiveX control

An ActiveX control is a component program object that can
be re-used by many application programs within a computer
or among computers in a network. The technology for
creating ActiveX controls is part of Microsoft’s overall
ActiveX set of technologies, chief of which is the Component
Object Model (COM). ActiveX controls can be downloaded
as small programs or animations for Web pages, but they
can also be used for any commonly needed task by an
application program in the latest Windows and Macintosh
environments. In general, ActiveX controls replace the
earlier OCX (Object Linking and Embedding custom
controls). An ActiveX control is roughly equivalent in
concept and implementation to the Java applet.

An ActiveX control can be created in any programming
language that recognizes Microsoft’s Component Object
Model. The distributed support for COM is called the
Distributed Component Object Model (DCOM). In
implementation, an ActiveX control is a dynamic link
library (DLL) module. An ActiveX control runs in what is
known as a container, an application program that uses the
Component Object Model program interfaces. This reuseable
component approach to application development reduces
development time and improves program capability and

quality. Windows application development programs such
as PowerBuilder and Microsoft Access take advantage of
ActiveX controls.

Visual Basic and C++ are commonly used to write ActiveX
controls.

ActiveX Data Objects

ActiveX Data Objects (ADO) is an application program
interface from Microsoft that lets programmers writing
Windows applications get access to a relational or
nonrelational database from both Microsoft and other
database providers. For example, if you wanted to write a
program that would provide users of your Web site with
data from an IBM DB2 database or an Oracle database, you
could include ADO program statements in an HTML file
that you then identified as an Active Server Page. When a
user requested the page from the Web site, the page sent
back could include appropriate data from a database,
obtained using ADO code.

Like Microsoft’s other system interfaces, ADO is an object-
oriented programming interface. It is also part of an overall
data access strategy from Microsoft called Universal Data
Access. Microsoft says that rather than try to build a
universal database as IBM and Oracle have suggested, why
not provide universal access to various kinds of existing and
future databases? In order for this to work, Microsoft and
other database companies provide a “bridge” program
between the database and Microsoft’'s OLE DB, the low-level
interface to databases. OLE DB is the underlying system
service that a programmer using ADO is actually using. A
feature of ADO, Remote Data Service, supports “data-
aware” ActiveX controls in Web pages and efficient client-
side caches. As part of ActiveX, ADO is also part of
Microsoft’s overall Component Object Model (COM), its
component-oriented framework for putting programs
together.

ADO evolved from an earlier Microsoft data interface,
Remote Data Objects (RDO). RDO works with Microsoft’s
ODBC to access relational databases, but not nonrelational
databases such as IBM’s ISAM and VSAM.

ACTS

ACTS (Automatic Coin Telephone System) is a public coin-
operated telephone service that completes a variety of phone
calls, times the calls, and collects payment without the aid of
an operator.

Ada

Ada (pronounced AY-duh) is a programming language
somewhat similar to Pascal that was selected in a
competition and made a U.S. Defense Department standard.
(It is named for Augusta Ada Byron, Countess of Lovelace
[1815-1852], who helped Charles Babbage conceive how
programs might run in his mechanical Analytical Engine.




She is often considered the first computer programmer.) Ada
was originally intended for real-time embedded systems
programming.

By its supporters, Ada is described as a programming
language that avoids error-prone notation, is relatively quick
to implement, encourages reuse and team coordination, and
is relatively easy for other programmers to read. The most
recent version, Ada 95, is apparently a significant
improvement over earlier versions. Among the
sophisticated, according to The New Hacker’s Dictionary,
Ada has a reputation as a committee-written language, with
poor exception-handling and interprocess communication
features. It's not clear that “hackers” still feel this way. The
Ada home page says: “The original Ada design was the
winner of a language design competition; the winning team
was headed by Jean Ichbiah (Ichbiah’s language was called
“Green”). The 1995 revision of Ada (Ada 95) was developed
by a small team led by Tucker Taft. In both cases, the design
underwent a public comment period where the designers
responded to public comments.”

Ada 95 can be used with object-oriented programming
design methodology and source code can be compiled into
Java classes by the Ada 95 compiler. These classes can be
run as Java applets or applications on a Java virtual
machine.

First standardized by ANSI in 1983 and ISO in 1987, the
latest standard is ANSI/ISO/IEC-8652:1995 Ada 95.

adapter

An adapter is a physical device that allows one hardware or
electronic interface to be adapted (accommodated without
loss of function) to another hardware or electronic interface.
In a computer, an adapter is often built into a card that can
be inserted into a slot on the computer’s motherboard. The
card adapts information that is exchanged between the
computer’s microprocessor and the devices that the card
supports.

adaptive differential pulse-code
modulation

See “ADPCM”

ADAT

The ADAT (a registered trademark of Alesis) is an eight-
track digital tape recorder that caught the recording industry
by storm when it was first released in the early 1990s. Today,
with over 100,000 ADATs in use in recording facilities
around the world, it is the most widely used professional
digital recording system. The ADAT was the first product in
the category now known as modular digital multitracks
(MDMs).

address

The ADAT system allows up to 16 ADAT units to be used in
synchronization, enabling the user to build a very cost-
effective multi-track recording environment. The transport-
ability and modularity of the system makes it ideal for
mobile recording and wherever space is limited.

Digital transfer between ADATs in a system uses a optical
fiber digital communication standard pioneered by Alesis
which has become known as Lightpipe. The Lightpipe
digital interface has been adopted by other manufacturers as
a means of transferring digital data from other types of
audio devices, such as mixers, synthesizers, and effect
processors.

The ADAT uses the S-VHS 12 inch tape format. This tape is
similar in design to the tape used in consumer VCRs.

ADC

See “analog-to-digital conversion”

add-in

Add-in is a term used, especially by Microsoft, for a software
utility or other program that can be added to a primary
program. The Microsoft Style Guide says that Microsoft
Bookshelf is an add-in for Word and that Analysis Toolpak
is an add-in for Microsoft Excel. According to the Style
Guide, add-in should not be confused with add-on, a term
for a hardware expansion unit. (However, some add-on
manufacturers do call them “add-ins.”)

A similar term is plug-in, a term originated by Netscape for
application programs that can be activated within a
Netscape Web browser window.

add-on

An add-on is either a hardware unit that can be added to a
computer to increase its capabilities or a program utility that
enhances a primary program. Less frequently, some
manufacturers and software developers use the term add-in.
Examples of add-ons for a computer include cards for
sound, graphics acceleration, modem capability, and
memory. Software add-ons are common for games, word
processors, and accounting programs.

The Microsoft Style Guide suggests using add-ons for
hardware only and add-ins for software utilities. Industry-
wide, however, this guideline does not seem to be widely
followed.

A similar term is plug-in, a term originated by Netscape for
application programs that can be activated within a
Netscape Web browser window.

address

People use this word several ways. You can ask someone for
the address of their server, or for their home page on the
Web, or where to send e-mail. So an “address” can mean the
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unique location of either (1) an Internet server, (2) a specific
file (for example, a Web page), or (3) an e-mail user. It is also
used to specify the location of data within computer storage.

1) An Internet address or IP address is a unique computer
(host) location on the Internet (expressed either as a unique
string of numbers or as its associated domain name).

Example of an IP address expressed in dot notation:

205.245.172.72

Example of the domain name version: whatis.com

For more information, see IP address.

2) A file (or home page) address is expressed as the defining
directory path to the file on a particular server. (A Web page
address is also called a Uniform Resource Locator, or URL.)
Example: http://www hitmill.com/computers/
computerhx1.html

3) An e-mail address is the location of an e-mail user
(expressed by the user’s e-mail name followed by an “at”
sign followed by the user’s server domain name.)

Example: missmuffet@tuffet.org

4) In a computer, a storage address is the beginning location
of a sequence of data that is stored on some electronic
storage medium.

Address Resolution Protocol

Address Resolution Protocol (ARP) is a protocol for
mapping an Internet Protocol address (IP address) to a
physical machine address that is recognized in the local
network. For example, in IP Version 4, the most common
level of IP in use today, an address is 32 bits long. In an
Ethernet local area network, however, addresses for
attached devices are 48 bits long. (The physical machine
address is also known as a Media Access Control or MAC
address.) A table, usually called the ARP cache, is used to
maintain a correlation between each MAC address and its
corresponding IP address. ARP provides the protocol rules
for making this correlation and providing address
conversion in both directions.

How ARP Works

When an incoming packet destined for a host machine on a
particular local area network arrives at a gateway, the
gateway asks the ARP program to find a physical host or
MAC address that matches the IP address. The ARP
program looks in the ARP cache and, if it finds the address,
provides it so that the packet can be converted to the right
packet length and format and sent to the machine. If no entry
is found for the IP address, ARP broadcasts a request packet
in a special format to all the machines on the LAN to see if
one machine knows that it has that IP address associated
with it. A machine that recognizes the IP address as its own
returns a reply so indicating. ARP updates the ARP cache for
future reference and then sends the packet to the MAC
address that replied.

Since protocol details differ for each type of local area
network, there are separate ARP Requests for Comments
(RFC) for Ethernet, ATM, Fiber Distributed-Data Interface,
HIPPI, and other protocols.

There is a Reverse ARP (RARP) for host machines that don’t
know their IP address. RARP enables them to request their
IP address from the gateway’s ARP cache.

address sign

See “at sign”

ad-hoc network

An ad-hoc (or “spontaneous”) network is a local area
network or other small network, especially one with
wireless or temporary plug-in connections, in which some of
the network devices are part of the network only for the
duration of a communications session or, in the case of
mobile or portable devices, while in some close proximity to
the rest of the network. In Latin, ad hoc literally means “for
this,” further meaning “for this purpose only,” and thus
usually temporary. The term has been applied to future
office or home networks in which new devices can be
quickly added, using, for example, the proposed Bluetooth
technology in which devices communicate with the
computer and perhaps other devices using wireless
transmission.

One vendor offers an ad-hoc network technology that allows
people to come to a conference room and, using infrared
transmission or radio frequency (RF) wireless signals, join
their notebook computers with other conferees to a local
network with shared data and printing resources. Each user
has a unique network address that is immediately
recognized as part of the network. The technology would
also include remote users and hybrid wireless/wire
connections.

Jini is an approach to instant recognition of new devices in a
network that would seem to make it easier to have an ad-hoc
network.

admittance

Admittance (symbolized Y) is an expression of the ease with
which alternating current (AC) flows through a complex
circuit or system. Admittance is a vector quantity comprised
of two independent scalar phenomena: conductance and
susceptance.

Conductance, denoted G, is a measure of the ease with
which charge carriers can pass through a component or
substance. The more easily the charge carriers move in
response to a given applied electric potential, the higher the
conductance, which is expressed in positive real-number
siemens. Conductance is observed with AC and also with
direct current (DC).



Susceptance, denoted B, is an expression of the readiness
with which an electronic component, circuit, or system
releases stored energy as the current and voltage fluctuate.
Susceptance is expressed in imaginary number siemens. It is
observed for AC, but not for DC. When AC passes through a
component that contains susceptance, energy might be
stored and released in the form of a magnetic field, in which
case the susceptance is inductive (denoted —jBy), or energy
might be stored and released in the form of an electric field,
in which case the susceptance is capacitive (denoted +jBc).

Admittance is the vector sum of conductance and
susceptance. Susceptance is conventionally multiplied by the
positive square root of —1, the unit imaginary number
called symbolized by j, to express Y as a complex quantity
G—jBy. (when the net susceptance is inductive) or G + jBc
(when the net susceptance is capacitive).

In parallel circuits, conductance and susceptance add
together independently to yield the composite admittance.
In series circuits, conductance and susceptance combine in a
more complicated manner. In these situations, it is easier to
convert conductance to resistance, susceptance to reactance,
and then calculate the composite impedance.

Also see conductance, reactance, resistance, impedance,
ohm, siemens, henry, and farad.

ADO

See “ActiveX Data Objects”

ADPCM

ADPCM (adaptive differential pulse-code modulation) is a
technique for converting sound or analog information to
binary information (a string of 0’s and 1’s) by taking
frequent samples of the sound and expressing the value of
the sampled sound modulation in binary terms. ADPCM is
used to send sound on fiber-optic long-distance lines as well
as to store sound along with text, images, and code on a
CD-ROM.

ADSI

ADSI (Analog Display Services Interface) is the standard
protocol for enabling alternate voice and data services, such
as a visual display at the phone, over the analog telephone
network. Developed by Bellcore in 1993, ADSI is now built
into devices such as special telephones with small display
screens, cable TV set-top box, personal digital assistants
(PDAs), pagers, and personal computers with telephone
applications.

A popular application enabled by ADSI is Call Waiting
Deluxe, an application that displays the name and number
of an incoming call while you are on the phone. If you have
an ADSI screen phone, several options are displayed on your
screen including switching to the new call, forwarding the

ADSM

new call to your voice mail, putting the new caller on hold,
playing a recorded message, or dropping the current call
and switching to the new call.

Other ADSI applications include:

e Visual voice mail, the display of telephone voice mail
menu options and a list of your voice mail messages

e Visual directory, a service that allows you to locate the
telephone number of an individual or business and,
possibly at extra charge, to download the address of that
individual to your screen phone

e E-mail browsing, allowing you to send and receive
e-mail messages via an ADSI-enabled device.

e Schedule-based services, faxing abilities, notification
of incoming e-mail messages, home banking, ticket
purchasing, and access to train and plane schedules

ADSL Terminal Unit—Remote
See “ATU-R”

ADSL

Also see Fast Guide to DSL.

ADSL (Asymmetric Digital Subscriber Line) is a technology
for transmitting digital information at a high bandwidth on
existing phone lines to homes and businesses. Unlike regular
dialup phone service, ADSL provides continously available,
“always on” connection. ADSL is asymmetric in that it uses
most of the channel to transmit downstream to the user and
only a small part to receive information from the user. ADSL
simultaneously accommodates analog (voice) information
on the same line. ADSL is generally offered at downstream
data rates from 512 Kbps to about 6 Mbps. A form of ADSL,
known as Universal ADSL or G.lite, has been approved as a
standard by the ITU-TS.

ADSL was specifically designed to exploit the one-way
nature of most multimedia communication in which large
amounts of information flow toward the user and only a
small amount of interactive control information is returned.
Several experiments with ADSL to real users began in 1996.
In 1998, wide-scale installations began in several parts of the
U.S. In 2000 and beyond, ADSL and other forms of DSL are
expected to become generally available in urban areas. With
ADSL (and other forms of DSL), telephone companies are
competing with cable companies and their cable modem
services.

ADSM
See “ADSTAR Distributed Storage Management”
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ADSTAR Distributed Storage
Management

ADSTAR Distributed Storage Management (ADSM) is a
collective term for IBM’s family of high-end software that
helps a customer manage the storage devices (such as
mainframe storage, PC disk drives, and Zip drives) that are
scattered around the company.

ADSM helps medium and large companies automatically
back up the business information in all of the storage
devices throughout the enterprise. ADSM software works
with a variety of database formats, including those made by
IBM competitors.

The basic premise behind ADSM is to allow customers to
view and manage storage as a single comprehensive
endeavor. The idea is to let customers back up on an
enterprise level, instead of having to save all the data
residing in all the PCs, networks and other machines
throughout a company at each individual location.

IBM is no longer actively selling ADSM software. Instead,
IBM and its Tivoli subsidiary are selling Tivoli Storage
Manager software as the ADSM successor.

Advanced Configuration and Power
Interface

ACPI (Advanced Configuration and Power Interface) is an
industry specification for the efficient handling of power
consumption in desktop and mobile computers. ACPI
specifies how a computer’s basic input/output system,
operating system, and peripheral devices communicate
with each other about power usage.

With ACP], the following capabilities are possible (assuming
the operating system supports them):

e The user can specify at what time a device, such as a
display monitor, is to turn off or on.

e The user of a notebook computer can specify a lower-
level of power consumption when the battery starts
running low so that essential applications can still be
used while other, less important applications are allowed
to become inactive.

e The operating system can lower the clock speed during
times when applications don’t require the full processor
clock speed.

e The operating system can reduce motherboard and
peripheral device power needs by not activating devices
until they are needed.

e The computer can enter a stand-by mode when no one is
using it, but with modem power left on to receive
incoming faxes.

e Devices can be plug and play. As soon as plugged in,
they can be controlled by ACPL

ACPI must be supported by the computer motherboard,
basic input/output system (BIOS), and the operating
system. One of several power schemes can be chosen. Within a
power scheme, the user can control the power to individual
devices. In order for ACPI to work on your computer, your
BIOS must include the ACPI software and the operating
system must be ACPI-compatible. ACPI is designed to work
with Windows 98 and with Windows 2000. If you have
Windows 98, you'll find a description of ACPI in the help
files. Click Start->Help->Index-> and type in: ACPL

ACPI is in part a response to global concerns about energy
conservation and environmental control. ACPI replaces
Intel’s SL technology and the more recent APM (Advanced
Power Management) technology. Based on the collaborative
effort of Intel, Toshiba, and Microsoft, ACPI moves away
from power management that simply times out during
inactivity to a more sophisticated demand-based power
management. ACPI components collect information about
power consumption from the computer and gives that
information to the operating system. The operating system
then distributes power to the different computer
components on an as-needed basis. With ACPI, the
computer can power itself down to a deep sleep state but
still be capable of responding to an incoming phone call or a
timed backup procedure. Another feature of ACPI is the
“hibernation” mode. Before the computer goes into a deep
sleep or hibernation, the contents of RAM are written to an
image file and saved on the hard drive. When the computer
is turned back on, the image file is reloaded, eliminating the
need to reboot the system and open applications.

Advanced Encryption Standard

Also see cryptography.

The Advanced Encryption Standard (AES) is an encryption
algorithm for securing sensitive but unclassified material by
US Government agencies and, as a likely consequence, may
eventually become the de facto encryption standard for
commercial transactions in the private sector. (Encryption
for the US military and other classified communications is
handled by separate, secret algorithms.)

In January 1997, a process was initiated by the National
Institute of Standards and Technology (NIST), a unit of the
US Commerce Department, to find a more robust
replacement for the Data Encryption Standard (DES) and to
a lesser degree Triple DES. The specification called for a
symmetric algorithm (same key for encryption and
decryption) using block encryption (see block cipher) of 128
bits in size, supporting key sizes of 128, 192 and 256 bits, as a
minimum. The algorithm was required to be royalty-free for
use worldwide and offer security of a sufficient level to
protect data for the next 20 to 30 years. It was to be easy to
implement in hardware and software, as well as in restricted
environments (for example, in a smart card) and offer good
defenses against various attack techniques.



The entire selection process was fully open to public scrutiny
and comment, it being decided that full visibility would
ensure the best possible analysis of the designs. In 1998, the
NIST selected 15 candidates for the AES, which were then
subject to preliminary analysis by the world cryptographic
community, including the National Security Agency. On the
basis of this, in August 1999, NIST selected five algorithms
for more extensive analysis. These were:

e MARS, submitted by a large team from IBM Research
e RC6, submitted by RSA Security

e Rijndael, submitted by two Belgian cryptographers, Joan
Daemen and Vincent Rijmen

e Serpent, submitted by Ross Andersen, Eli Biham and
Lars Knudsen

e Twofish, submitted by a large team of researchers
including Counterpane’s respected cryptographer, Bruce
Schneier

Implementations of all of the above were tested extensively
in ANSI C and Java languages for speed and reliability in
such measures as encryption and decryption speeds, key
and algorithm set-up time and resistance to various attacks,
both in hardware- and software-centric systems. Once again,
detailed analysis was provided by the global cryptographic
community (including some teams trying to break their own
submissions). The end result was that on October 2, 2000,
NIST announced that Rijndael had been selected as the
proposed candidate as the AES. After a 90 day period of
public comment when the algorithm is presented as a
Federal Information Processing Standard (FIPS), the
Secretary of Commerce will approve it after final, detailed
analysis. Final, official acceptance is expected some time in
June 2001.

Advanced Function Printing

Advanced Function Printing (AFP) is an IBM architecture
and family of associated printer software and hardware that
provides document and information presentation control
independent of specific applications and devices. Using
AFP, users can control formatting, the form of paper output,
whether a document is to be printed or viewed online, and
manage document storage and access in a distributed
network across multiple operating system platforms. AFP is
primarily used in large enterprises with printer rooms and
expensive high-speed printers. AFP applications allow users
or print room operators to distributed print jobs among a
group of printers and to designate backup printers when one
fails. IBM considers AFP to be a “cornerstone” of EDM
applications such as print-and-view, archive and retrieval,
and Computer Output to Laser Disk (COLD).

AFP printer and software support is provided in all of IBM’s
major operating systems: 0S/390, virtual machine, VSE, OS/
400, AIX, and OS/2, as well as in DOS and Windows.

Advanced Intelligent Network

The AFP architecture is primarily designed to work with the
Intelligent Printer Datastream (IPDS), but also can print
using Hewlett-Packard’s Printer Control Language (PCL)
and the Page Printer Datastream(PPDS). Other supported
data streams include ASCII, Metafiles, Postscript, TeX, and
Ditroff.

An application program interface (API) is provided so that
COBOL application programmers can use AFP functions
without having to specify them using AFP syntax or
semantics.

Advanced Intelligent Network

The Advanced Intelligent Network (AIN) is a telephone
network architecture that separates service logic from
switching equipment, allowing new services to be added
without having to redesign switches to support new
services. It encourages competition among service providers
since it makes it easier for a provider to add services and it
offers customers more service choices.

Developed by Bell Communications Research, AIN is
recognized as an industry standard in North America. Its
initial version, AIN Release 1, is considered a model toward
which services will evolve. Meanwhile, evolutionary subsets
of AIN Release 1 have been developed. These are shown in
the (#ainrels) AIN Release Table below. Elsewhere, the
International Telecommunications Union (see ITU-TS),
endorsing the concepts of AIN, developed an equivalent
version of AIN called Capability Set 1 (CS-1). It comes in
evolutionary subsets called the Core INAP capabilities.

How It Works
Briefly, here’s how AIN Release 1 works:

e A telephone caller dials a number that is received by a
switch at the telephone company central office.

e The switch—known as the Service Switching Point
(SSP)—forwards the call over a Signaling System 7 (SS7)
network to a Service Control Point (SCP) where the
service logic is located.

e The Service Control Point identifies the service requested
from part of the number that was dialed and returns
information about how to handle the call to the Service
Switching Point. Examples of services that the SCP might
provide include area number calling service, disaster
recovery service, do not disturb service, and 5-digit
extension dialing service.

e In some cases, the call can be handled more quickly by
an Intelligent Peripheral (IP) that is attached to the
Service Switching Point over a high-speed connection.
For example, a customized voice announcement can be
delivered in response to the dialed number or a voice call
can be analyzed and recognized.
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e Inaddition, an “adjunct” facility can be added directly to
the Service Switching Point for high-speed connection to
additional, undefined services.

One of the services that AIN makes possible is Local
Number Portability (Local Number Portability).

The AIN Release Table
AIN Release

Release 0

Capabilities

Trigger checkpoints at off-hook,
digit collection and analysis, and
routing points of call

Code gapping to check for overload
conditions at SCP

75 announcements at the switching
system

Based on ANSI TCAP issue 1

Adds a formal call model that
distinguishes the originating half of
the call from the terminating half
Additional triggers

254 announcements at the switching
system

Based on ANSI TCAP issue 2

Adds Phase 2 Personal Commu-
nication Service (PCS) support
Voice Activated Dialing (VAD)
ISDN-based SSP-IP interface

Busy and no-answer triggers

Next events list processing

at SCP

Default routing

A full set of capabilities

Release 0.1

Release 0.2

Release 1

Advanced Mobile Phone Service

Advanced Mobile Phone Service (AMPS) is a standard
system for analog signal cellular telephone service in the
United States and is also used in other countries. It is based
on the initial electromagnetic radiation spectrum allocation
for cellular service by the Federal Communications
Commission (FCC) in 1970. Introduced by AT&T in 1983,
AMPS became and currently still is the most widely
deployed cellular system in the United States.

AMPS allocates frequency ranges within the 800 and 900
megahertz (MHz) spectrum to cellular telephone. Each
service provider can use half of the 824-849 MHz range for
receiving signals from cellular phones and half the 869-894
MHz range for transmitting to cellular phones. The bands
are divided into 30 kHz sub-bands, called channels. The
receiving channels are called reverse channels and the sending
channels are called forward channels. The division of the
spectrum into sub-band channels is achieved by using
frequency division multiple access (FDMA).

The signals received from a transmitter cover an area called
a cell. As a user moves out of the cell’s area into an adjacent
cell, the user begins to pick up the new cell’s signals without
any noticeable transition. The signals in the adjacent cell are
sent and received on different channels than the previous
cell’s signals to so that the signals don’t interfere with each
other.

The analog service of AMPS has been updated with digital
cellular service by adding to FDMA a further subdivision of
each channel using time division multiple access (TDMA).
This service is known as digital AMPS (D-AMPS). Although
AMPS and D-AMPS originated for the North American
cellular telephone market, they are now used worldwide
with over 74 million subscribers, according to Ericsson, one
of the major cellular phone manufacturers.

Advanced Peer-to-Peer Networking
(APPN)

Advanced Peer-to-Peer Networking (APPN), part of IBM's
Systems Network Architecture (SNA), is a group of
protocols for setting up or configuring program-to-program
communication within an IBM SNA network. Using APPN,
a group of computers can be automatically configured by
one of the computers acting as a network controller so that
peer programs in various computers will be able to
communicate with other using specified network routing.

APPN features include:

e Better distributed network control; because the
organization is peer-to-peer rather than solely
hierarchical, terminal failures can be isolated

e Dynamic peer-to-peer exchange of information about
network topology, which enables easier connections,
reconfigurations, and routing

e Dynamic definition of available network resources
e Automation of resouce registration and directory lookup

e Flexibility, which allows APPN to be used in any type of
network topology

How Dynamic Configuration Works

APPN works with Advanced Program-to-Program
Communication (APPC) software that defines how
programs will communicate with each other through two
interfaces: one that responds to requests from application
programs that want to communicate and one that exchanges
information with communications hardware. When one
program wants to communicate with another, it sends out a
request (called an allocate call) that includes the destination’s
logical unit (LU) name—the APPC program on each
computer that uniquely identifies it. APPC sets up a session
between the originating and destination LUs.

APPN network nodes are differentiated as low entry
networking (LEN) nodes, end nodes (ENs), and network nodes
(NNs). When the network computers are powered on and



the software activated, links are established throughout the
specified topology. The linked nodes exchange information
automatically. If we consider a simplified APPN network,
with one end node connected to a network node, the
following would describe the sequence of events:

e Each node indicates APPN capability and defines its
node type.

e The network node asks the end node if it requires a
network node server, which handles requests for LU
locations.

e If it responds that it does, the two nodes establish APPC
sessions to exchange program-to-program information.

e The end node registers any other LUs defined at its node
by sending the networked node formatted information
gathered from the APPC session.

e After this sequence is completed, the network node
knows the location of the EN and what LUs are located
there. This information, multiplied across the network,
enables LU location and routing.

Advanced Program-to-Program
Communication

See “APPC”

Advanced Television
See “ATV”

Advanced Television Enhancement Forum

The Advanced Television Enhancement Forum (ATVEF) is
an alliance of leaders in the broadcast and cable industry, the
consumer electronics industry, and the computer industry
that developed the ATVEF enhanced content specification.
The ATVEF specification delivers Web content to television
viewers using current Internet technologies over both analog
and digital television (DTV) systems. ATVEF uses existing
terrestrial, cable, satellite, and Internet networks to deliver
Web content. ATVEF content is broadcast over one-way or
two-way television systems. Supported files include
Hypertext Markup Language (HTML), Virtual Reality
Modeling Language (VRML), Java, and private data files.
Consumers can receive Web content using a personal
computer, cable or satellite set-top box, or WebTV device.

The ATVEF specification consists of three parts: the
announcement, trigger, and content:

e The announcement notifies the television viewer of any
current Web content available and expires after a set
time period. The announcement also includes
information that helps the set-top box to decide whether
to accept the Web content or to determine whether the
Web content is designed to automatically begin without
authorization.

AES

e The trigger contains the URL that points to the Web
content.

e The content delivered is a collection of Web pages that is
displayed along with the television program. It can
include text, pictures, and audio files. If the television
system is a two-way system, the viewer can browse Web
pages and even purchase advertised items using his
television.

The ATVEF specification also defines a degree of forward
error correction. The data to be transmitted is processed
through an algorithm that adds extra bits for error
correction. If the Web content is damaged during
transmission, the extra bits are used to correct the damage. It
also allows the data to be reconstructed if received out of
order. The forward error correction defined by the ATVEF
specification also allows a viewer to receive Web content
even if the viewer has tuned into the middle of a broadcast.

Advanced Television Systems Committee

The Advanced Television Systems Committee (ATSC) is a
standards organization that was created in 1982 as part of
the Advanced Television Committee (ATV) to promote the
establishment of technical standards for all aspects
of advanced television systems. Based in Washington,
D.C., ATSC has grown from 25 original organizational
members to an international membership of over 200,
including broadcasters, motion picture companies,
telecommunications carriers, cable TV programmers,
consumer electronics manufacturers, and computer
hardware and software companies.

The ATSC developed standards for digital television (DTV)
that specify technologies for the transport, format,
compression, and transmission of DTV in the U.S. ATSC
DTV Standards developed, or in development currently,
include digital high definition television (term>>HDTV),
standard definition television (SDTV), datacasting (the
transmission of separate information streams that might
allow, for example, someone watching a baseball game to
choose a different camera angle, or someone watching a
cooking show to view and download particular recipes),
multichannel surround-sound audio, conditional access
(methods, such as encryption or electronic locking systems,
used to restrict service access to authorized users), and
interactive services. For SDTV and HDTV, ATSC chose
MPEG-2 for video and Dolby Digital for audio.

ATSC standards are expected to revolutionize the television
industry as defined by the National Television Standards
Committee (NTSC) standards set in 1953. ATSC standards
for DTV are being adopted internationally.

AES

See “Advanced Encryption Standard”
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AES/EBU

AES/EBU (Audio Engineering Society/European Broad-
casting Union) is the name of a digital audio transfer
standard. The AES and EBU developed the specifications for
the standard.

The AES/EBU digital interface is usually implemented
using 3-pin XLR connectors, the same type connector used
in a professional microphone. One cable carries both left-
and right-channel audio data to the receiving device. AES/
EBU is an alternative to the S/PDIF standard.

AF

See also RF (radio frequency).

AF (audio frequency) (also abbreviated af or a.f.) refers to
alternating current (AC) having a frequency such that, if
applied to a transducer such as a loudspeaker or headset, it
will produce acoustic waves within the range of human
hearing. The AF range is generally considered to be from 20
Hz to 20,000 Hz.

All telephone circuits operate with AF signals in a restricted
range of approximately 200 Hz to 3000 Hz. A telephone-line
modem is an AF device that converts binary digital data into
analog signals that can be transmitted over the telephone
circuit, and also converts incoming AF signals into binary
digital data.

AFC

See “pixie dust”

AFM

See “atomic force microscopy”

AFS

See “Andrew file system”

agent

On the Internet, an agent (also called an intelligent agent) is
a program that gathers information or performs some other
service without your immediate presence and on some
regular schedule. Typically, an agent program, using
parameters you have provided, searches all or some part of
the Internet, gathers information you're interested in, and
presents it to you on a daily or other periodic basis.

An example of an agent is Infogate, which alerts you about
news on specified topics of interest. A number of similar
agents compare shopping prices and bring the news back to
the user. Other types of agents include specific site watchers
that tell you when the site has been updated or look for other
events and analyst agents that not only gather but organize
and interpret information for you.

An agent is sometimes called a bot (short for robot). The
practice or technology of having information brought to you
by an agent is sometimes referred to as push technology.

aggregate

In general, to aggregate (verb, from Latin aggregare meaning
to add to) is to collect things together. An aggregate
(adjective) thing is a collection of other things. An
aggregation is a collection.

In information technology, individual items of data are
sometimes aggregated into a database. Unlike marshalling,
aggregation doesn’t require giving one thing precedence
over another thing.

aggregator

Like its synonym concentrator, an aggregator is any device
that serves multiple other devices or users either with its
own capabilities or by forwarding transmissions in a more
concentrated and economical way. A remote access hub is
sometimes referred to as an aggregator. A typical aggregator
or remote access hub is a device that handles incoming dial-
up calls for an Internet (or other network) POP and performs
other services. An aggregator may be able to handle up to
100 dial-up modem calls, support a certain number of
Integrated Services Digital Network connections, and
support leased line and frame relay traffic while also
functioning as a router.

aglet

1) In computer technology, an aglet (or “agile applet”) is a
small application program or applet with the capability to
serve as a mobile agent of services in a computer network.
An aglet has these characteristics:

e Object-passing capability. It is a complete program
object with its own methods, data states, and travel
itinerary that can send other aglets or pass itself along in
a network as an entity.

e Autonomous. An aglet has the ability to decide on its
own what actions to take and where and when to go
elsewhere.

e Interaction with other program objects. It can interact
locally with other aglets or stationary objects. When
necessary, it can dispatch itself or other aglets to remote
locations to interact with other objects there.

e Disconnected operation. If a computer is currently
disconnected from the network, the aglet can schedule
itself to move when the computer is reconnected.

e Parallel execution. Multiple aglets can be dispatched to
run concurrently in different computers.

An aglet is a class or template in the Java object-oriented
programming language and the mobile agent instances of its
use are also called aglets.



Relatively simple examples of aglets are applications in
which one aglet can dispatch another to a remote computer
to display a note or to search for information and send it
back or to notify a user on another computer that a page had
changed. Much more complicated applications are
envisioned (or are waiting to be envisioned).

The term apparently originated at IBM’s research laboratory
in Japan. IBM offers a free Aglets Workbench, which is a
visual programming environment for creating aglets. IBM
has also created an application program interface, the Agent
Transfer Protocol (ATP), for transferring agents between
networked computers. Both the Agent Transfer Protocol and
the Workbench framework protocol have been offered to the
Object Management Group (OMG), an industry standards
body, as a proposal for a standard Mobile Agent Facility.
IBM is offering the Workbench free to developers.

2) An aglet is also the small plastic or fiber tube that binds
the end of a shoelace (or similar cord) to prevent fraying and
to allow the lace to be passed through an eyelet or other
opening.

AGP

See “Accelerated Graphics Port”

Ah

See “ampere hour”

AHA

See “Accelerated Hub Architecture”

Al

Al (pronounced AYE-EYE) or artificial intelligence is the
simulation of human intelligence processes by machines,
especially computer systems. These processes include
learning (the acquisition of information and rules for using
the information), reasoning (using the rules to reach
approximate or definite conclusions), and self-correction.
Particular applications of Al include expert systems, speech
recognition, and machine vision.

AIBO

AIBO (pronounced eye-bow) is an entertainment robot
designed by Sony. AIBO means “companion” in Japanese. It
is also an abbreviation for “artificial intelligence bot” ("bot”
is short for “robot”) in English. Sony created AIBO to be a
robotic pet and promotes AIBO as having the capability to
interact with its human owner in many of the same ways a
living pet would—without the high maintenance.

Sony classifies AIBO as an autonomous robot, meaning that
it has the ability to learn, mature, and act on its own in
response to external stimuli. AIBO has a brain (CPU), the
ability to move (20 points of articulation), and sensory

AIFF

organs (sensors). AIBO’s developmental stages are
controlled by a “memory stick” application software.
Human interaction with AIBO determines its ability to
express its needs and emotions, as well as its ability to learn
and mature. AIBO is capable of expressing happiness,
sadness, anger, surprise, fear and dislike. Just like a pet
that’s alive, the more interaction AIBO has with humans, the
faster it learns.

AIBO’s head has a touch sensor for non-verbal
communication, stereo microphones for hearing, a color
video camera for vision, and a distance detector to allow
AIBO to avoid obstacles. AIBO has voice recognition
components that allow AIBO to be programmed to recognize
its own name and understand over 50 verbal commands
(depending on where AIBO is in its growth cycle). At
present, AIBO is bi-lingual and understands Japanese and
English; Sony plans to add German and French to increase
the robot’s worldwide appeal. AIBO is able to communicate
with humans by emitting musical tones and changing the
color and shape of its eyes. AIBO can be “taught” to play
games, but unlike a game, AIBO cannot be reset.

AIBO uses Sony’s OPEN-R platform to operate. OPEN-R is
modular, so the robot’s hardware and software components
can be easily changed. Sony plans to initiate a licensing
program that will allow developers to use OPEN-R
technology to create new applications for AIBO. They hope
that opening up development will encourage the public’s
acceptance of personal robots and help create a broad base of
consumers interested in purchasing entertainment or
household-helper robots. SONY has released two models of
AIBO. The first version of AIBO resembled a dog. The
second version of AIBO is said to be modeled after a lion
cub. The basic AIBO model sells in the United States for
$1,500. The deluxe version, which comes with a charging
station, carrying bag, extra battery and additional software
package sells for $2,800.

AIFF

AIFF (Audio Interchange File Format) is one of the two
most-used audio file formats used in the Apple Macintosh
operating system. The other is Sound Designer II (SDII).
Most CD writers can accept AIFF or SDII files
interchangeably when writing a Red Book audio CD. AIFF
is sometimes referred to as “Apple Interchange File Format.”

The extension for this file type is “.aif” when it is used on a
PC. On a Mac, the file extension is not needed. A Mac file
uses a Type and Creator resource to identify itself to the
operating system and the applications that can open it.

An AIFF file contains the raw audio data, channel
information (monophonic or stereophonic), bit depth,
sample rate, and application-specific data areas. The
application-specific data areas let different applications add
information to the file header that remains there even if the
file is opened and processed by another application. For



Whatis?Com’ s Encyclopedia of Technology Terms

example, a file could retain information about selected
regions of the audio data used for recalling zoom levels not
used by other applications.

AIM

See “instant messaging”

AIN

See “Advanced Intelligent Network”

air interface

In cellular telephone communications, the air interface is
the radio-frequency portion of the circuit between the
cellular phone set or wireless modem (usually portable or
mobile) and the active base station. As a subscriber moves
from one cell to another in the system, the active base station
changes periodically. Each changeover is known as a
handoff.

A cellular connection is only as good as its weakest link,
which is almost always the air interface. Radio-frequency
(RF) circuits are subject to many variables that affect signal
quality. Factors that can cause problems include:

e Use of the handheld phone set or portable wireless
modem inside buildings, cars, buses, trucks, or trains

e Proximity to human-made, steel-frame obstructions,
especially large buildings and freeway overpasses

e Abundance of utility wires that can reflect radio signals
and/or generate noise that interferes with reception

e Irregular terrain, particularly canyons and ravines

e Inadequate transmitter power in phone set or wireless
modem

e Poorly designed antenna in phone set or wireless
modem

In addition to these variables, some cellular networks have
inadequate coverage in certain geographic areas. Usually
this is because there are not enough base stations to ensure
continuous communications for subscribers using portable
(handheld) phone sets. As a network evolves, more base
stations may be installed in a given region, and in that case,
this problem will diminish with time. Conversion of a
network from analog to digital can result in dramatic
improvement.

AIX

AIXis an open operating system from IBM that is based on a
version of UNIX. AIX/ESA was designed for IBM’s System/
390 or large server hardware platform. AIX/6000 is an
operating system that runs on IBM’s workstation platform,
the RISC System/6000.

algebraic number

An algebraic number is any real number that is a solution of
some single-variable polynomial equation whose coeffi-
cients are all integers. While this is an abstract notion,
theoretical mathematics has potentially far-reaching
applications in communications and computer science,
especially in data encryption and security.

The general form of a single-variable polynomial equation is:
Ag + X + @X° + azx° + ..+ 2,x" =0

where ag, ay, ap, ..., a, are the coefficients, and x is the
unknown for which the equation is to be solved. A number x
is algebraic if and only if there exists some equation of the
above form such that ag, a4, a,, ..., a,, are all integers.

All rational numbers are algebraic. Examples include 25,
7/s, and -0.245245245. Some irrational numbers are also
algebraic. Examples are 2'/? (the square root of 2) and 3'/
(the cube root of 3). There are irrational numbers x for which
no single-variable, integer-coefficient polynomial equation
exists with x as a solution. Examples are pi (the ratio of a
circle’s circumference to its diameter in a plane) and e (the
natural logarithm base). Numbers of this type are known as
transcendental numbers.

algorithm

The term algorithm (pronounced AL-go-rith-um) is a
procedure or formula for solving a problem. The word
derives from the name of the mathematician, Mohammed
ibn-Musa Al-Khowarizmi, who was part of the royal court in
Baghdad and who lived from about 780 to 850. Al-
Khowarizmi’s work is the likely source for the word algebra
as well.

A computer program can be viewed as an elaborate
algorithm. In mathematics and computer science, an
algorithm usually means a small procedure that solves a
recurrent problem.

alias

In general, as a noun, an alias (pronounced AY-lee-uhs) is an
alternate name for someone or something. In literature, a
“pen name” is an alias for the author’s real name. The noun
is derived from the Latin adverb alias, meaning “otherwise”
and by extension “otherwise known as” and the latter
meaning is still used in English, as in: Clark Kent, alias
Superman. In information technology, the noun has at least
two different usages.

1) In some computer operating systems and programming
languages, an alias is an alternative and usually easier-to-
understand or more significant name for a defined data
object. The data object can be defined once and later a
programmer can define one or more equivalent aliases that
will also refer to the data object. In some languages, this is
known as an “equate” instruction.



2) In Macintosh operating systems, an alias is a desktop
icon for a particular program or data object.

aliasing

In sound and image generation, aliasing is the generation of
a false (alias) frequency along with the correct one when
doing frequency sampling. For images, this produces a
jagged edge, or stair-step effect. For sound, it produces a
buzz.

See antialiasing.

Aloha

Aloha, also called the Aloha method, refers to a simple
communications scheme in which each source (transmitter)
in a network sends data whenever there is a frame to send. If
the frame successfully reaches the destination (receiver), the
next frame is sent. If the frame fails to be received at the
destination, it is sent again. This protocol was originally
developed at the University of Hawaii for use with satellite
communication systems in the Pacific.

In a wireless broadcast system or a half-duplex two-way
link, Aloha works perfectly. But as networks become more
complex, for example in an Ethernet system involving
multiple sources and destinations that share a common data
path, trouble occurs because data frames collide (conflict).
The heavier the communications volume, the worse the
collision problems become. The result is degradation of
system efficiency, because when two frames collide, the data
contained in both frames is lost.

To minimize the number of collisions, thereby optimizing
network efficiency and increasing the number of subscribers
that can use a given network, a scheme called slotted Aloha
was developed. This system employs signals called beacons
that are sent at precise intervals and tell each source when
the channel is clear to send a frame. Further improvement
can be realized by a more sophisticated protocol called
Carrier Sense Multiple Access with Collision Detection
(CSMA/CD).

Alpha

Alpha is both a microprocessor and the name of a computer
system from the Digital Equipment Corporation (DEC),
which is now part of Compaq. The Alpha processor uses a
newer and more advanced architecture than DEC’s flagship
computer line, the VAX. The Alpha is based on reduced
instruction set computer (reduced instruction set
computing) architecture and handles 64 bits at a time. DEC
has added its own refinements to the RISC architecture to
further increase performance.

The latest models of DEC’s Alpha computer systems are
offered with either DEC’s UNIX operating system or with
Windows NT. (DECUS states that DEC’s OpenVMS also
runs on Alpha computers.) DEC offers its AlphaServer

alternating current

together with a packaged solution with Digital’s AltaVista
search engine for indexing and searching data within an
enterprise’s intranet. Its AlphaStation line offers personal
workstations in the $4-8,000 range.

alt.

See “alternate newsgroup”

AltaVista

AltaVista is a popular search engine on the Web. In addition
to full-text searches, AltaVista can also search graphic
images and tell you who is linked to your own Web pages.
AltaVista’s search robot, known as Scooter, can look at and
collect data from three million Web pages per day. Its
indexer, Ni2, indexes one gigabyte of data per hour.

alternate newsgroup

”alt.” is the prefix for any of the hundreds of “alternate”
user-originated newsgroups that are part of Usenet. Like
other newsgroups, each “alt.” newsgroup is arranged in a
hierarchy of topical discussion boards that you may read or
post to. “alt” is one of many major newsgroups; others
include: news, rec (recreation), comp (computers), and soc
(social). The “alt” newsgroups are known (and used most
frequently) for their alt.sex and related categories, but are
also known for including a wide and inventive range of
discussion topics.

The easiest way to get access to newsgroups is through the
Google Web site.

alternating current

Also see current, voltage, and direct current.

In electricity, alternating current (AC) occurs when charge
carriers in a conductor or semiconductor periodically
reverse their direction of movement. Household utility
current in most countries is AC with a frequency of 60 hertz
(60 complete cycles per second), although in some countries
it is 50 Hz. The radio-frequency (RF) current in antennas and
transmission lines is another example of AC.

An AC waveform can be sinusoidal, square, or sawtooth-
shaped. Some AC waveforms are irregular or complicated.
An example of sine-wave AC is common household utility
current (in the ideal case). Square or sawtooth waves are
produced by certain types of electronic oscillators, and by a
low-end uninterruptible power supply (UPS) when it is
operating from its battery. Irregular AC waves are produced
by audio amplifiers that deal with analog voice signals and/
or music.

The voltage of an AC power source can be easily changed by
means of a power transformer. This allows the voltage to be
stepped up (increased) for transmission and distribution.
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High-voltage transmission is more efficient than low-voltage
transmission over long distances, because the loss caused by
conductor resistance decreases as the voltage increases.

The voltage of an AC power source changes from instant to
instant in time. The effective voltage of an AC utility power
source is usually considered to be the DC voltage that would
produce the same power dissipation as heat assuming a
pure resistance. The effective voltage for a sine wave is not
the same as the peak voltage. To obtain effective voltage from
peak voltage, multiply by 0.707. To obtain peak voltage from
effective voltage, multiply by 1.414. For example, if an AC
power source has an effective voltage of 117 V, typical of a
household in the United States, the peak voltage is 165 V.

AM

See “amplitude modulation”

amateur radio

Amateur radio, also known as ham radio, is a hobby enjoyed
by several hundred thousand people in the United States
and by over a million people worldwide. Amateur radio
operators call themselves “radio hams” or simply “hams.”

To become a radio ham, you must pass an examination.
Wireless amateur communication is done on numerous
bands (relatively narrow frequency segments) extending
from 1.8 MHz (a wavelength of about 160 meters) upwards
through several hundred gigahertz (wavelengths in the
millimeter range). There are several license classes. The more
privileges a class of license conveys, the more difficult is the
examination that one must pass to obtain it.

Amateur radio operation is fun, and that is one of the main
reasons hams do it. But ham radio can provide
communication during states of emergency. Ham radio
works when all other services fail. After Hurricane Andrew
struck South Florida in 1992, the utility grid was destroyed
over hundreds of square miles. All cellular towers and
antennas were blown down. Only amateur radio, the
Citizens Radio Service ("Citizens Band”), and a few isolated
pay phones with underground lines provided communica-
tion between the outside world and the public in the affected
area.

Amateur radio operators are known as technical innovators,
and have been responsible for important discoveries. For
example, in the early part of the 20th century, government
officials believed that all the frequencies having wavelengths
shorter than 200 meters (1.5 MHz) were useless for radio
communications, so they restricted radio amateurs to these
frequencies. It was not long before ham radio operators
discovered the truth, and were communicating on a
worldwide scale using low-power transmitters. Thus the
shortwave radio era began.

Amaya

Amaya is the Web browser that was developed by members
of the World Wide Web Consortium (W3C) as a practical
tool as well as a testing ground for W3C ideas. Amaya
includes an HTML editor as well as a viewer and can be
downloaded freely from the W3C Web site for use in either
Linux or Windows 95/NT /2000 operating system. Amaya is
distributed as open source software, meaning that software
developers are free to add to or modify its code and extend
its capabilities.

According to Web inventor and W3C Director Tim Berners-
Lee, Amaya was developed because at the time no
commercially available browser included editing capabil-
ities. The idea was to develop the browser as a way to see
why such capabilities hadn’t been provided and perhaps
help solve any problems that were in the way. Amaya also
offers a testing platform for other W3C developments such
as MathML, a wuser interface for creating complex
mathematical expressions. Berners-Lee and staff members
use Amaya as their primary browser.

Here are some interesting features of Amaya:

e A what-you-see-is-what-you-get (WYSIWYG) authoring
interface similar to that of commercial products such as
Microsoft’s FrontPage and the ability to upload the pages
to a server

e Support for the latest level of HTML, XHTML

e The ability to work on either the coded HTML view or
the WYSIWYG source view of the page

e Special support for people with disabilities

e Assurance that the Web page you create will be properly
constructed so that other tools will know what to expect
when they work with your page

e Assistance in creating and viewing hypertext links

e The ability to display images in the Portable Network
Graphics format, a more capable graphic format than the
Graphics Interchange Format format that is also free
from licensing requirements

e The ability to print the table of contents or the table of
links in a document

e An application program interface (API) in C for adding
new functions or modifying existing ones. Amaya is also
used within the W3C to experiment with the Java API
used in the Document Object Model (DOM)

Amaya is the client counterpart to the W3C’s experimental
Web server, [igsaw (but you don’t need Jigsaw to use
Amaya).

AMD

AMD is the second largest maker of personal computer
microprocessors after Intel. They also make flash memory,
integrated circuits for networking devices, and program-




mable logic devices. AMD reports that it has sold over 100
million x86 (Windows-compatible) microprocessors. Its
Athlon (formerly called the “K7”) microprocessor, delivered
in mid-1999, was the the first to support a 200 MHz bus. In
March 2000, AMD announced the first 1 gigahertz PC
microprocessor in a new version of the Athlon.

Founded in 1969, AMD along with Cyrix has often offered
computer manufacturers a lower-cost alternative to the
microprocessors from Intel. AMD develops and
manufactures its processors and other products in facilities
in Sunnyvale, California, and Austin, Texas. A new
fabrication facility was opened in Dresden, Germany, in
1999.

The lower cost of AMD’s microprocessors was a contributor
to lower PC prices in the 1998-2000 period. Reviewers
generally rated the K6 and Athlon equivalent to or slightly
better than comparable Pentium microprocessors from Intel.
In addition to “the first mainstream 200 MHz system bus,”
Athlon includes a superscalar pipelining floating point
unit, and a programmable L1 and L2. The Athlon uses
AMD’s aluminum 0.18 micron technology.

Amdahls law

In computer programming, Amdahl’s law is that, in a
program with parallel processing, a relatively few
instructions that have to be performed in sequence will have
a limiting factor on program speedup such that adding more
processors may not make the program run faster. This is
generally an argument against parallel processing for certain
applications and, in general, against overstated claims for
parallel computing. Others argue that the kinds of
applications for which parallel processing is best suited tend
to be larger problems in which scaling up the number of
processors does indeed bring a corresponding improvement
in throughput and performance.

AMD-Ké
See “K6”

American National Standards Institute
See “ANSI”

American Registry of Internet Numbers

The American Registry of Internet Numbers (ARIN) is the
organization in the U.S. that manages IP address numbers
for the US. and assigned territories. Because Internet
addresses must be unique and because address space on the
Internet is limited, there is a need for some organization to
control and allocate address number blocks. IP number
management was formerly a responsibility of the Internet
Assigned Numbers Authority (IANA), which contracted
with Network Solutions Inc. for the actual services. In
December 1997, IANA turned this responsibility over to

Amiga

ARIN, which, along with Reseaux IP Europeens (RIPE) and
Asia Pacific Network Information Center (APNIC), now
manages the world’s Internet address assignment and
allocation. Domain name management is still the separate
responsibility of Network Solutions and a number of other
registrars accredited by the Internet Corporation for
Assigned Names and Numbers (ICANN).

For Internet Protocol Version 6 (IPv6), which extends the
length of an Internet address from 32 bits to 128 bits, ARIN
will have many more addresses to manage and allocate.

American Wire Gauge

American Wire Gauge (AWG) is a U.S. standard set of non-
ferrous wire conductor sizes. The “gauge” means the
diameter. Non-ferrous includes copper and also aluminum
and other materials, but is most frequently applied to copper
household electrical wiring and telephone wiring. Typical
household wiring is AWG number 12 or 14. Telephone wire
is usually 22, 24, or 26. The higher the gauge number, the
smaller the diameter and the thinner the wire. Since thicker
wire carries more current because it has less electrical
resistance over a given length, thicker wire is better for
longer distances. For this reason, where extended distance is
critical, a company installing a network might prefer
telephone wire with the lower-gauge, thicker wire of AWG
24 to AWG 26.

AWG is sometimes known as Brown and Sharpe (B&S) Wire
Gauge.

Amiga

Amiga is a personal computer designed especially for high-
resolution, fast response graphics and multimedia
applications. Its microprocessor is based on Motorola’s
680x0 line of processors. It was one of the first computers to
offer true color. It comes with its own operating system,
AmigaOS. Since its first appearance from Commodore
Business Machines in 1985, Amiga has become a synonym
for fast, high-resolution graphics and best known for its
quickly responsive user interface and suitability for playing
action games. AmigaOS handles 32-bit instructions and uses
preemptive multitasking. Its design favors user input to the
extent that it is sometimes described as a realtime operating
system (RTOS).

Since Amiga was designed as a special-purpose system,
AmigaOS, which is written in C and assembler language, is
especially compact. All versions of the operating system will
run on 512 kilobytes of RAM. All versions of the Amiga can
run at 50 MHz or faster, using an accelerator card. A G4
processor can be used through adding an accelerator card.
The Amiga supports plug and play and can be adapted with
software to emulate Windows and Mac OS.

31



Whatis?Com’ s Encyclopedia of Technology Terms

The Amiga has the ability to become a video monitor by
locking into a video signal from an external source such as a
video camera. As a result, Amigas are used by television
stations and sports arenas to display video clips on large
screens.

Amiga is working on a “Next Generation” system that will
use Linux as its basic core. (Earlier plans favored another
operating system, QNX.)

amp hour

See “ampere hour”

ampere

An ampere is a unit of measure of the rate of electron flow or
current in an electrical conductor. One ampere of current
represents one coulomb of electrical charge (6.24 x 10'®
charge carriers) moving past a specific point in one second.
Physicists consider current to flow from relatively positive
points to relatively negative points; this is called
conventional current or Franklin current.

The ampere is named after Andre Marie Ampere, French
physicist (1775-1836).

ampere hour

An ampere hour (abbreviated Ah, or sometimes amp hour)
is the amount of energy charge in a battery that will allow
one ampere of current to flow for one hour.

A milliampere hour (mAh) is 1,000th of an Ah, and is
commonly used as a measure of charge in portable computer
batteries. The mAh provides an indication of how long the
PC will operate on its battery without having to recharge it.

ampere per meter

The ampere per meter (symbolized A/m) is the
International Unit of magnetic field strength. It is derived
from basic standard units, but is expressed directly in base
units and cannot be further reduced.

Consider the interior of a long, cylindrical coil with a single
winding and an air core. Suppose that the linear current
density in this coil is 1 ampere per meter of displacement as
measured along the coil axis. (This expression differs from
current density per unit area, which is expressed in amperes
per meter squared.) Then the magnetic field strength in the
interior of the coil is defined as 1 A/m.

For a given coil, the magnetic field strength is directly
proportional to the linear current density. Thus, if the linear
current density doubles, so does the magnetic field strength;
if the linear current density becomes '/i, as great, the
magnetic field strength also diminishes by a factor of 10.

Sometimes, magnetic field strength is expressed in units

called oersteds (symbolized Oe). The oersted is a larger unit
than the ampere per meter. Approximate conversions are:

1 Oe =79.578 A/m
1 A/m = 0.012566 Oe

N Linear current density = 1 A/m P

-
—

Magnetic field strength = 1 A/m

—ii|

Also see ampere, current, magnetic field, meter, and
International System of Units (SI).

ampere per meter squared

The ampere per meter squared, symbolized A/m? is the
International Unit of electric current density. A current
density of 1 A/m?” represents one ampere of electric current
flowing through a material with a cross-sectional area of one
square meter.

The ampere per meter squared is a small unit of current
density. Suppose a wire has a cross-sectional area of one
millimeter squared (1 mm?). This is 0.000001 meter squared
(10° m?). If the current density in this wire is 1 A/ m?, then
the wire carries 10° A, or one microampere (1 pA), a tiny
current. Suppose this same wire carries a current of one
ampere (1 A), which is an entirely plausible scenario. Then
the current density in the wire is 1,000,000 amperes per
meter squared (10° A/m>?).

Sometimes, larger units of current density are specified. For
example, one ampere per millimeter squared (A/mm?)
represents a current of 1 A flowing through a conductor with
a cross-sectional area of 1 mm. This unit is equal to 1,000,000
(10°) A/m?. One milliampere per millimeter squared (mA/
mm?) represents a current of 1 mA flowing through a
conductor with a cross-sectional area of 1 mm. This unit is
equal to 1,000 (10%) A/m?

Determination of current density is straightforward in
direct-current (DC) and low-frequency alternating-current
(AQ) circuits, because the current is distributed uniformly
throughout the cross section of a solid conductor. But at
radio frequencies (RF), more current flows near the outer
surface of a solid conductor than near its center. This is
known as skin effect, and it dramatically reduces the
conductivity of wires in RF applications as compared with
DC and low-frequency AC circuits. At RF, current density is
sometimes near zero near the center of a solid conductor,



and quite high near the outer periphery. The average current
density can nevertheless be calculated according to the
following formula:

D=1/X

where D is the current density in amperes per meter
squared, I is the current in amperes, and X is the cross-
sectional area of the conductor in meters squared.

Also see ampere, meter squared, skin effect, and
International System of Units (SI).

amplification factor

The amplification factor, also called gain, is the extent to
which an analog amplifier boosts the strength of a signal.
Amplification factors are usually expressed in terms of
power.

The decibel (dB), a logarithmic unit, is the most common
way of quantifying the gain of an amplifier. For power,
doubling the signal strength (an output-to-input power ratio
of 2:1) translates into a gain of 3 dB; a tenfold increase in
power (output-to-input ratio of 10:1) equals a gain of 10 dB; a
hundredfold increase in power (output-to-input ratio of
100:1) represents 20 dB gain. If the output power is less than
the input power, the amplification factor in decibels is
negative. If the output-to-input signal power ratio is 1:1, then
the amplification factor is 0 dB.

Power amplifiers typically have gain figures from a few
decibels up to about 20 dB. Sensitive amplifiers used in
wireless communications equipment can show gain of up to
about 30 dB. If higher gain is needed, amplifiers can be
cascaded, that is, hooked up one after another. But there is a
limit to the amplification that can be attained this way. When
amplifiers are cascaded, the later circuits receive noise at
their inputs along with the signals. This noise can cause
distortion. Also, if the amplification factor is too high, the
slightest feedback can trigger oscillation, rendering an
amplifier system inoperative.

amplifier

An amplifier is an electronic device that increases the
voltage, current, or power of a signal. Amplifiers are used in
wireless communications and broadcasting, and in audio
equipment of all kinds. They can be categorized as either
weak-signal amplifiers or power amplifiers.

Weak-signal amplifiers are used primarily in wireless
receivers. They are also employed in acoustic pickups, audio
tape players, and compact disc players. A weak-signal
amplifier is designed to deal with exceedingly small input
signals, in some cases measuring only a few nanovolts (units
of 107 volt). Such amplifiers must generate minimal internal
noise while increasing the signal voltage by a large factor.
The most effective device for this application is the field-
effect transistor. The specification that denotes the
effectiveness of a weak-signal amplifier is sensitivity, defined

amplitude modulation

as the number of microvolts (units of 10 volt) of signal
input that produce a certain ratio of signal output to noise
output (usually 10 to 1).

Power amplifiers are used in wireless transmitters,
broadcast transmitters, and hi-fi audio equipment. The most
frequently-used device for power amplification is the
bipolar transistor. However, vacuum tubes, once considered
obsolete, are becoming increasingly popular, especially
among musicians. Many professional musicians believe that
the vacuum tube (known as a “valve” in England) provides
superior fidelity.

Two important considerations in power amplification are
power output and efficiency. Power output is measured in
watts or kilowatts. Efficiency is the ratio of signal power
output to total power input (wattage demanded of the
power supply or battery). This value is always less than 1. It
is typically expressed as a percentage. In audio applications,
power amplifiers are 30 to 50 percent efficient. In wireless
communications and broadcasting transmitters, efficiency
ranges from about 50 to 70 percent. In hi-fi audio power
amplifiers, distortion is also an important factor. This is a
measure of the extent to which the output waveform is a
faithful replication of the input waveform. The lower the
distortion, in general, the better the fidelity of the output
sound.

amplitude modulation

Also see modulation.

Amplitude modulation (AM) is a method of impressing data
onto an alternating-current (AC) carrier waveform. The
highest frequency of the modulating data is normally less
than 10 percent of the carrier frequency. The instantanous
amplitude (overall signal power) varies depending on the
instantaneous amplitude of the modulating data.

In AM, the carrier itself does not fluctuate in amplitude.
Instead, the modulating data appears in the form of signal
components at frequencies slightly higher and lower than
that of the carrier. These components are called sidebands.
The lower sideband (LSB) appears at frequencies below the
carrier frequency; the upper sideband (USB) appears at
frequencies above the carrier frequency. The LSB and USB
are essentially “mirror images” of each other in a graph of
signal amplitude versus frequency, as shown in the
illustration. The sideband power accounts for the variations
in the overall amplitude of the signal.

When a carrier is amplitude-modulated with a pure sine
wave, up to '/3 (33 percent) of the overall signal power is
contained in the sidebands. The other ?/5 of the signal power
is contained in the carrier, which does not contribute to the
transfer of data. With a complex modulating signal such as
voice, video, or music, the sidebands generally contain 20 to
25 percent of the overall signal power; thus the carrier
consumes 75 to 80 percent of the power. This makes AM an
inefficient mode. If an attempt is made to increase the
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modulating data input amplitude beyond these limits, the
signal will become distorted, and will occupy a much greater
bandwidth than it should. This is called overmodulation, and
can result in interference to signals on nearby frequencies.

Relative
amplitude

Carrier,

Lower
sideband

Upper
sideband

[Py S |
T T 1

+5

Frequency in kHz relative to channel center

AMPS

See “Advanced Mobile Phone Service”

AMR

AMR (Audio/Modem Riser) is a specification developed by
Intel for packaging the analog I/O audio functions of
modem circuitry together with a codec chip (which converts
back and forth from analog to digital) on a small board that
plugs directly into a computer’s motherboard. The small
board is called a riser because it rises above the motherboard
rather than laying flatly on it. Having this circuitry on a riser
means that it doesn’t have to be part of the motherboard
itself. Because getting certification for the manufacture of a
new motherboard design is a lengthy process, removing this
function from the motherboard provides more flexibility for
manufacturers and allows advances in audio modem design
to be implemented more easily. Another specification, MDC
(Mobile Daughter Card) is the equivalent of AMR but for use
in mobile computers.

In the past, an internal modem was installed in one of
several slots inside the computer chassis and an external
modem was plugged into a serial port at the rear of the
computer. With AMR design, the slot can now be used for
other purposes. The AMR card can also provide the
foundation for higher-quality audio solutions such as 3D
positional audio and better MIDI music production.

AMR slot
See “AMR”

anacronym

An anacronym is an acronym or an abbreviation so old or
familiar that no one remembers what its letters stand for. By
the way, an “acronym” is not just any abbreviation. It's a
word that is short for other words, usually using their initial
letters. An abbreviation formed of letters that don’t form a
word is sometimes known as an “initialism.” Our Webster’s
cites “snafu” and “radar” as examples of acronyms. (Good
examples of anacronyms, too!) But “snafu” and “radar”
seem like acronyms that have passed into general usage
(notice the all lowercase). Most of today’s acronyms are still
all uppercase; only a few will ever become generic. An
example of an acronym that probably won’t become lower-
cased is WINS (Windows Internet Naming Service). “IBM”
is an initialism, not an acronym. So are “MPEG” (Moving
Picture Experts Group) and “EPROM” (erasable
programmable read-only memory).

The Webster’s definition does raise a question (and begs one,
to0). Is the “word” an acronym forms a real, already existing
word, or intended to be accepted as a new “word,” or just
something easily pronounceable? If the first case, then
“snafu” and “radar” really aren’t acronyms. If the second or
third case, they are. However, since any initialism can be
thought of as a word and certainly has to be pronounceable
so you can say it out loud, one could argue that any
initialism is an acronym. We don’t think anyone has looked
at this issue squarely (and we’re not planning to ourselves,
but just wanted to demonstrate the ambiguous kind of world
we live in..which is why most people frankly don’t care
whether an acronym is a word or not).

But getting back to anacronyms, they seem to be forming at

an alarming rate. Do you remember what this mixture of
acronyms and initialisms stand for?

e ASCII
e OSI

e BASIC
e ISO

e II8N

¢ MOO
e SCSI

e URL

e VSAT
¢ WORM
analog

Analog technology refers to electronic transmission
accomplished by adding signals of varying frequency or
amplitude to carrier waves of a given frequency of
alternating electromagnetic current. Broadcast and phone
transmission have conventionally used analog technology.



Analog also connotes any fluctuating, evolving, or
continually changing process. Analog is usually represented
as a series of sine waves. The term originated because the
modulation of the carrier wave is analogous to the
fluctuations of the voice itself.

A modem is used to convert the digital information in your
computer to analog signals for your phone line and to
convert analog phone signals to digital information for your
computer.

analog computing

Analog computing is a term used by Paul Saffo of the
Institute for the Future in Palo Alto, California, to describe
silicon-based microsensors that sense and react to external
(natural) stimuli in something that approximates the rhythm
of reality rather than the “artificial” binary behavior of
digital computing. Saffo foresees that, by implanting tiny
machines including sensors and actuators in the same
materials used to manufacture digital memory and
processors (and by using some of the same manufacturing
techniques), the next decade will increasingly find uses for
“intelligent” material that responds to its environment in
analog or dynamically responding fashion. Examples
include packages that can “talk back” to their handlers;
airplane wings that can reshape themselves as they meet
turbulence; chairs that can mold themselves into the best
supporting shape for each person.

Saffo’s analog computers also go by the names of MEMS
(micro-electromechanical systems) and smart matter.

Analog Display Services Interface
See “ADSI”

analog-to-digital conversion

Analog-to-digital conversion is an electronic process in
which a continuously variable (analog) signal is changed,
without altering its essential content, into a multi-level
(digital) signal.

The input to an analog-to-digital converter (ADC) consists of a
voltage that varies among a theoretically infinite number of
values. Examples are sine waves, the waveforms
representing human speech, and the signals from a
conventional television camera. The output of the ADC, in
contrast, has defined levels or states. The number of states is
almost always a power of two—that is, 2, 4, 8, 16, etc. The
simplest digital signals have only two states, and are called
binary. All whole numbers can be represented in binary
form as strings of ones and zeros.

Digital signals propagate more efficiently than analog
signals, largely because digital impulses, which are well-
defined and orderly, are easier for electronic circuits to
distinguish from noise, which is chaotic. This is the chief
advantage of digital modes in communications. Computers

anchor

“talk” and “think” in terms of binary digital data; while a
microprocessor can analyze analog data, it must be
converted into digital form for the computer to make sense
of it.

A typical telephone modem makes use of an ADC to convert
the incoming audio from a twisted-pair line into signals the
computer can understand. In a digital signal processing
system, an ADC is required if the signal input is analog.

analytical CRM

See “CRM analytics”

Analytical Engine

The Analytical Engine was, or would have been, the world’s
first general-purpose computer. Designed in the 1830s by the
English mathematician and inventor Charles Babbage, the
Analytical Engine introduced a number of computing
concepts still in use today. Features included a store and
mill, analogous to today’s memory and processor. Input and
output was provided using punched cards, based on the
invention by Jacquard in the early 1800s.

Babbage began his work on the Analytical Engine in 1834.
He envisaged the computer to be constructed with brass
fittings and powered by steam. It was never built, since the
government of the day was unwilling to fund its
construction, having already sunk 17,000 English pounds
into Babbage’s fruitless project to build an earlier invention,
the Difference Engine.

Babbage was assisted in his endeavours by Ada Augusta,
Countess of Lovelace (and daughter of the poet Byron) who
is regarded as the world’s first computer programmer for
her work with Babbage. She developed a punched card
program to calculate the Bernoulli numbers.

While Babbage’s earlier Difference Engine was finally
contructed in 1991, his Analytical Engine remains
unrealized. As the originator of several important concepts
in computing, however, Babbage’s place in history is secure.

analytics
See “CRM analytics”

anchor

In Hypertext Markup Language (HTML), an anchor is the
establishing of a term, phrase, image, or other information
object as being either:

e The target of a hypertext link within a document, or

e A reference (a link you can select) to such a target
Note that any HTML file name is automatically an anchor or
target that can be linked to. An anchor WITHIN a file to

which you can link directly is identified by the # sign
followed by the name.
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AND

See “logic gate”

Andrew

Andrew was a joint project between Carnegie-Mellon
University and IBM to set up a distributed computing
environment on the CMU campus. It was designed to serve
4,000 UNIX workstations. The project was named for
Andrew Carnegie and Andrew Mellon. One result of
Andrew was the Andrew file system.

Andrew file system

An Andrew file system (AFS) is a location-independent file
system that uses a local cache to reduce the workload and
increase the performance of a distributed computing
environment. A first request for data to a server from a
workstation is satisfied by the server and placed in a local
cache. A second request for the same data is satisfied from
the local cache.

The Andrew file system was developed at Carnegie-Mellon
University.

ANI

ANI (Automatic Number Identification) is a service that
provides the receiver of a telephone call with the number of
the calling phone. The method of providing this information
is determined by the service provider (such as AT&T, MCI,
Sprint, and so forth). The service is often provided by
sending the digital tone multi frequency (DTMF) tones
along with the call. Home users of ANI can screen callers.
Call centers can use the information to forward calls to
different people for different geographic areas. It is
commonly used by emergency center dispatchers to save the
caller having to report the information and, when necessary,
to help locate callers. A telephone company’s 9-1-1 service to
a public safety point usually includes the ANI feature.

animated GIF

An animated GIF (Graphics Interchange Format) file is a
graphic image on a Web page that moves—for example, a
twirling icon or a banner with a hand that waves or letters
that magically get larger. In particular, an animated GIF is a
file in the Graphics Interchange Format specified as GIF89a
that contains within the single file a set of images that are
presented in a specified order. An animated GIF can loop
endlessly (and it appears as though your document never
finishes arriving) or it can present one or a few sequences
and then stop the animation. Animated GIFs are frequently
used in Web ad banners.

Java, Flash, and other tools can be used to achieve the same
effects as an animated GIF. However, animated GIFs are
generally easier to create than comparable images with Java
or Flash and usually smaller in size and thus faster to
display.

anime

Anime (pronounced AH-nee-may) is a term for a style of
Japanese comic book and video cartoon animation in which
the main characters have large doe-like eyes. Many Web
sites are devoted to anime. Anime is the prevalent style in
Japanese comic books or manga. In Japan, the comic book is a
popular form of entertainment for adults as well as for
younger audiences. Story lines are often very sophisticated
and complex and extend into episodic series. Typical anime
themes or genres include Ninja and other martial arts; the
supernatural or horror story; the romance; and science
fiction including robots and space ships. Foils for the main
characters, including robots, monsters, or just plain bad
people, often lack the doe-eyed quality.

Variations of anime called hentai and ecchai are sexually-
oriented. Doujinshi is the term for “autonomous comics,” or
comics written and distributed by independent and often
amateur devotees of anime.

anonymous e-mail

Anonymous e-mail is e-mail that has been directed to a
recipient through a third-party server that does not identify
the originator of the message.

anonymous FTP

Using the Internet’s File Transfer Protocol (FTP), anonymous
FTP is a method for giving users access to files so that they
don’t need to identify themselves to the server. Using an FTP
program or the FTP command interface, the user enters
“anonymous” as a user ID. Usually, the password is
defaulted or furnished by the FTP server. Anonymous FIP is
a common way to get access to a server in order to view or
download files that are publicly available.

If someone tells you to use anonymous FIP and gives you
the server name, just remember to use the word
“anonymous” for your user ID. Usually, you can enter
anything as a password.

ANSI

ANSI (American National Standards Institute) is the
primary organization for fostering the development of
technology standards in the United States. ANSI works with
industry groups and is the U.S. member of the International
Organization for Standardization (ISO) and the Interna-
tional Electrotechnical Commission (IEC).




Long-established computer standards from ANSI include
the American Standard Code for Information Interchange
(ASCII) and the Small Computer System Interface (SCSI).

antenna

An antenna is a specialized transducer that converts RF
(radio-frequency) fields into AC (alternating current) or vice-
versa. There are two basic types: the receiving antenna,
which intercepts RF energy and delivers AC to electronic
equipment, and the transmitting antenna, which is fed with
AC from electronic equipment and generates an RF field.

In computer and Internet wireless applications, the most
common type of antenna is the dish, used for satellite
communications. Dish antennas are generally practical only
at microwave frequencies (above approximately 3 GHz). The
dish consists of a paraboloidal or spherical reflector with an
active element at its focus. When used for receiving, the dish
collects RF from a distant source and focuses it at the active
element. When used for transmitting, the active element
radiates RF that is collimated by the reflector for delivery in
a specific direction.

At frequencies below 3 GHz, many different types of
antennas are used. The simplest is a length of wire,
connected at one end to a transmitter or receiver. More often,
the radiating/receiving element is placed at a distance from
the transmitter or receiver, and AC is delivered to or from
the antenna by means of an RF transmission line, also called
a feed line or feeder.

anthropomorphism

Anthropomorphism is the tendency for people to think of
inanimate objects as having human-like characteristics. If
you have ever named your car, talked to your computer or
begged your printer to work, you are guilty of assigning
anthropomorphic characteristics to a machine. In recent
years, artificial intelligence (AI) has progressed to the point
that computers can learn from their mistakes so that they do
not make a specific error more than once. The ability to self-
correct, combined with the ability programmers have to
enable speech synthesizers to produce responses that seem
emotional, makes robots and other interactive devices seem
more human-like than ever.

antialiasing

Antialiasing is the smoothing of the image or sound
roughness caused by aliasing. With images, approaches
include adjusting pixel positions or setting pixel intensities
so that there is a more gradual transition between the color
of a line and the background color. With sound, aliases are
removed by eliminating frequencies above half the sampling
frequencies.

anti-replay protocol

antidisintermediation

In commerce, antidisintermediation is a term used to
describe the preservation of intermediary positions. Today’s
consumer can access goods or information on the Internet
that traditionally required the assistance of an intermediary
such as a retailer, travel agent, or banker. By cutting out the
middleman (disintermediation), e-businesses are able to sell
goods and services more quickly and efficiently, and for
lower prices.

Antidisintermediation measures are carried out through
business incentives (or disincentives) and legal actions to
ensure that intermediary positions are not eliminated. Since
a good deal of profit is made by individuals or businesses
serving as intermediaries between the primary source of a
good or service and the consumer, intermediaries are using
antidisintermediation measures to re-establish their niche in
the changing economy.

In one example of antidisintermediation (cited in “The death
of “e¢” and the Birth of the Real New Economy: Business
Models, Technologies and Strategies for the 21st Century”
by Peter Fingar and Ronald Aronica), Home Depot sent a
letter to 1,000 of its suppliers (including Black & Decker and
General Electric, for example) warning them that the
company would be less likely to do business with those
among them who also marketed their goods online.

antiferromagnetically-coupled media

See “pixie dust”

Antigen

1) Sybari’s Antigen is antivirus software for Lotus Domino
and Microsoft Exchange.

2) AntiGen (with a capital G) is freeware developed by Fresh
Software to detect the presence of Back Orifice on a machine
running Microsoft Windows. AntiGen removes Back Orifice
and cleans up system changes that have been made, using a
wizard interface. According to Fresh Software, AntiGen was
the first application to offer protection from Back Orifice in
1998.

These product names are apparently derived from the
biological term, antigen, which is a foreign substance in the
body that stimulates the production of an antibody (which
fights disease).

anti-replay protocol

The anti-replay protocol is part of the Internet Engineering
Task Force (IETF) Internet Protocol Security (IPSec)
standard. Anti-replay ensures IP packet-level security by
making it impossible for a hacker to intercept message
packets and insert changed packets into the data stream
between a source computer and a destination computer. By
detecting packets that match the sequence numbers of those
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that have already arrived, the anti-replay mechanism helps
to ensure that invalid packets are discarded. Both of the
main protocols in the IPSec standard, the Encapsulating
Security Payload (ESP) and the Authentication Header
(AH), use anti-replay protection.

The anti-replay mechanism works by keeping track of the
sequence numbers in packets as they arrive. Whether the
mechanism is used at the receiving end depends upon a
security level setting set by the receiver. When a security
association has been established between a sender and a
receiver, their counters are initialized at zero. The first
packet sent will have a sequence number of 1, the second 2,
and so on. Each time a packet is sent, the receiver verifies
that the number is not that of a previously sent packet. When
detection of a replayed packet occurs, the program sends an
error message, discards the replayed packet, and logs the
event—including in the log entry identifiers such as the
date/time received, source address, destination address, and
the sequence number.

antivirus software

Antivirus (or “anti-virus”) software is a class of program
that searches your hard drive and floppy disks for any
known or potential viruses. The market for this kind of
program has expanded because of Internet growth and the
increasing use of the Internet by businesses concerned about
protecting their computer assets.

any key

The phrase “any key,” which frequently appears in the
direction to computer users to “Press any key,” is reportedly
a source of confusion to many. At least one help desk person
reports that users sometimes examine that direction more
carefully than intended and call to find out whether “any
key” includes such keys as the tilde, the Break key, and the
key on many keyboards that shows the Microsoft Windows
logo.

”Any key” does indeed include those keys.

anycast

In Internet Protocol Version 6 (IPv6), anycast is
communication between a single sender and the nearest of
several receivers in a group. The term exists in
contradistinction to multicast, communication between a
single sender and multiple and unicast,
communication between a single sender and a single
receiver in a network.

receivers,

Anycasting is designed to let one host initiate the efficient
updating of router tables for a group of hosts. IPv6 can
determine which gateway host is closest and sends the
packets to that host as though it were a wunicast
communication. In turn, that host can anycast to another
host in the group until all routing tables are updated.

AOP

See “aspect-oriented programming”

Apache

Apache is a freely available Web server that is distributed
under an “open source” license. Version 2.0 runs on most
UNIX-based operating systems (such as Linux, Solaris,
Digital UNIX, and AIX), on other UNIX/POSIX-derived
systems (such as Rhapsody, BeOS, and BS2000/0OSD), on
AmigaOS, and on Windows 2000. According to the Netcraft
(www.netcraft.com) Web server survey in February, 2001,
60% of all Web sites on the Internet are using Apache (62%
including Apache derivatives), making Apache more widely
used than all other Web servers combined.

Apache complies with the newest level of the Hypertext
Transport Protocol, HTTP 1.1. Free support is provided
through a bug reporting system and several Usenet
newsgroups. Several companies offer priced support.

APAR

See “authorized program analysis report”

API

See “application program interface”

APL

APL (A Programming Language) is a general-purpose,
third-generation (3GL) programming language that allows
certain data manipulations to be expressed with a special
non-ASCII set of symbols, resulting in programs that are
shorter than would be possible using most other languages.
APL’s notation allows matrix manipulation as well as
recursion functions to be built into simple expressions rather
than requiring multiple language statements. APL is more
frequently thought of as a language for scientific
computation, but it can be used for other purposes as well.
Programs can be developed interactively and are usually
interpreted rather than compiled. The special symbols
require keyboard support and specific editors so that the
symbols can be displayed and printed.

A-Plus

See “A+"

apogee

When a satellite follows a non-circular orbit around the
earth, the satellite’s path is an ellipse with the center of the
earth at one focus. Such a satellite has variable altitude and
variable orbital speed. The point of highest altitude is called
apogee. The term also applies to the maximum distance in
kilometers or miles between the satellite and the center of




the earth. (Apogee can be measured between the satellite
and the earth’s surface, although this is a less precise
specification because the earth is not a perfect sphere. The
difference is approximately 4,000 miles or 6,400 kilometers.)

At apogee, a satellite travels more slowly than at any other
point in its orbit. When viewed from the earth’s surface, a
satellite at or near apogee takes a long time to traverse the
sky. In communications, apogee is the best time to access a
satellite. Although its distance means that the signal path is
long, the fact that the satellite is slowly moving means that it
is accessible for a comparatively long time. In addition, if a
directional antenna is used at a ground-based station, it is
relatively easy to track the satellite because the position of
the antenna (azimuth and elevation) need not be adjusted
very often or rapidly.
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One of the principal advantages of a geostationary satellite is
the fact that it follows a circular orbit, so the orbital speed is
constant. In addition, the satellite’s synchronization with the
earth’s orbit means that the antenna of an earth-based station
can be pointed at a fixed spot in the sky, and no further
adjustment of antenna orientation is needed.

Compare perigee.

apparent power

Apparent power is a measure of alternating current (AC)
power that is computed by multiplying the root-mean-
square (rms) current by the root-mean-square voltage. In a
direct current (DC) circuit, or in an AC circuit whose
impedance is a pure resistance, the voltage and current are
in phase, and the following formula holds:

P = Ermslims

where P is the power in watts, E, s is the root-mean-square
(rms) voltage in volts, and I, is the rms current in amperes.
But in an AC circuit whose impedance consists of reactance
as well as resistance, the voltage and current are not in
phase. This complicates the determination of power.

Appleshare

In an AC circuit, the product of the rms voltage and the rms
current is called apparent power. When the impedance is a
pure resistance, the apparent power is the same as the true
power. But when reactance exists, the apparent power is
greater than the true power. The vector difference between
the apparent and true power is called reactive power.

If P, represents the apparent power in a complex AC circuit,
P, represents the true power, and P, represents the reactive
power, then the following equation holds:

P.2=P2 + P?

APPC

APPC (Advanced Program-to-Program Communication,
sometimes called LU 6.2) is a communication protocol and
programming interface standard that operates in the
presentation layer (the layer that ensures that messages are
in the proper format for the recipient) and the session layer
(the layer responsible for setting up and taking down the
association of the two end points in a connection) of the
Open Systems Interconnection (OSI) communications
model. Originally developed by IBM as a remote transaction
processing tool, APPC is now used to provide distributed
services within a heterogeneous computing environment.

APPC software enables high-speed communication to take
place between programs residing on different computers,
and between workstations and midrange and mainframe
computer servers. APPC is an open standard that is
supported on most platforms.

APPC is based on IBM’s Systems Network Architecture
(SNA).

Apple attachment unit interface
See “AAUI"

Appleshare

The AppleShare protocol is a communications protocol from
Apple Computer that allows client applications in a
computer to exchange files with and request services from
server programs in a computer network. AppleShare can be
used over the Internet on top of the TCP/IP protocol, or on
top of other network protocols such as Internetwork Packet
Exchange and AppleTalk. Using the AppleShare protocol, a
user can access files, applications, printers, and other
resources on a remote server. It can communicate with any
server program that is set up to receive an AppleShare client
request.

All Macintosh and Mac OS clones include client and server
AppleShare protocol support. Microsoft Windows NT
Server and Novell NetWare both provide AppleShare server
protocol support, although they currently only support
AppleShare over AppleTalk. Third-party AppleShare client/
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server support is available for Microsoft Windows for
Workgroups, Windows 95, and Windows NT, as well as for
UNIX systems.

A given client and server may implement different sets of
AppleShare protocol variations. The set of protocols to be
used is negotiated before starting a session.

applet

An applet is a little application. Prior to the World Wide
Web, the built-in writing and drawing programs that came
with Windows were sometimes called “applets.” On the
Web, wusing Java, the object-oriented programming
language, an applet is a small program that can be sent
along with a Web page to a user. Java applets can perform
interactive animations, immediate calculations, or other
simple tasks without having to send a user request back to
the server.

AppleTalk

AppleTalk is a set of local area network communication
protocols originally created for Apple computers. An
AppleTalk network can support up to 32 devices and data
can be exchanged at a speed of 230.4 kilobits per second
(Kbps). Devices can be as much as 1,000 feet apart.
AppleTalk’s Datagram Delivery Protocol corresponds
closely to the Network layer of the Open Systems
Interconnection (OSI) communication model.

AppleTalk Address Resolution Protocol
See “AARP”

appliance

An appliance or “network appliance” is a term used to
denote a relatively low-cost PC designed for Internet access
and specialized business use, but without the capabilities of
a fully-equipped PC.

application

1) In information technology, an application is the use of a
technology, system, or product.

2) The term application is a shorter form of application
program. An application program is a program designed to
perform a specific function directly for the user or, in some
cases, for another application program. Examples of
applications include word processors, database programs,
Web browsers, development tools, drawing, paint, image
editing programs, and communication programs. Applica-
tions use the services of the computer’s operating system
and other supporting applications. The formal requests and
means of communicating with other programs that an
application program uses is called the application program
interface (API).

application integration

Application integration is the process of bringing data or a
function from one application program together with that of
another application program. Object-oriented
programming technology makes application integration
easier to achieve. With traditional procedural programming,
“bridge” programs had to be written so that one program
could work with data or the output from functions in
another program. The introduction of program “objects”
such as Windows OCX and ActiveX controls provide
standard interfaces so that objects designed for use in one
application can be reused in other applications. Some
software houses have developed programs that exploit this
object technology so that you can have data or functions
(object components or “controls”) from one application
(such as a word processor) be recognized by another
application (such as a spreadsheet program).

The result of integration may be a new application with its
own user interface or the capability of a desktop or
mainframe application to handle data and include
capabilities borrowed from other applications.

Application layer

In the Open Systems Interconnection (OSI) communications
model, the Application layer provides services for
application programs that ensure that communication is
possible. The Application layer is NOT the application itself
that is doing the communication. It is a service layer that
provides these services:

e Makes sure that the other party is identified and can be
reached

e If appropriate, authenticates either the message sender
or receiver or both

e Makes sure that necessary communication resources
exist (for example, is there a modem in the sender’s
computer?)

e Ensures agreement at both ends about error recovery
procedures, data integrity, and privacy

e Determines protocol and data syntax rules at the
application level. It may be convenient to think of the
Application layer as the high-level set-up services for the
application program or an interactive user.

application program

An application program (sometimes shortened to
application) is any program designed to perform a specific
function directly for the user or, in some cases, for another
application program. Examples of application programs
include word processors; database programs; Web browsers;
development tools; drawing, paint, and image editing
programs; and communication programs. Application
programs use the services of the computer’s operating




system and other supporting programs. The formal requests
for services and means of communicating with other
programs that a programmer uses in writing an application
program is called the application program interface (API).

application program interface

An application program interface (API—and sometimes
spelled application programming interface) is the specific
method prescribed by a computer operating system or by
an application program by which a programmer writing an
application program can make requests of the operating
system or another application.

An API can be contrasted with a graphical user interface or
a command interface (both of which are direct user interfaces)
as interfaces to an operating system or a program.

application server

An application server is a server program in a computer in a
distributed network that provides the business logic for an
application program. The application server is frequently
viewed as part of a three-tier application, consisting of a
graphical user interface (GUI) server, an application
(business logic) server, and a database and transaction
server. More descriptively, it can be viewed as dividing an
application into:

1. A first-tier, front-end, Web browser-based graphical user
interface, usually at a personal computer or workstation

2. A middle-tier business logic application or set of
applications, possibly on a local area network or intranet
server

3. A third-tier, back-end, database and transaction server,
sometimes on a mainframe or large server

Older, legacy application databases and transaction
management applications are part of the back end or third
tier. The application server is the middleman between
browser-based front-ends and back-end databases and
legacy systems.

In many usages, the application server combines or works
with a Web (Hypertext Transfer Protocol) server and is
called a Web application server. The Web browser supports an
easy-to-create HTML-based front-end for the user. The Web
server provides several different ways to forward a request
to an application server and to forward back a modified or
new Web page to the user. These approaches include the
Common Gateway Interface (CGI), FastCGI, Microsoft’s
Active Server Page, and the Java Server Page. In some cases,
the Web application servers also support request
“brokering” interfaces such as CORBA Internet Inter-ORB
Protocol (IIOP).

apps-on-tap

application service provider

ASP is also an abbreviation for Active Server Page.

An application service provider (ASP) is a company that
offers individuals or enterprises access over the Internet to
applications and related services that would otherwise have
to be located in their own personal or enterprise computers.
Sometimes referred to as “apps-on-tap,” ASP services are
expected to become an important alternative, not only for
smaller companies with low budgets for information
technology, but also for larger companies as a form of
outsourcing and for many services for individuals as well.
Early applications include:

e Remote access serving for the users of an enterprise

e An off-premises local area network to which mobile
users can be connected, with a common file server

e Specialized applications that would be expensive to
install and maintain within your own company or on
your own computer

Hewlett-Packard, SAP, and Qwest have formed one of the
first major alliances for providing ASP services. They plan to
make SAP’s popular R/3 applications available at
“cybercenters” that will serve the applications to other
companies. Microsoft is allowing some companies to offer its
BackOffice products, including SQL Server, Exchange and
Windows NT Server on a rental, pay-as-you-use basis.

While ASPs are forecast to provide applications and services
to small enterprises and individuals on a pay-per-use or
yearly license basis, larger corporations are essentially
providing their own ASP service in-house, moving
applications off personal computers and putting them on a
special kind of application server that is designed to handle
the stripped-down kind of thin client workstation. This
allows an enterprise to reassert the central control over
application cost and usage that corporations formerly had in
the period prior to the advent of the PC. Microsoft’s
Terminal Server product and Citrix’s WinFrame products
are leading thin-client application server products.

Application Service Provider Industry
Consortium

See “ASPIC”

application-specific integrated circuit
See “ASIC”

apps-on-tap

Apps-on-tap (short for “applications on tap”) is computer
industry jargon for application programs or other services
(Hewlett-Packard calls them e-services) that are available
online for businesses or consumers. (“On tap” is an
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idiomatic expression for “available.”) The businesses that
furnish apps-on-tap are called application service
providers. The use of apps-on-tap is a form of outsourcing.

aptent

Aptent (pronounced AP-tehnt, compounded from ’applica-
tion” and ’content’) is the combination of computer program
applications with textual and graphic content on the
Internet. The term was used by Tim Miller in an article on
the subject in The Industry Standard magazine. Aptent, Miller
observes, is increasingly what makes Web enterprises
successful since it blends the capabilities of the computer
and networking with the Web’s amazing capacity to amass
content. Aptent is sometimes mostly programming,
sometimes mostly content. Content is made available in
new ways, arriving with programs that can interact with
users, interpret and react to user behavior, send agents in
search of content to be provided later, explode into more
detailed content, allow users to develop their own content,
and so forth. Advertisers and marketers, interested in ads
and ideas that engage and involve, are also embracing
aptent. Miller identifies some classes of aptent as:

Search engines and directories. The original aptent
providers, Yahoo, Excite, Lycos, Infoseek, and others scour
the Web’s content and digest and index it so that users can
access its millions of pages.

Communications aptent. E-mail and chat and discussion
group sites and programming provide new ways for content
to be created and exchanged. Important companies in
communications aptent are Hotmail, WebChat Broadcasting,
Parachat, Mirabilis, Silicon Investor, and Go2Net.

”Squirrel” aptent. Providing space where users can create
their own personal home pages, address books, and special-
event calendars, companies like GeoCities have brought
users actively to the Web as full-time participants or at least
allowed them to view the Web as a place to store their own
content. Tripod and WhoWhere are other sites that let users
create their own content.

Agent or “bot” aptent. These sites or applications allow
users to gather information tailored to individual needs,
compare prices at different online stores, and even discover
or “mine” information that matches a user’s profile. Junglee,
C2B, Quando, and Computer ESP are product examples.

Companies or Web sites that provide aptent rather than
mere content tend to “scale” in terms of potential revenue
and are attractive to angels, venture capitalists, and
investors. Some aptent is able to self-proliferate, users
spreading it to other users, a kind of viral marketing.

Aptent, Miller concludes, is still in its infancy. The message,
he says, is “about doing things, not reading things.”

arachniography

An arachniography (pronounced uh-RAK-nee-AH-gruf-ee)
is a bibliography of Web pages. The term was coined by
Andrew ]. Butrica of NASA who first considered
“webography” but didn’t like the mixing of word origins.
He asked his brother, James, who teaches Classics at
Memorial University, for a classical language equivalent of
“web.” In Greek, arachne means both the spider and its web.
So, for his history of NASA’s X-33 project, Andrew called his
annotated list of Web pages an annotated arachniography.
Since the Web is not a “biblio,” this particular neologism
would seem to be useful.

The term has not yet been widely used, but it’s still early in
the history of the Web. Meanwhile, if you are including Web
sites in a bibliography for an academic or other formal paper
or printed work, the Style Guide of the Modern Language
Association (MLA) tells how to write a citation. The MLA
guideline includes a number of examples of citations for use
as models. For a Web site that is a scholarly project, they
offer this model:
Victorian Women Writers Project. Ed. Perry Willett.

Apr. 1997. Indiana U. 26 Apr. 1997

<http:/ /www.indiana.edu/~letrs/vwwp/>.
A drawback in the MLA’s Web citation style is that, if the
Uniform Resource Locator and its angular brackets are
transferred to a Web page, the URL will no longer be visible
when viewed on a browser. This is because Web browsers
view the information within a matched pair of angular
brackets as an HTML tag and therefore not to be displayed.
When creating the URL part of a citation, we recommend
enclosing it within parentheses instead of angular brackets.

arachnotaxis

Arachnotaxis is the use of a table or structured list of URLs
for Web sites (or words that hyperlink to Web sites) in order
to help locate them. A structured bookmark list or a portal
directory (such as the ones at Yahoo.com or
SearchITServices.com) exemplify arachnotaxis, a term
derived from Arachne, the weaver who in Greek legend was
turned into a spider, and thence arachnion, a variation that
meant the spider’s web, and faxis, a Greek word for an
orderly or systematic arrangement of items or terms,
especially by classification.

As a term, arachnotaxis could be considered a “serious”
sniglet (a meaning in search of a term) until such time as its
use is more widely adopted. Its inventor, Steve Gruenwald,
first used the term in mid-1998, when he was searching for
something to describe a taxonomy used to guide users to
Web sites. (TechTarget.com sites use the term taxonomy to
describe our catogorized lists of Web sites.)

Also see arachniography, an
synonym.

independently-coined



Archie

Archie is a program that allows you to search the files of all
the Internet FTP servers that offer anonymous FTP. Archie
is actually an indexing spider that visits each anonymous
FTP site, reads all the directory and file names, and then
indexes them in one large index. A user can then query
Archie, which checks the query against its index. To use
Archie, you can Telnet to a server that you know has Archie
on it and then enter Archie search commands. However, it’s
easier to use a forms interface on the Web called ArchiePlex.

Archie has become less important with the growth of the
World Wide Web. It is perhaps of most use for serious
researchers who have already tried the Web’s main search
engines first or who already know that the topic of their
search is likely to be found on FTP servers.

architecture

In information technology, especially computers and more
recently networks, architecture is a term applied to both the
process and the outcome of thinking out and specifying the
overall structure, logical components, and the logical
interrelationships of a computer, its operating system, a
network, or other conception. An architecture can be a
reference model, such as the Open Systems Interconnection
(OSI) reference model, intended as a model for specific
product architectures or it can be a specific product
architecture, such as that for an Intel Pentium
microprocessor or for IBM’s OS/390 operating system.

Computer architecture can be divided into five fundamental
components: input/output, storage, communication,
control, and processing. In practice, each of these
components (sometimes called subsystems) is sometimes said
to have an architecture, so, as usual, context contributes to
usage and meaning.

By comparison, the term design connotes thinking that has
less scope than architecture. An architecture is a design, but
most designs are not architectures. A single component or a
new function has a design that has to fit within the overall
architecture.

A similar term, framework, can be thought of as the structural
part of an architecture.

archive

1) An archive is a collection of computer files that have been
packaged together for backup, to transport to some other
location, for saving away from the computer so that more
hard disk storage can be made available, or for some other
purpose. An archive can include a simple list of files or files
organized under a directory or catalog structure (depending
on how a particular program supports archiving).

On personal computers with the Windows operating system,

WinZip is a popular program that lets you create an archive
(a single file that holds a number of files that you plan to

area

save to another medium or send someone electronically) or
extract its files. WinZip also compresses the files that are
archived, but compression is not required to create an

Z

archive. A WinZip archive has the file name suffix “.zip”.

In UNIX-based operating systems, the tar (tape archive)
utility can be used to create an archive or extract files from
one. On mainframe operating systems such as IBM’s MVS
and OS/390, procedures for archiving or backing up files are
often automated as a daily operation.

2) On Web sites as well as in libraries, an archive is a
collection of individual publications that are often cataloged
or listed and made accessible in some way. Magazines,
journals, and newspapers with Web sites sometimes refer to
their back issues as an archive.

3) Web and File Transfer Protocol sites that provide
software programs that can be downloaded sometimes refer
to the list of downloadable files as an archive or as archives.

ARCNET

ARCNET is a widely-installed local area network (LAN)
technology that uses a token-bus scheme for managing line
sharing among the workstations and other devices
connected on the LAN. The LAN server continuously
circulates empty message frames on a bus (a line in which
every message goes through every device on the line and a
device uses only those with its address). When a device
wants to send a message, it inserts a “token” (this can be as
simple as setting a token bit to 1) in an empty frame in which
it also inserts the message. When the destination device or
LAN server reads the message, it resets the token to 0 so that
the frame can be reused by any other device. The scheme is
very efficient when traffic increases since all devices are
afforded the same opportunity to use the shared network.

ARCNET can use coaxial cable or fiber optic lines.
ARCNET is one of four major LAN technologies, which also
include Ethernet, token ring, and FDDI.

area

Area (symbolized A) is a two-dimensional quantity
representing amount or extent of surface. The standard unit
of area in the International System of Units (SI) is the meter
squared (m?).

Area is usually measured or defined on a flat surface, also
called a Euclidean plane, or on a spherical surface. For
example, we might speak of the area of a parcel of land, the
cross-sectional area of a fiber optic cable, or the surface area
of the earth. However, surface area is occasionally
determined for irregular or complex objects. In the case of
certain extremely complex or esoteric surfaces, the area
might be impossible to define or measure. One example is a
mathematical object having a fractional number of
dimensions. Another example is an object without a well-
defined surface.
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When expressing large or small areas, prefix multipliers are
attached to the meter squared. The table below shows the
most common alternative displacement units and their
relationship to the meter squared.

Unit (and To convert to Conversely,
symbol) meters squared, multiply by:
multiply by:
kilometer 10° 10°®

squared (km?)

centimeter (cm?) 10 10*
millimeter (mm? 10°® 10°
circular mil 5.06 x 107 1.97 x 10°
foot squared (ft?) ~ °09%° 1076
micrometer 1072 10"
squared or

micron squared

(5]

nanometer 1078 108
squared (nm?)

Angstrom 1020 10%°

squared (A%

Compare displacement, and volume.

Also see centimeter, meter, meter squared, meter cubed,
and International System of Units (SI).

area code

In the North American telephone system, an area code is a
three-digit code delineating a “toll” area in the United States,
Canada, and Mexico. Area codes are distributed according
to the North American Number Plan (NANP). The area code
is also referred to as a Number Plan Area or NPA.

ARIN

See “American Registry of Internet Numbers”

arithmetic-logic unit

An arithmetic-logic unit (ALU) is the part of a computer
processor (CPU) that carries out arithmetic and logic
operations on the operands in computer instruction words.
In some processors, the ALU is divided into two units, an
arithmetic unit (AU) and a logic unit (LU). Some processors
contain more than one AU—for example, one for fixed-point
operations and another for floating-point operations. (In
personal computers floating point operations are sometimes
done by a floating point unit on a separate chip called a
numeric coprocessor.)

Typically, the ALU has direct input and output access to the
processor controller, main memory (random access memory
or RAM in a personal computer), and input/output devices.
Inputs and outputs flow along an electronic path that is
called a bus. The input consists of an instruction word
(sometimes called a machine instruction word) that contains

an operation code (sometimes called an “op code”), one or
more operands, and sometimes a format code. The operation
code tells the ALU what operation to perform and the
operands are used in the operation. (For example, two
operands might be added together or compared logically.)
The format may be combined with the op code and tells, for
example, whether this is a fixed-point or a floating-point
instruction. The output consists of a result that is placed in a
storage register and settings that indicate whether the
operation was performed successfully. (If it isn’t, some sort
of status will be stored in a permanent place that is
sometimes called the machine status word.)

In general, the ALU includes storage places for input
operands, operands that are being added, the accumulated
result (stored in an accumulator), and shifted results. The
flow of bits and the operations performed on them in the
subunits of the ALU is controlled by gated circuits. The gates
in these circuits are controlled by a sequence logic unit that
uses a particular algorithm or sequence for each operation
code. In the arithmetic unit, multiplication and division are
done by a series of adding or subtracting and shifting
operations. There are several ways to represent negative
numbers. In the logic unit, one of 16 possible logic
operations can be performed—such as comparing two
operands and identifying where bits don’t match.

The design of the ALU is obviously a critical part of the

processor and new approaches to speeding up instruction
handling are continually being developed.

AR])

ARJ is an archiving program created by Robert Jung for
IBM-compatible computers. The letters stand for “Archive
Robert Jung.”

ARJ compresses files to save storage space and speed
transmission when moved from one computer to another.
The program has long filename support, file version
management, archive merging, password protection, data
damage protection, a digital signature option, recurse
directory support, ANSI escape sequence display handler,
configurable command options, handling of up to 99
volumes, ability to store up to 250 backups per archive,
ability to work with duplicate filenames within archives, and
archives that span diskettes.

There are two versions of AR]J currently available, called AR]
and ARJ32. ARJ runs in DOS (Disk Operating System) 2.11
and above, and requires only 512K of random-access
memory (RAM). ARJ32 runs in 32-bit Windows 95 and later
systems. Either version can work with files of up to 1
gigabyte, and can process a drive larger than 2 gigabytes
with its multiple volume feature as long as any individual
file is not larger than 1 GB. Both ARJ and AR]32 are available
in English, Portuguese, German, Polish, French, and Czech.



ARP

See “Address Resolution Protocol”

ARPA

An agency of the United States Department of Defense,
ARPA (Advanced Research Projects Agency) underwrote
the development of the Internet beginning in 1969. Known
as ARPANET, it was designed so that, in case of war and the
loss of any group of sites, remaining sites would still be able
to communicate along alternate routes. No site would be
critical to the operation of the network.

Eventually, ARPANET was divided into Milnet, which
connected military sites, and a new ARPANET that
connected other sites, mainly universities. A new
communication protocol was developed, TCP/IP, so that
all sites on either of the networks could communicate.

Additional networks came into being, all using the new
protocol, TCP/IP, making possible the enormous number of
interconnections that we have today.

ARPANET

ARPANET was the network that became the basis for the
Internet. It was funded mainly by U.S. military sources and
consisted of a number of individual computers connected by
leased lines and using a packet-switching scheme.

ARPANET was replaced over time in the 1980’s by a
separate new military network, the Defense Data Network,
and NSFNet, a network of scientific and academic
computers funded by the National Science Foundation. In
1995, NSFNet in turn began a phased withdrawal to turn
what has become the backbone of the Internet (called vBNS)
over to a consortium of commercial backbone providers
(PSINet, UUNET,ANS/AOL, Sprint, MCI, and AGIS-Net99).

array

1) In general, an array is a number of items arranged in some
specified way—for example, in a list or in a three-
dimensional table.

2) In computer programming languages, an array is a group
of objects with the same attributes that can be addressed
individually, using such techniques as subscripting.

3) In random access memory (RAM), an array is the
arrangement of memory cells.

artificial intellect

An artificial intellect (or “artilect”), according to Dr. Hugo de
Garis, is a computer intelligence superior to that of humans
in one or more spheres of knowledge together with an
implicit will to use the intelligence. Artilects are the concern
of artificial intelligence specialists (or “intelligists”) like de
Garis, who speculates that human society may soon have to

AS/s00

face the question of whether and how we can restrain
artificial intelligence from making decisions inimical to
humans.

Dr. de Garis assumes that within one or two generations, we
will have computers that are more sophisticated than human
brains with the ability to experimentally evolve their
intelligence into something much beyond what humans
might contemplate or understand. de Garis wonders
whether such machines would consider human beings
important enough to preserve. He speculates that society
will soon need to face the question of whether we should
permit artilects to be built. He foresees two factions arising:
the Cosmists, who argue that they should be built, and the
Terras, believing that they should not. The Cosmists might
believe that artilects would probably want to leave our
planet to seek intelligences elsewhere in the universe. The
Terras believe that it would be too dangerous for the human
race to allow artilects to be developed.

artificial intelligence
See “Al”

AS/400

The AS/400—formally renamed the “eServer iSeries/400,”
but still commonly known as AS/400—is a middle-size
server designed for small businesses and departments in
large enterprises and now redesigned so that it will work
well in distributed networks with Web applications. The
AS/400 uses the PowerPC microprocessor with its reduced
instruction set computer technology. Its operating system is
called the OS/400. With multi-terabytes of disk storage and
a Java virtual memory closely tied into the operating system,
IBM hopes to make the AS/400 a kind of versatile all-
purpose server that can replace PC servers and Web servers
in the world’s businesses, competing with both Wintel and
UNIX servers, while giving its present enormous customer
base an immediate leap into the Internet.

The AS/400, one of IBM’s greatest success stories, is widely
installed in large enterprises at the department level, in
small corporations, in government agencies, and in almost
every industry segment. It succeeded another highly
popular product, the System/36 and was itself based on a
later, more sophisticated product, the System/38. AS/400
customers can choose from thousands of applications that
have already been written and many have been “Web-
enabled.” IBM points to the AS/400’s “uptime” of 99.9%.

The AS/400 comes with a database built-in. One widely-

installed option is Domino (Notes with a Web browser).

According to IBM, these are some important new uses for

the AS/400:

e Data warehousing: With multi-gigabytes of RAM and
multi-terabytes of hard disk space, the AS/400 can be a

repository for large amounts of company data to which
data mining could be applied.
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e Java application development: With its closely
integrated Java virtual machine and new tools designed
by IBM for building commercial applications with Java,
the AS/400 can be used as a development system.

e Web and e-commerce serving: Equipped with a Web
server and applications designed to support e-commerce
(taking orders, tracking orders, providing service to
customers, working with partners and suppliers) and
with firewall capabilities, the AS/400 can handle
Internet serving for a moderate-size company.

e Corporate groupware services: Assuming that Domino
and Notes have been included with the system, it’s
designed to quickly provide a corporation with
sophisticated e-mail, project file sharing, whiteboards,
and electronic collaboration.

ASCII

ASCII  (American Standard Code for Information
Interchange) is the most common format for text files in
computers and on the Internet. In an ASCII file, each
alphabetic, numeric, or special character is represented with
a 7-bit binary number (a string of seven Os or 1s). 128
possible characters are defined.

UNIX and DOS-based operating systems use ASCII for text
files. Windows NT and 2000 uses a newer code, Unicode.
IBM’s S/390 systems use a proprietary 8-bit code called
EBCDIC. Conversion programs allow different operating
systems to change a file from one code to another.

ASCII was developed by the American National Standards
Institute (ANSI).

Asia Cellular Satellite System

Asia Cellular Satellite System (ACeS) is a combined cellular
telephone and satellite wireless system from Ericsson that
provides digital communication service to mobile phone and
computer users in the Asia Pacific Region. Adding satellite
communication to the terrestrial Global System for Mobile
(GSM) communication system, ACeS is billed as the first
integrated satellite-GSM system in the world. Users with
Ericsson dual-mode terminals will be able to roam within
the region switching as necessary between cellular (local)
service and satellite service.

ACeS is expected to be available in an area from Indonesia in
the South; Papua, New Guinea in the East; Japan in the
North; and Pakistan in the West, an area with a combined
population of three billion. ACeS will make it possible for
many people to have telecommunication services for the first
time. ACeS has signed over 19 roaming service agreements
with GSM operators.

ACeS subscribers are provided with a GSM subscriber
identify module (SIM) and a network access code (which is a
telephone number) that can be used outside the region or
within the region when blockage of satellite signals occur

(typically, by nearby buildings). GSM subscribers visiting
the region can also reach other GSM services via satellite if
they have an ACeS SIM and an ACeS terminal.

ASIC

An ASIC (application-specific integrated circuit) is a
microchip designed for a special application, such as a
particular kind of transmission protocol or a hand-held
computer. You might contrast it with general integrated
circuits, such as the microprocessor and the random access
memory chips in your PC. ASICs are used in a wide-range of
applications, including auto emission control, environmental
monitoring, and personal digital assistants (PDAs).

An ASIC can be pre-manufactured for a special application
or it can be custom manufactured (typically using
components from a “building block” library of components)
for a particular customer application.

Asimov’s Three Laws of Robotics

Science-fiction author Isaac Asimov is often given credit for
being the first person to use the term robotics in a short story
composed in the 1940s. In the story, Asimov suggested three
principles to guide the behavior of robots and smart
machines. Asimov’s Three Laws of Robotics, as they are
called, have survived to the present:

1. Robots must never harm human beings.

2. Robots must follow instructions from humans without
violating rule 1.

3. Robots must protect themselves without violating the
other rules.

Also see artificial intelligence, mechatronics, nanorobot,
and robot.

ASN.1

See “Abstract Syntax Notation One”

ASP

See “application service provider”

ASP.NET

See “ASP+”

ASP+

ASP+ (also called ASP.NET), is the next generation of
Microsoft's Active Server Page (ASP), a feature of their
Internet Information Server (IIS). Both ASP and ASP+ allow
a Web site builder to dynamically build Web pages on the
fly by inserting queries to a relational database in the Web
page. ASP+ is different than its predecessor in two major
ways: It supports code written in compiled languages such
as Visual Basic, C++, C#, and Perl, and it features server




controls that can separate the code from the content,
allowing WYSIWYG editing of pages. Although ASP+ is not
backwards compatible with ASP, it is able to run side by
side with ASP applications. ASP+ files can be recognized by
their .aspx extension.

aspect-oriented programming

Aspect-oriented programming (AOP) is an approach to
programming that allows global properties of a program to
determine how it is compiled into an executable program.
AOQP can be used with object-oriented programming (OOP).

An aspect is a subprogram that is associated with a specific
property of a program. As that property varies, the effect
“ripples” through the entire program. The aspect
subprogram is used as part of a new kind of compiler
called an aspect weaver.

The conceptualizers of AOP compare aspect programming
to the manufacturing of cloth in which threads are
automatically interwoven. Without AOP, programmers
must stitch the threads by hand.

ASPI

ASPI (Advanced SCSI Programming Interface) specifies how
an application program can communicate with a SCSI
(Small Computer System Interface) device through a
common SCSI device driver. ASPI provides a set of
functions that are common to any SCSI device.

Developed by Adaptec, ASPI has become the industry
standard for controlling SCSI devices. The ASPI device
driver is the program that actually interacts with the SCSI
device. The layering looks something like this: application/
utility, ASPI, ASPI driver, SCSI card.

ASPI driver

In a personal computer, an ASPI driver is a software driver
or program that uses the Advanced SCSI Programming
Interface (ASPI) protocol to interface with the Small
Computer System Interface (SCSI) bus. The ASPI interface
specification was developed by Adaptec as a means of
sending commands to a SCSI host adapter. ASPI provides an
abstraction layer that hides irrelevant details about the host
adapter from the programmer and standardizes the interface
to simplify application development.

Common Access Method (CAM), the main alternative to
ASPI, performs the same basic tasks, but in a different and
slightly more complicated way. CAM is not as widely used.
ASPT is compatible with most operating systems, and has
become the standard for enabling the development of
applications and drivers that will work with all compatible
SCSI adapters.

assembler

ASPIC

ASPIC (Application Service Provider Industry Consortium)
is a non-profit, international advocacy group comprised of
some 700 companies in nearly 30 countries. The ASPIC was
formed in May, 1999 to promote and help create an
understanding of the application service provider (ASP)
industry by sponsoring research, establishing guidelines to
promote best practices, and conveying the benefits of the
ASP computing model.

assembler

An assembler is a program that takes basic computer
instructions and converts them into a pattern of bits that the
computer’s processor can use to perform its basic
operations. Some people call these instructions assembler
language and others use the term assembly language.

Here’s how it works:

e Most computers come with a specified set of very basic
instructions that correspond to the basic machine
operations that the computer can perform. For example,
a “Load” instruction causes the processor to move a
string of bits from a location in the processor’s memory
to a special holding place called a register. Assuming the
processor has at least eight registers, each numbered, the
following instruction would move the value (string of
bits of a certain length) at memory location 3000 into the
holding place called register 8:

L 83000

e The programmer can write a program using a sequence
of these assembler instructions.

e This sequence of assembler instructions, known as the
source code or source program, is then specified to the
assembler program when that program is started.

e The assembler program takes each program statement in
the source program and generates a corresponding bit
stream or pattern (a series of 0’s and 1’s of a given
length).

e The output of the assembler program is called the source
code or object program relative to the input source
program. The sequence of 0's and 1’s that constitute the
object program is sometimes called machine code.

e The object program can then be run (or executed)
whenever desired.

In the earliest computers, programmers actually wrote
programs in machine code, but assembler languages or
instruction sets were soon developed to speed up
programming. Today, assembler programming is used only
where very efficient control over processor operations is
needed. It requires knowledge of a particular computer’s
instruction set, however. Historically, most programs have
been written in “higher-level” languages such as COBOL,
FORTRAN, PL/I, and C. These languages are easier to learn
and faster to write programs with than assembler language.
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The program that processes the source code written in these
languages is called a compiler. Like the assembler, a
compiler takes higher-level language statements and
reduces them to machine code.

A newer idea in program preparation and portability is the
concept of a virtual machine. For example, using the Java
programming language, language statements are compiled
into a generic form of machine language known as bytecode
that can be run by a virtual machine, a kind of theoretical
machine that approximates most computer operations. The
bytecode can then be sent to any computer platform that has
previously downloaded or built in the Java virtual machine.
The virtual machine is aware of the specific instruction
lengths and other particularities of the platform and ensures
that the Java bytecode can run.

Association for Computing Machinery

The Association for Computing Machinery (ACM), founded
in 1947, is the largest and oldest international scientific and
industrial computer society. Through its many Special
Interest Groups, the ACM fosters research and
communication in a broad range of computing areas.

Many of the Special Interest Groups publish their own
journals or proceedings. There is a Usenet group at
comp.org.acm.

ASSP

In computers, an ASSP (application-specific standard
product) is a semiconductor device integrated circuit (IC)
product that is dedicated to a specific application market
and sold to more than one user (and thus, “standard”). The
ASSP is marketed to multiple customers just as a general-
purpose product is, but to a smaller number of customers
since it is for a specific application. Like an ASIC
(application-specific integrated circuit), the ASSP is for a
special application, but it is sold to any number of
companies. (An ASIC is designed and built to order for a
specific company.)

An ASSP generally offers the same performance
characteristics and has the same die size as an ASIC.
According to a Dataquest study, 17% of all semiconductor
products sold in 1999 were ASSPs; 83% were general-
purpose. According to Dataquest’s Jim Walker, the trend is
toward more application-specific products.

asymmetric communications

For an example of asymmetric communications, see
Asymmetric Digital Subscriber Line (ADSL).

In telecommunications, the term asymmetric (also
asymmetrical or non-symmetrical) refers to any system in
which the data speed or quantity differs in one direction as
compared with the other direction, averaged over time.
Asymmetrical data flow can, in some instances, make more

efficient use of the available infrastructure than symmetrical
data flow, in which the speed or quantity of data is the same
in both directions, averaged over time.

Consider an Internet connection in which downstream data
(from an Internet server to the subscriber) flows over a
broadband satellite downlink, while upstream data (from
the end user to the server) is sent over a twisted-pair
telephone line. This is an example of asymmetric
communications. The hardware for reception of satellite
signals is simple, consisting of a small dish antenna, an
amplifier/converter, and a modem. While the downstream
data might flow at 1 MBps or more, upstream data is limited
to 56 kpbs (often much less). In most Web browsing
applications, this is a major improvement over a connection
in which the upstream and downstream data both must flow
through the twisted pair. This is because most of the bytes
come downstream as relatively large graphics, sound,
multimedia, and HTML files, while upstream data consists
mainly of new content requests by the subscriber, which, in
comparison, contain few bytes. In this environment, it would
not make sense to supply the subscriber with the
sophisticated hardware necessary for a broadband satellite
uplink.

In some situations, asymmetric communications is not
satisfactory. An example is two-way, full-motion video-
conferencing, in which broadband data must flow in two
directions between two end users. Another example is File
Trasfer Protocol (FTP) applications in which the volume of
upstream data is considerable. For communications of this
type, broadband cable modem, optical fiber, or broadband
wireless Internet access is available in some locations. At the
time of this writing, symmetric broadband is not generally
available outside of metropolitan areas.

Asymmetric Digital Subscriber Line
See “ADSL”

asynchronous transfer mode
See “ATM”

asynchronous

In general, asynchronous (pronounced ay-SIHN-kro-nuhs,
from Greek asyn-, meaning “not with,” and chronos, meaning
“time”) is an adjective describing objects or events that are
not coordinated in time. In information technology, the term
has several different usages.

1) In telecommunication signaling within a network or
between networks, an asynchronous signal is one that is
transmitted at a different clock rate than another signal.
(Plesiochronous signals are almost but not quite in
synchronization—and a method is used to adjust them—and
synchronous signals are those that run at the same clock
rate.



2) In computer programs, asynchronous operation means
that a process operates independently of other processes,
whereas synchronous operation means that the process runs
only as a result of some other process being completed or
handing off operation. A typical activity that might use a
synchronous protocol would be a transmission of files from
one point to another. As each transmission is received, a
response is returned indicating success or the need to
resend. Each successive transmission of data requires a
response to the previous transmission before a new one can
be initiated.

Synchronous program communication is contrasted with
asynchronous program communication.

AT Attachment Packet Interface
See “ATAPI”

at sign

On the Internet, @ (pronounced “at” or “at sign” or “address
sign”) is the symbol in an e-mail address that separates the
name of the user from the user’s Internet address, as in this
hypothetical e-mail address example: msmuffet@tuffet.org.

In business, @ is a symbol meaning “at” or “each.” For
example, it means “each” in “4 apples @ $.35 = $1.40.”
Perhaps because it was one of the standard characters
designed into typewriters (usually with the upper shift key
pressed), the @ was chosen for inclusion as one of the special
characters in the ASCII set of characters that became
standard for computer keyboards, programs, and online
message transmission. In July 1972, as the specifications for
the File Transfer Protocol (FTP) were being written, someone
suggested including some e-mail programs written by Ray
Tomlinson, an engineer at Bolt Beranek and Newman, chief
contractor on ARPANet (Advanced Research Projects
Agency Network), the precursor of the Internet. In their
book, Where Wizards Stay Up Late, Katie Hafner and Matthew
Lyon describe how the @ sign got there:

Tomlinson...became better known for a brilliant (he
called it obvious) decision he made while writing [the
e-mail] programs. He needed a way to separate, in the
e-mail address, the name of the user from the
machine the user was on. How should that be
denoted? He wanted a character that would not,
under any circumstances, be found in the user’s
name. He looked down at the keyboard he was using,
a Model 33 Teletype, which almost everyone else on
the Net used, too. In addition to the letters and
numerals there were about a dozen punctuation
marks. “I got there first, so I got to choose any
punctuation I wanted,” Tomlinson said. “I chose the
@ sign.” The character also had the advantage of
meaning “at” the designated institution. He had no
idea he was creating an icon for the wired world.

ATM

ATA

ATA (Advanced Technology Attachment) is the official
name that American National Standards Institute group
X3T10 uses for what the computer industry calls Integrated
Drive Electronics (IDE).

ATAPI

ATAPI (AT Attachment Packet Interface) is an interface
between your computer and attached CD-ROM drives and
tape backup drives. Most of today’s PC computers use the
standard Integrated Drive Electronics (IDE) interface to
address hard disk drives. ATAPI provides the additional
commands needed for controlling a CD-ROM player or tape
backup so that your computer can use the IDE interface and
controllers to control these relatively newer device types.

ATAPI is part of the Enhanced IDE (EIDE) interface (also
known as ATA-2).

Athlon

Athlon, a popular microprocessor from AMD that is used in
many personal computers, was the first processor to be
shipped in a 1 gigahertz (one billion clock speed) version.
Compaq and Gateway are among companies that will
manufacture computers that include the 1 GHz Athlon.
Athlon also comes in versions that have clock speeds
somewhat below 1 GHz.

The second largest maker of microprocessors after Intel,
AMD has gained on its rival in recent years. The Athlon
achieved favorable press reviews for its speed and cost when
compared to Intel's Pentium 3. Athlon has an x86-
compatible processor architecture that comes with a fully
pipelining, superscalar floating point unit, a 128 kilobyte
L1 and L2 that is built into the microprocessor chip, and a
programmable backside bus to a L1 and L2. A notable
feature is the system’s 200 MHz bus. The Athlon chip uses
AMD’s aluminum 0.18-micron technology.

As the successor to AMD’s K6 microprocessor, Athlon was
previously called the K7.

ATL

See “Active Template Library”

ATM

ATM (asynchronous transfer mode) is a dedicated-
connection switching technology that organizes digital data
into 53-byte cell units and transmits them over a physical
medium using digital signal technology. Individually, a cell
is processed asynchronously relative to other related cells
and is queued before being multiplexed over the
transmission path.
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Because ATM is designed to be easily implemented by
hardware (rather than software), faster processing and
switch speeds are possible. The prespecified bit rates are
either 155.520 Mbps or 622.080 Mbps. Speeds on ATM
networks can reach 10 Gbps. Along with Synchronous
Optical Network (SONET) and several other technologies,
ATM is a key component of broadband ISDN (BISDN).

ATM also stands for automated teller machine, a machine that
bank customers use to make transactions without a human
teller.

atom

An atom is a particle of matter that uniquely defines a
chemical element. An atom consists of a central nucleus that
is usually surrounded by one or more electrons. Each
electron is negatively charged. The nucleus is positively
charged, and contains one or more relatively heavy particles
known as protons and neutrons.

A proton is positively charged. The number of protons in the
nucleus of an atom is the atomic number for the chemical
element. A proton has a rest mass, denoted myp, of
approximately 1.673 x 10% kilogram (kg). A neutron is
electrically neutral and has a rest mass, denoted m,, of
approximately 1.675 x 10% kg. The mass of a proton or
neutron increases when the particle attains extreme speed,
for example in a cyclotron or linear accelerator.

An early model of the atom was developed by the physicist
Ernest Rutherford in 1912. He was the first to suggest that
atoms are like miniature solar systems, except that the
attractive force is not caused by gravity, but by opposing
electrical charges. In the so-called Rutherford atom, electrons
orbit the nucleus in circular paths. Niels Bohr revised
Rutherford’s theory in 1913. In the Bohr atom, the negatively
charged electrons orbit the nucleus at specific median
distances. These distances are represented by spheres, called
shells, surrounding the nucleus. Electrons can move from
shell to shell. When an electron absorbs enough energy, it
moves to a larger, or higher, shell. When it loses a certain
amount of energy, it falls to a smaller, or lower, shell.

The total mass of an atom, including the protons, neutrons
and electrons, is the atomic mass or atomic weight. Electrons
contribute only a tiny part of this mass. For most practical
purposes, the atomic weight can be thought of as the number
of protons plus the number of neutrons. Because the number
of neutrons in an atom can vary, there can be several
different atomic weights for most elements.

Atoms having the same number of protons, but different
numbers of neutrons, represent the same element, but are
known as different isotopes of that element. The isotope for
an element is specified by the sum of the number of protons
and neutrons. Examples of different isotopes of an element
are carbon 12 (the most common, non-radioactive isotope of
carbon) and carbon 14 (a less common, radioactive isotope of
carbon).

Protons and electrons have equal and opposite charge, and
normally an atom has equal numbers of both. Thus, atoms
are usually neutral. An ion is an atom with extra electrons or
with a deficiency of electrons, resulting in its being
electrically charged. An ion with extra electrons is negatively
charged and is called an anion; an ion deficient in electrons is
positively charged and is called a cation.

atomic

In ancient philosophy, an atom was the ultimate unit of
matter on which more complex views of material reality
were based. In computer programming, atomic describes a
unitary action or object that is essentially indivisible,
unchangeable, whole, and irreducible. Here are some
usages:

1) In Structured Query Language, an atomic function is one
that will either complete or return to its original state if a
power interruption or an abnormal end occurs.

2) In some UNIX-base operating systems, an atomic
operation is one in which no change can take place in the
time between the setting of a mask and the receiving of a
signal to change the mask.

3) In some programming languages, including Lisp, an atom
is the basic unit of executable code or data.

atomic force microscopy

Atomic force microscopy (AFM) is a technique for analyzing
the surface of a rigid material all the way down to the level
of the atom. AFM uses a mechanical probe to magnify
surface features up to 100,000,000 times, and it produces 3-D
images of the surface.

The technique is derived from a related technology, called
scanning tunneling microscopy (STM). The difference is that
AFM does not require the sample to conduct electricity,
whereas STM does. AFM also works in regular room
temperatures, while STM requires special temperature and
other conditions.

AFM is being used to understand materials problems in
many areas, including data storage, telecommunications,
biomedicine, chemistry, and aerospace. In data storage, it is
helping researchers to “force” a disk to have a higher
capacity. Today’s magnetic storage devices typically have a
capacity limit of between 20 and 50 gigabits (billions of bits)
per square inch of storage medium. Researchers are looking
into AFM to help raise read and write densities to between
40 gigabits and 300 gigabits per square inch. No one has yet
commercialized AFM technology for this purpose, but IBM
and others are actively pursuing it.

atomicity, consistency, isolation, and
durability

See “ACID”




ATSC

See “Advanced Television Systems Committee”

attachment unit interface
See “AUI"”

attempt

In a telecommunications system, an attempt is a user request
to get connected to the system or to initiate a call, whether or
not the connection is made or the call is initiated.

attenuation

Attenuation is a general term that refers to any reduction in
the strength of a signal. Attenuation occurs with any type of
signal, whether digital or analog. Sometimes called loss,
attenuation is a natural consequence of signal transmission
over long distances. The extent of attenuation is usually
expressed in units called decibels.

If P, is the signal power at the transmitting end (source) of a
communications circuit and P4 is the signal power at the
receiving end (destination), then Ps > P4q. The power
attenuation A, in decibels is given by the formula:

A, =10 logo(Ps/Pq)

Attenuation can also be expressed in terms of voltage. If A,
is the voltage attenuation in decibels, V; is the source signal
voltage, and Vg is the destination signal voltage, then:

Ay = 20 log;o(Ve/Vg)

In conventional and fiberoptic cables, attenuation is
specified in terms of the number of decibels per foot, 1,000
feet, kilometer, or mile. The less the attenuation per unit
distance, the more efficient the cable. When it is necessary to
transmit signals over long distances via cable, one or more
repeaters can be inserted along the length of the cable. The
repeaters boost the signal strength to overcome attenuation.
This greatly increases the maximum attainable range of
communication.

attosecond

(This definition follows U.S. usage in which a billion is a
thousand million and a trillion is a 1 followed by 12 zeros.)

An attosecond is one quintillionth (10™*¥) of a second and is a
term used in photon research.

For comparison, a millisecond (ms or msec) is one
thousandth of a second and is commonly used in measuring
the time to read to or write from a hard disk or a CD-ROM
player or to measure packet travel time on the Internet.

A microsecond (us or Greek letter mu plus s) is one millionth
(10°®) of a second.

ATV

A nanosecond (ns or nsec) is one billionth (10°) of a second
and is a common measurement of read or write access time
to random access memory (RAM).

A picosecond is one trillionth (107%) of a second, or one
millionth of a microsecond.

A femtosecond is one millionth of a nanosecond or 107° of a
second and is a measurement sometimes used in laser
technology.

attribute

In general, an attribute is a property or characteristic. Color,
for example, is an attribute of your hair. In using or
programming computers, an attribute is a changeable
property or characteristic of some component of a program
that can be set to different values.

In the Hypertext Markup Language (HTML), an attribute is
a characteristic of a page element, such as a font. An HTML
user can set font attributes, such as size and color, to
different values. In some programming languages, such as
PowerBuilder PowerScript, an attribute is a property of an
object or may be considered a container for the property of
the object. For example, color might be an attribute of a text
object, containing the value of “red.”

In a database management system (DBMS), an attribute
may describe a component of the database, such as a table or
a field, or may be used itself as another term for a field.

In the DOS operating system, file properties, such as “read-
only” or “visible,” are called file attributes.

ATU-R

An ATU-R (ADSL Terminal Unit—Remote), sometimes
called an “ADSL modem,” is a hardware unit that is
installed in any computer that uses a telephone company
connection with Asymmetric Digital Subscriber Line
(ADSL) service. The ATU-R connects to an Ethernet
network interface card (NIC) in the computer and, on the
other side, to a telephone jack in the home or business.
Ideally (for less interference), the telephone jack hooks up to
a new wire that goes to a signal splitter that the telephone
company installs at the telephone company demarcation
point (the place where the outside phone company wire or
wires connect to the network of phone lines within the
customer’s building). The splitter divides the signal into low
frequencies for voice and high frequencies for data.

ATV

ATV (Advanced Television) is the name given by the U.S.
Federal Communications Commission to digital TV (DTV),
the use of digital transmission of video and audio
information on broadcast channels and cable TV. ATV
includes both high-definition television (HDTV), a format
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for digital video compression, transmission, and
presentation and also the creation of additional channels
on the current analog 6 MHz channel.

For additional information, see HDTV.

ATX

ATX is an industry-wide open specification for a desktop
computer’'s motherboard. The most current version
(December, 1996) is Specification 2.0.

ATX improves the motherboard design by taking the small
AT motherboard that has been an industry standard and
rotating by 90 degrees the layout of the microprocessor and
expansion slots. This allows space for more full-length add-
in cards. A double-height aperture is specified for the rear of
the chassis, allowing more possible I/O arrangements for a
variety of devices such as TV input and output, LAN
connection, and so forth. The new layout is also intended to
be less costly to manufacture. Fewer cables will be needed.
The power supply has a side-mounted fan, allowing direct
cooling of the processor and cards, making a secondary fan
unnecessary. Version 2.0 incorporates improvements
suggested by chassis and power supply vendors.

Almost all major computer manufacturers, including IBM,
Compaq, and Apple build desktops with ATX mother-
boards. IBM is using ATX in both Intel and PowerPC
platforms.

audible ring

In a telephone system, an audible ring is the tone that is
returned from the called party’s switching device and heard
by the caller. This tone indicates to the caller that the desired
party is being rung.

audio

Audio is sound within the acoustic range available to
humans. An audio frequency (AF) is an electrical alternating
current within the 20 to 20,000 hertz (cycles per second)
range that can be used to produce acoustic sound. In
computers, audio is the sound system that comes with or can
be added to a computer. An audio card contains a special
built-in processor and memory for processing audio files
and sending them to speakers in the computer. An audio file
is a record of captured sound that can be played back. Sound
is a sequence of natural analog signals that are converted to
digital signals by the audio card, using a microchip called an
analog-to-digital converter (ADC). When sound is played,
the digital signals are sent to the speakers where they are
converted back to analog signals that generate varied sound.

Audio files are usually compressed for storage or faster
transmission. Audio files can be sent in short stand-alone
segments—for example, as files in the Wave file format. In
order for users to receive sound in real-time for a
multimedia effect, listening to music, or in order to take part

in an audio or video conference, sound must be delivered as
streaming sound. More advanced audio cards support
wavetable, or precaptured tables of sound. The most
popular audio file format today is MP3 (MPEG-1 Audio
Layer-3).

Audio Engineers Society/European
Broadcasting Union

AES/EBU (Audio Engineering Society/European Broad-
casting Union) is the name of a digital audio transfer
standard. The AES and EBU developed the specifications for
the standard.

The AES/EBU digital interface is usually implemented
using 3-pin XLR connectors, the same type connector used
in a professional microphone. One cable carries both left-
and right-channel audio data to the receiving device. AES/
EBU is an alternative to the S/PDIF standard.

audio frequency
See “AF”

audio noise

Also see noise.

In audio, noise is generally any unpleasant sound and, more
technically, any unwanted sound that is unintentionally
added to a desired sound. Ambient sound itself is a series of
changes in air pressure transmitted in waves from the sound
source to anyone with the sensory apparatus to detect the
waves (human beings and other animals with ears, for
example). Sound waves are expressed as a series of analog
sine waves. The combination and blend of these waves gives
sounds their individual characteristics, making them
pleasant or unpleasant to listen to. Some sounds are
combination of waves that are related to each other, as in the
case of a pitched instrument that transmits one dominant
frequency of sound wave and additional frequencies that
enhance the fundamental or dominant frequency. An oboe is
an example of a pitched instrument. Other sounds are made
from a grouping of tightly spaced waves that do not have a
specific fundamental frequency that is dominant over the
others. A snare drum is an example.

In recording sound, noise is often present on analog tape or
low-fidelity digital recordings. The standard audio cassette
includes a layer of hiss on every recording. When doing
digital recording, the conversion of a sound file from 16-bit
to 8-bit adds a layer of noise.

White noise is a sound that contains every frequency within
the range of human hearing (generally from 20 hertz to 20
kHz) in equal amounts. Most people perceive this sound as
having more high-frequency content than low, but this is not
the case. This perception occurs because each successive
octave has twice as many frequencies as the one preceding it.



For example, from 100 Hz to 200 Hz, there are one hundred
discrete frequencies. In the next octave (from 200 Hz to 400
Hz), there are two hundred frequencies.

White noise can be generated on a sound synthesizer. Sound
designers can use this sound, with some processing and
filtering, to create a multitude of effects such as wind, surf,
space whooshes, and rumbles.

Pink noise is a variant of white noise. Pink noise is white
noise that has been filtered to reduce the volume at each
octave. This is done to compensate for the increase in the
number of frequencies per octave. Each octave is reduced by
6 decibels, resulting in a noise sound wave that has equal
energy at every octave.

Audio Visual Interleaved file
See “AVI file”

Audio/Modem Riser

See “AMR”

audio/video
See “AV”

audit trail

In accounting, an audit trail is the sequence of paperwork
that validates or invalidates accounting entries. In
computing, the term is also used for an electronic or paper
log used to track computer activity. For example, a corporate
employee might have access to a section of a network in a
corporation such as billing but be unauthorized to access all
other sections. If that employee attempts to access an
unauthorized section by typing in passwords, this improper
activity is recorded in the audit trail.

Audit trails are used to record customer activity in e-
commerce. The customer’s initial contact is recorded in an
audit trail as well as each subsequent action such as
payment and delivery of the product or service. The
customer’s audit trail is then used to respond properly to
any inquiries or complaints. A company might also use an
audit trail to provide a basis for account reconciliation, to
provide a historical report to plan and support budgets, and
to provide a record of sales in case of a tax audit.

Audit trails are also used to investigate cybercrimes. In order
for investigators to expose a hacker’s identity, they can
follow the trail the hacker left in cyberspace. Sometimes
hackers unknowingly provide audit trails through their
Internet service providers’ activity logs or through chat
room logs.

authentication

auditor

In Web advertising, this usually means a third-party
company that audits the number of visitors to or impression
sent from a Web site during some time period. When you try
to sell advertising, having a third-party auditor gives the
prospect more confidence in your audience numbers.

AUI

The AUI (attachment unit interface) is the 15-pin physical
connector interface between a computer’s network interface
card (NIC) and an Ethernet cable. On 10Base-5 (”thicknet”)
Ethernet, a short cable is used to connect the AUI on the
computer with a transceiver on the main cable. In 10Base-2
or “thinnet” Ethernet networks, the NIC connects directly to
the Ethernet coaxial cable at the back of the computer.

IEEE 802.3, the Ethernet standard, defines the AUI 15-pin
physical layer interface. This interface is also called a DB-15
interface or a DIX interface (DIX refers to the three major
companies who helped standardize Ethernet: Digital
Equipment Corporation, Intel, and Xerox).

AUP

See “acceptable use policy”

authentication

Authentication is the process of determining whether
someone or something is, in fact, who or what it is declared
to be. In private and public computer networks (including
the Internet), authentication is commonly done through the
use of logon passwords. Knowledge of the password is
assumed to guarantee that the user is authentic. Each user
registers initially (or is registered by someone else), using an
assigned or self-declared password. On each subsequent
use, the user must know and use the previously declared
password. The weakness in this system for transactions that
are significant (such as the exchange of money) is that
passwords can often be stolen, accidentally revealed, or
forgotten.

For this reason, Internet business and many other
transactions require a more stringent authentication process.
The use of digital certificates issued and verified by a
Certificate Authority (CA) as part of a public key
infrastructure is considered likely to become the standard
way to perform authentication on the Internet.

Logically, authentication precedes authorization (although
they may often seem to be combined).
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authentication, authorization, and
accounting

Authentication, authorization, and accounting (AAA) is a
term for a framework for intelligently controlling access to
computer resources, enforcing policies, auditing usage, and
providing the information necessary to bill for services.
These combined processes are considered important for
effective network management and security.

Authentication provides a way of identifying a user,
typically by having the user enter a valid user name and
valid password before access is granted. The process of
authentication is based on each user having a unique set of
criteria for gaining access. The AAA server compares a
user’s authentication credentials with other user credentials
stored in a database. If the credentials match, the user is
granted access to the network. If the credentials are at
variance, authentication fails and network access is denied.

Following authentication, a user must gain authorization for
doing certain tasks. After logging into a system, for instance,
the user may try to issue commands. The authorization
process determines whether the user has the authority to
issue such commands. Simply put, authorization is the
process of enforcing policies: determining what types or
qualities of activities, resources, or services a user is
permitted. Usually, authorization occurs within the context
of authentication. Once you have authenticated a user, they
may be authorized for different types of access or activity.

The final plank in the AAA framework is accounting, which
measures the resources a user consumes during access. This
can include the amount of system time or the amount of data
a user has sent and/or received during a session.
Accounting is carried out by logging of session statistics and
usage information and is used for authorization control,
billing, trend analysis, resource utilization, and capacity
planning activities.

Authentication, authorization, and accounting services are
often provided by a dedicated AAA server, a program that
performs these functions. A current standard by which
network access servers interface with the AAA server is the
Remote Authentication Dial-In User Service (RADIUS).

authorization

Authorization is the process of giving someone permission
to do or have something. In multi-user computer systems, a
system administrator defines for the system which users are
allowed access to the system and what privileges of use
(such as access to which file directories, hours of access,
amount of allocated storage space, and so forth). Assuming
that someone has logged in to a computer operating system
or application, the system or application may want to
identify what resources the user can be given during this
session. Thus, authorization is sometimes seen as both the

preliminary setting up of permissions by a system
adminstrator and the actual checking of the permission
values that have been set up when a user is getting access.

Logically, authorization is preceded by authentication.

authorized program analysis report

An APAR (authorized program analysis report) is a term
used in IBM for a description of a problem with an IBM
program that is formally tracked until a solution is provided.
An APAR is created or “opened” after a customer (or
sometimes IBM itself) discovers a problem that IBM
determines is due to a bug in its code. The APAR is given a
unique number for tracking and a target date for solution.
When the support group that maintains the code solves the
problem, it develops a program temporary fix (PTF) that, when
applied, possibly with a SuperZap, will temporarily solve
the problem for the customers that may be affected. The PTF
will “close” the APAR. PTFs can be applied individually but
are usually made available as part of a fix package that
includes a number of PTFs. Meanwhile, the PTFs are
provided to the development group that is working on the
next product release. The developers may or may not use the
PTFs (since these are temporary fixes), but will determine
and design the correct problem solution to incorporate in the
next product release.

autoexec.bat

AUTOEXEC.BAT is a file containing Disk Operating
System commands that are executable when the computer
is booted (started). The commands in AUTOEXEC.BAT tell
the operating system which application programs are to be
automatically started, how memory is to be managed, and
initialize other settings. Each command in AUTOEXEC.BAT
could be typed in manually after the computer is started, but
that would take too long. The AUTOEXEC.BAT file is, in
fact, a command script that is written beforehand so that it
can be automatically executed when the operating system is
started. The BAT suffix stands for batch, indicating that this
is a file containing a sequence of commands entered from a
file rather than interactively by a user.

automagically

Automagically is a term used when the user either doesn’t
want to go into the technical details of something or doesn’t
know the details but does know what the end result has to
be. The term is sometimes used in planning and design
discussions and trade show demonstrations. For example,
one might say:

“Our new CD-ROM will put a handy button on your
computer desktop automagically. You won’t even
have to think about it.”

The term is a playful variation of automatically.



Automated Clearing House

automatic vehicle locator

automatic vehicle locator

Automated Clearing House (ACH) is a secure payment
transfer system that connects all U.S. financial institutions.
The ACH network acts as the central clearing facility for all
Electronic Fund Transfer (EFT) transactions that occur
nationwide, representing a crucial link in the national
banking system. It is here that payments linger in something
akin to a holding pattern while awaiting clearance for their
final banking destination. Scores of financial institutions
transmit or receive ACH entries through ACH operators
such as the American Clearing House Association, the
Federal Reserve, the Electronic Payments Network, and
Visa.

In 1998, the network processed nearly 5.3 billion ACH
transactions with a total value of more than $16 trillion.

Automatic Call Distributor

An Automatic Call Distributor (ACD) is a telephone facility
that manages incoming calls and handles them based on the
number called and an associated database of handling
instructions. Many companies offering sales and service
support use ACDs to validate callers, make outgoing
responses or calls, forward calls to the right party, allow
callers to record messages, gather usage statistics, balance
the use of phone lines, and provide other services.

ACDs often provide some form of Automatic Customer/
Caller Identification (ACIS) such as that provided by Direct
Inward Dialing (DID), Dialed Number Identification Service
(DNIS), or Automatic Number Identification (ANI).

Automatic Coin Telephone System

Automatic Coin Telephone System (ACTS) is a public coin-
operated telephone service that completes a variety of phone
calls, times the calls, and collects payment without the aid of
an operator.

automatic language translation

Automatic language translation is the use of a computer
program to translate input text from one national language
to another while maintaining the original document format.
Yahoo and some other sites offer what is sometimes called
instant translation using such a tool. Since language is
heavily dependent on context and connoted as well as
denoted meaning, a program needs to have access to such
context as well as the ability to use it. Since providing
enough context is difficult, automatic language translation
thus far seems to be successful only in limited and well-
understood situations and as a first time-saving step toward
translation (or “post-editing”) by a human being.

Automatic Number Identification
See “ANI”

An automatic vehicle locator (AVL) is a device that makes
use of the Global Positioning System (GPS) to enable a
business or agency to remotely track the location of its
vehicle fleet by using the Internet. These devices combine
GPS technology, cellular communications, street-level
mapping, and an intuitive user interface, with the ostensible
goal of improving fleet management and customer service.
For example, a company using an AVL system is able to
pinpoint the longitude, latitude, ground speed, and course
direction of a given vehicle. The vehicle’s location can be
quickly found and it could be rerouted to provide timely
delivery to a nearby customer. AVL systems also enable
companies to structure delivery routes more efficiently by
compiling a database of vehicle information, including
location of customers in relation to established delivery
routes.

AVL systems generally include a network of vehicles that
are equipped with a mobile radio receiver, a GPS receiver, a
GPS modem, and a GPS antenna. This network connects
with a base radio consisting of a PC computer station as well
as a GPS receiver and interface. GPS uses interactive maps
rather than static map images on the Web. This means users
can perform conventional GPS functions such as zoom, pan,
identify and queries.

AVL systems can be used to increase the accountability of
field personnel and boost the efficiency of a company’s
dispatching procedure. Dispatchers can get a real-time
snapshot of driver adherence to a route, provide customers
with an estimated time of arrival, and communicate directly
with drivers. Public safety agencies, such as police
departments or fire departments, can use AVL technology to
improve response times by being able to dispatch the closest
vehicles for emergencies.

Most AVL suppliers have created products that don’t
require dedicated servers and require minimal training of
dispatchers. AVL systems use mouse clicks instead of
keystrokes to page a single vehicle, a designated group of
vehicles or an entire fleet. The Aertrax system, for example,
operates without expensive receivers or other equipment. It
can be operated with a PC or desktop that connects to the
Internet. Aertrax includes a completely self-contained unit
that uses a minimal amount of power from the vehicle in
which it is installed. This unit transmits GPS location data,
either on a regularly timed basis or in response to a
command. This data is then converted into mapping that is
instantly available via the Internet.

In Corpus Christi, Texas, a regional transit authority is
collaborating with Texas AM University-Corpus Christi to
develop an AVL system that not only would enable it to
track bus locations but also enable automated ridership data
collection and dynamic routing. Until recently, the
availability of GPS to the commercial and civil sectors had
been controlled by the U.S. Department of Defense through
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an internationally imposed degradation standard known as
Selective Availability. This standard degraded the accuracy
of civilian GPS so that the highest degree of accuracy was
reserved for the military. SA restrictions have since been
lifted, enabling GPS to be dispersed for commercial
application.

autonomous robot

AV

AV, an abbreviation for audio/video, is frequently used as a
generic term for the audio and video components and
capabilities in home entertainment system and related
product descriptions and reviews.

availability

See “robot”

autonomous system

On the Internet, an autonomous system (AS) is the unit of
router policy, either a single network or a group of network
that is controlled by a common network administrator (or
group of administrators) on behalf of a single administrative
entity (such as a university, a business enterprise, or a
business division). An autonomous system is also sometimes
referred to as a routing domain. An autonomous system is
assigned a globally unique number, sometimes called an
Autonomous System Number (ASN).

Networks within an autonomous system communicate
routing information to each other using an Interior Gateway
Protocol (IGP). An autonomous system shares routing
information with other autonomous systems using the
Border Gateway Protocol (BGP). Previously, the Exterior
Gateway Protocol (EGP) was used. In the future, the BGP is
expected to be replaced with the OSI Inter-Domain Routing
Protocol (IDRP).

The Internet’s protocol guideline for autonomous systems,
after offering a definition similar to the one above, provides
a more technical definition as follows:

An AS is a connected group of one or more Internet
Protocol prefixes run by one or more network
operators which has a SINGLE and CLEARLY
DEFINED routing policy.

autoresponder

An autoresponder is a computer program that automatically
returns a prewritten message to anyone who submits e-mail
to a particular Internet address, whether an individual or a
Web site. Autoresponders are widely used by Web sites for
the purpose of responding to visitor comments and
suggestions in a preliminary way and, in cases where traffic
is heavy, as the sole way to communicate with user
inquiries.

Publishers of ezine and other online e-mail newsletters
typically use an autoresponder to respond to people who
subscribe or cancel their subscriptions.

auxiliary storage

Auxiliary storage is all addressable data storage that is not
currently in a computer’s main storage or memory.
Synonyms are external storage and secondary storage.

1) In a telephone circuit, availability is the ratio between the
time during which the circuit is operational and elapsed
time.

2) In a network switching system, availability is the
accessibility of input and output ports.

avatar

In 3D or virtual reality games and in some chat forums on
the Web, your avatar is the visual “handle” or display
appearance you use to represent yourself. On Worlds Chat
and similar sites, you can be a unicorn, a bluebird, or any
kind of creature or object that seems right.

In the Hindu religion, an avatar is an incarnation of a deity;
hence, an embodiment or manifestation of an idea or greater
reality.

average bouncing busy hour

In designing and assessing networks, one approach is to
measure the average bouncing busy hour (ABBH) traffic in
various network trunks or trunk groups of the network. The
ABBH is the traffic load on a switching system during the
peak (most busy) hour of each day, over a certain period,
typically one week, then averaged for the time period.

Another traditional index to peak traffic is the 10-high-day
busy period.

AVI file

An AVI (Audio Video Interleaved) file is a sound and
motion picture file that conforms to the Microsoft Windows
Resource Interchange File Format (RIFF) specification. AVI
files (which end with an .avi extension) require a special
player that may be included with your Web browser or may
require downloading.

Avogadro Constant

See “mole per meter cubed”

AWG

See “American Wire Gauge”




awk

awk (also written as Awk and AWK) is a utility that enables
a programmer to write tiny but effective programs in the
form of statements that define text patterns that are to be
searched for in each line of a document and the action that is
to be taken when a match is found within a line. awk comes
with most UNIX-based operating systems such as Linux,
and also with some other operating systems, such as
Windows 95/98/NT.

An awk program is made up of patterns and actions to be
performed when a pattern match is found. awk scans input
lines sequentially and examines each one to determine
whether it contains a pattern matching one specified by the
user. When the matching pattern is found, awk carries out
the instructions in the program. For example, awk could
scan text for a critical portion and reformat the text
contained in it according to the user's command. If no
Ppattern is specified, the program will carry out the command
on all of the input data.

awk breaks each line into fields, which are groups of
characters with spaces acting as separators so that a word,
for example, would be a field. A string is encased in
backslashes and actions to be performed are encased in curly
brackets. The lines are numbered in order of their
appearance, with “0” referring to the entire line. “$” is the
symbol for field. So, for example, to search for a line
containing the word “nutmeg,” and to print each line in
which the word occurs, the awk program would consist of:

/nutmeg/ { print $0 }.

The name “awk” is derived from the names of its three
developers: Alfred Aho, Peter Weinberger, and Brian
Kernighan. It was developed from grep, C, and sed syntax, a
combination that allows complex programs to be developed
quickly. awk is frequently used for prototyping. Versions of
awk include Portable Operating System Interface awk,
New awk (Nawk) and GNU awk (Gawk). The Practical
Extraction and Reporting Language language was
developed as an improved version of awk, with which
Perl is backward compatible.

AWT

See “Abstract Window Toolkit”

AWT
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See “susceptance”

B channel

See “B-channel”

B2B

On the Internet, B2B (business-to-business), also known as e-
biz, is the exchange of products, services, or information
between businesses rather than between businesses and
consumers. Although early interest centered on the growth
of retailing on the Internet (sometimes called e-tailing),
forecasts are that B2B revenue will far exceed business-to-
consumers (B2C) revenue in the near future. According to
studies published in early 2000, the money volume of B2B
exceeds that of e-tailing by 10 to 1. Over the next five years,
B2B is expected to have a compound annual growth of 41%.
The Gartner Group estimates B2B revenue worldwide to be
$7.29 trillion dollars by 2004. In early 2000, the volume of
investment in B2B by venture capitalists was reported to be
accelerating sharply although profitable B2B sites were not
yet easy to find.

B2B Web sites can be sorted into:

e Company Web sites, since the target audience for many
company Web sites is other companies and their
employees. Company sites can be thought of as round-
the-clock mini-trade exhibits. Sometimes a company
Web site serves as the entrance to an exclusive extranet
available only to customers or registered site users. Some
company Web sites sell directly from the site, effectively
e-tailing to other businesses.

e Product supply and procurement exchanges, where a
company purchasing agent can shop for supplies from
vendors, request proposals, and, in some cases, bid to
make a purchase at a desired price. Sometimes referred
to as e-procurement sites, some serve a range of
industries and others focus on a niche market.

e Specialized or vertical industry portals which provide a
“subWeb” of information, product listings, discussion
groups, and other features. These vertical portal sites
have a broader purpose than the procurement sites
(although they may also support buying and selling).

e Brokering sites that act as an intermediary between
someone wanting a product or service and potential
providers. Equipment leasing is an example.

e Information sites (sometimes known as infomediary),
which provide information about a particular industry
for its companies and their employees. These include
specialized search sites and trade and industry standards
organization sites. Many B2B sites may seem to fall into
more than one of these groups. Models for B2B sites are
still evolving.

Another type of B2B enterprise is software for building B2B
Web sites, including site building tools and templates,
database, and methodologies as well as transaction
software.

B2B is e-commerce between businesses. An earlier and much
more limited kind of online B2B prior to the Internet was
Electronic Data Interchange (EDI), which is still widely
used.

B2C

B2C is short for business-to-consumer, or the retailing part of
e-commerce on the Internet. It is often contrasted to B2B or
business-to-business.

B2E

B2E is business-to-employee, an approach in which the focus
is the employee, rather than the consumer (as it is in
business-to-consumer, or B2C) or other businesses (as it is in
business-to-business, or B2B). The B2E approach grew out of
the ongoing shortage of information technology (IT)
workers. In a broad sense, B2E encompasses everything that
businesses do to attract and retain well-qualified staff in a
competitive market, such as aggressive recruiting tactics,
benefits, education opportunities, flexible hours, bonuses,
and employee empowerment strategies.

More specifically, the term “B2E” is frequently used to refer
to the B2E portal (sometimes called a people portal), which is a
customized home page or desktop for everyone within an
organization. The B2E portal is sometimes considered to be
synonymous with an intranet, but it differs in its focus on
the employee’s desires. The intranet’s focus is the
organization; the B2E portal focus is the individual. The B2E
portal is designed to include not only everything that an
employee might hope to find on an intranet (such as a
corporate directory, or customer support information), but
also any personal information and links that the employee
might want (such as stocks information, or even games). The
intention is to increase not only efficiency, but also employee
satisfaction and a sense of community within the
organization.



A B2E portal has three distinguishing characteristics:

e A single point of entry: one URL for everyone within an
organization.

e A mixture of organization-specific and employee-
defined components.

e The potential to be highly customized and easily altered
to suit the particular employee.

Corporations may develop their own portals or they may
rely on the services of any of the large and growing number
of B2E portal developers.

B2G

On the Internet, B2G is business-to-government (a variation
of the term B2B or business-to-business), the concept that
businesses and government agencies can use central Web
sites to exchange information and do business with each
other more efficiently than they usually can off the Web. For
example, a Web site offering B2G services could provide
businesses with a single place to locate applications and tax
forms for one or more levels of governent (city, state or
province, country, and so forth); provide the ability to send
in filled-out forms and payments; update corporate
information; request answers to specific questions; and so
forth. B2G may also include e-procurement services, in
which businesses learn about the purchasing needs of
agencies and agencies request proposal responses. B2G may
also support the idea of a virtual workplace in which a
business and an agency could coordinate the work on a
contracted project by sharing a common site to coordinate
online meetings, review plans, and manage progress. B2G
may also include the rental of online applications and
databases designed especially for use by government
agencies.

According to the Gartner Group, B2G revenue is expected to
grow from $1.5 billion in 2000 to $6.2 billion in 2005. B2G is
sometimes called e-government.

B8ZS

B8ZS (bipolar 8-zero substitution, also called binary 8-zero
substitution, clear channel, and clear 64) is an encoding method
used on T1 circuits that inserts two successive ones of the
same voltage—referred to as a bipolar violation—into a
signal whenever eight consecutive zeros are transmitted.
The device receiving the signal interprets the bipolar
violation as a timing mark, which keeps the transmitting and
receiving devices synchronized. Ordinarily, when successive
ones are transmitted, one has a positive voltage and the
other has a negative voltage.

B8ZS is based on an older encoding method called alternate
mark inversion (AMI). AMI is used with Dataphone Digital
Service, the oldest data service still in use that uses 64 Kbps
channels. AMI, however, requires the use of 8 Kbps of the 64
Kbps of each channel to maintain synchronization. In a T1

back-end

circuit, there are 24 channels. This loss adds up to 192 Kbps,
which means that in reality only 56 Kbps is available for data
transmission. B8ZS uses bipolar violations to synchronize
devices, a solution that does not require the use of extra bits,
which means a T1 circuit using B8ZS can use the full 64 Kbps
for each channel for data. B8ZS is not compatible with older
AMI equipment.

T1 technology is used in the United States and Japan. In
Europe, a comparable technology called E1 provides 32
channels instead of 24 and uses an encoding scheme called
high-density bipolar 3 (HDB3) instead of B8ZS.

Babbage

See “Charles Babbage”

Back Orifice

Back Orifice is a rootkit program designed for the purpose
of exposing the security deficiencies of Microsoft’s Windows
operating systems. The program’s name is inspired by the
name of Microsoft’s BackOffice product. Created by a group
of hackers called the Cult of the Dead Cow, Back Orifice
allows someone at one computer to control everything on
another, remote computer running Windows 95 or later.
Back Orifice can sniff passwords, record keystrokes, access a
desktop’s file system and more, while remaining undetected.

Back Orifice is provided free as an open source program. It
can then be delivered to unsuspecting users as a Trojan
horse for hacking purposes, or used as a networked remote
administration tool.

Back Orifice 2000 (BO2K) allows access to Windows NT and
2000, in addition to 95 and 98. BO2K has the same
capabilities as Back Orifice, plus it uses cryptography for
secure network administration and features extended plugin
architecture for flexibility.

backbone

A backbone is a larger transmission line that carries data
gathered from smaller lines that interconnect with it.

1) At the local level, a backbone is a line or set of lines that
local area networks connect to for a wide area network
connection or within a local area network to span distances
efficiently (for example, between buildings).

2) On the Internet or other wide area network, a backbone is
a set of paths that local or regional networks connect to for
long-distance interconnection. The connection points are
known as network nodes or telecommunication data
switching exchanges (DSEs).

back-end

Front-end and back-end are terms used to characterize
program interfaces and services relative to the initial user of
these interfaces and services. (The “user” may be a human
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being or a program.) A “front-end” application is one that
application users interact with directly. A “back-end”
application or program serves indirectly in support of the
front-end services, usually by being closer to the required
resource or having the capability to communicate with the
required resource. The back-end application may interact
directly with the front-end or, perhaps more typically, is a
program called from an intermediate program that mediates
front-end and back-end activities.

For example, the Telephone Application Program Interface
(TAPI) is sometimes referred to as a front-end interface for
telephone services. A program’s TAPI requests are mapped
by Microsoft’'s TAPI Dynamic Link Library programs (an
intermediate set of programs) to a “back-end” program or
driver that makes the more detailed series of requests to the
telephone hardware in the computer.

As another example, a front-end application might interface
directly with users and forward requests to a remotely-
located back-end program in another computer to get
requested data or perform a requested service. Relative to
the client/server computing model, a front-end is likely to be
a client and a back-end to be a server.

backhaul

Backhaul, a term probably derived from the trucking
industry, has several usages in information technology.

1) In satellite communication, backhaul is used to mean
getting data to a point from which it can be distributed over
a network. For example, to deliver a live television program
from Chicago to authorized DirecPC satellite terminals
around the country, the video signals would have to be
backhauled by some means (by optical fiber cable or by
another satellite system) to the Hughes DirecPC facility in
Germantown, Maryland. From there, it would be uplinked to
the Galaxy IV satellite from which DirecPC users could view
the broadcast (receive it in a downlink from the satellite at
their individual terminals). Backhauling is also used to get
non-live audio and video material to distribution points at
the major broadcast news organizations for broadcast in the
evening or ongoing news.

2) Manufacturers of network switching equipment use the
term to mean “getting data to the network backbone”
(which is similar to its use in the satellite communication
industry). For example, Ascend uses the term to describe
how its MAX 2000 switch can be used to interconnect data
from a backhaul T-1 line on which mobile and remote office
users are connected to an Internet service provider and the
backbone of the Internet.

3) Backhauling is sending network data over an out-of-the-
way route (including taking it farther than its destination) in
order to get the data there sooner or because it costs less.
This kind of backhauling involves understanding changing
network conditions and economics.

4) Backhauling may sometimes be used to mean the use of
the back channel on a bidirectional communications line.

backlink

In Hyper-G and possibly other hypertext systems, a
backlink is a link back to the page or one of the pages that
currently link to the page you're using. Backlinks are already
supported to some extent in the present Web system. Using
JavaScript or a similar technique, you can add a button to
your page that, when clicked, results in a request to the Alta
Vista search engine to locate all the Web sites that link to
your page (that is, to your home page backlinks).

Incidentally, you don’t have to create a button or put this
information on a page. You may just want to find out how
many people on the Web have linked to your home page. To
do this, go to Alta Vista and enter a search for:
link:http://whatis.com

Substitute your own home page address for “whatis.com”.
Alta Vista will tell you how many sites link to you and
return the list so that you can find out which sites link to
you. (Note that the Alta Vista list provides only those links
to your site that they have currently indexed.)

backplane

A Dbackplane is an electronic circuit board containing
circuitry and sockets into which additional electronic
devices on other circuit boards or cards can be plugged; in a
computer, generally synonymous with or part of the
motherboard.

back-pressure sensor

A back-pressure sensor is a transducer that detects and
measures the instantaneous torque that a robot motor
applies. The sensor produces a variable signal, usually a
voltage, that changes in a linear manner as the torque varies.

When a robot motor operates, it encounters mechanical
resistance. This resistance might depend on lifted mass,
mechanical friction against a surface or within a system, or
the opposition to applied force caused by electromagnetic
interaction (as in an electric generator). Torque is the turning
force that a robot motor delivers. It is important that a robot
motor provide enough torque to overcome the resistance in
external systems, but excessive torque can be destructive.

A robot motor produces a measurable back pressure that
depends on the applied torque. The greater the torque, the
greater the back pressure, and the greater the output of the
back-pressure sensor. This output, called the back signal or
back voltage, can be used in a feedback loop to reduce the
torque applied by the motor. The loop configuration acts as a
force limiter that minimizes the possibility of damage to
objects handled by a robotic end effector. The force limiter
can also reduce the chance of injury to personnel working
around the robot.

Also see end effector and robotics.



backside bus

In a personal computer with an Intel processor chipset that
includes a Dual Independent Bus (DIB), the frontside bus is
the data path and physical interface between the processor
and the main memory (RAM). The backside bus is the data
path and physical interface between the processor and the
L1 and L2 memory. Both the frontside bus and the backside
bus can be in use at the same time, meaning that the
processor gets more done in a given number of pulses per
second (see clock speed).

Prior to Intel’s Pentium Pro processor, both the L2 cache and
RAM were accessed using the same bus, creating an
occasional bottleneck and reducing the overall throughput
of the computer. Beginning with the Pentium Pro, the level-2
(L2) is packaged on the same module or chipset as the
processor. Intel’s Dual Independent Bus (DIB) design
separates and coordinates accesses between the processor
and RAM and accesses between the processor and the L2
cache. The frontside bus operates at 66 or 100 MHz,
depending on the chipset. In the Pentium Pro, the backside
bus (to the L2 cache) operates at the same clock speed as the
processor. In the Pentium II, the backside bus operates at
one-half the processor clock speed.

backup

Backup is the activity of copying files or databases so that
they will be preserved in case of equipment failure or other
catastrophe. Backup is usually a routine part of the operation
of large businesses with mainframes as well as the
administrators of smaller business computers. For personal
computer users, backup is also necessary but often
neglected. The retrieval of files you backed up is called
restoring them.

Personal computer users can consider both local backup and
Internet backup.

Local Backup

These are some options, with the least expensive approach
listed first.

e Backing up critical files to diskettes. This approach is
commonly used by people who keep their checkbooks
and personal finance data on the computer. Programs
like Quicken and Managing Your Money always remind
users when they quit the program to backup their data. If
your hard disk crashes, you'll be able to reconstruct your
checkbook balances. If you have other files (for example,
chapters of a book you're working on), you'll want to
backup every single day’s work. Copying it to a diskette
is quick and economical.

backward compatible

e Backing up to a Zip drive, Jaz, Syquest, or similar hard
disks. Once a week or so, you should back up your files
(at least your own data files and perhaps the entire
contents of your hard drive) to an alternative storage
device, such as a Zip drive. These devices hold at least
one million bytes on a special hard disk. Backing up
usually takes a while (about 45 minutes for the contents
of a 500 megabyte hard disk).

e There are also easily removable drives that you can back
up to, especially if you have other reasons to use these
(for example, for large graphic images that you store
offline).

Internet Backup

You can also consider sending your files to another site for
safekeeping. In case your hard disk crashes, you'll be able to
download them from the safekeeping site. These are some
products and services that are offered:

e Atrieva provides the user with a client program that
allows the user to send files being backed up to an
Atrieva-designated backup site. One monthly charge
entitles you to back up up to 25 megabytes.

e BackupNet sells both a server and a client and is aimed
at helping you set up your own intranet.

e QuickBackup is a client program from McAfee
Associates. They have a modest charge for the client and
a relatively low monthly charge for storing 30 MB.
QuickBackup lets you save by folder or file types.

backward compatible

Backward compatible (or sometimes backward-compatible
or backwards compatible) refers to a hardware or software
system that can successfully use interfaces and data from
earlier versions of the system or with other systems. For
example, Perl, the scripting language, was designed to be
backward compatible with awk, an earlier language that
Perl was designed to replace.

Backward compatibility is more easily accomplished if the
previous versions have been designed to be forward
compatible, or extensible, with built-in features such as
Hooks, plug-in, or an application program interface (API)
that allows the addition of new features.

The term backward combatible (notice the “b”) is sometimes
used to describe hardware or software that is designed
without regard for compatibility with earlier versions,
causing the two versions to fight (or combat) each other. In
this case, the two versions cannot share data easily and may
have features that cause errors or crashes when they are
installed on the same computer, often because the computer
does not understand which version is being referred to. Even
if the earlier version is removed, remaining vestiges of it
may cause problems in running the newer version.
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BAL

1) BAL (Basic Assembler Language) is a version of IBM’s
assembler language (sometimes called assembly language) for
its System/360 and System/370 mainframe operating
systems. An assembler language consists of computer
instructions to the processor, each specifying a specific
processor operation and input or output registers or data
addresses. Most programs are written in higher-level
languages. However, assembler language may be needed for
programs that must run using little memory or that must
execute very quickly.

2) BAL (branch-and-link) is the name of a System/360/370
assembler language instruction.

balanced scorecard methodology

Balanced scorecard methodology is an analysis technique
designed to translate an organization’s mission statement
and overall business strategy into specific, quantifiable goals
and to monitor the organization’s performance in terms of
achieving these goals. Developed by Robert Kaplan and
David Norton in 1992, the balanced scorecard methodology
is a comprehensive approach that analyzes an organization’s
overall performance in four ways, based on the idea that
assessing performance through financial returns only
provides information about how well the organization did
prior to the assessment, so that future performance can be
predicted and proper actions taken to create the desired
future.

The methodology examines performance in four areas:
financial analysis, the most traditionally used performance
indicator, includes assessments of measures such as
operating costs and return-on-investment; customer analysis
looks at customer satisfaction and retention; internal analysis
looks at production and innovation, measuring performance
in terms of maximizing profit from current products and
following indicators for future productivity; and finally,
learning and growth analysis explores the effectiveness of
management in terms of measures of employee satisfaction
and retention and information system performance.

As a structure, balanced scorecard methodology breaks
broad goals down successively into vision, strategies, tactical
activities, and metrics. As an example of how the
methodology might work, an organization might include in
its mission statement a goal of maintaining employee
satisfaction. This would be the organization’s vision.
Strategies for achieving that vision might include
approaches such as increasing employee-management
communication. Tactical activities undertaken to implement
the strategy could include, for example, regularly scheduled
meetings with employees. Finally, metrics could include
quantifications of employee suggestions or employee
surveys.

The balanced scorecard approach to management has gained
popularity worldwide since the 1996 release of Norton and
Kaplan’s text, The Balanced Scorecard: Translating Strategy into
Action. Kaplan has subsequently published another book on
the subject, called The Balanced Scorecard: You Can’t Drive a
Car Solely Relying on a Rearview Mirror. The Gartner Group
estimates that at least forty percent of all Fortune 1000
companies are now using the methodology.

balun

A balun is a device that joins a balanced line (one that has
two conductors, with equal currents in opposite directions,
such as a twisted pair cable) to an unbalanced line (one that
has just one conductor and a ground, such as a coaxial
cable). A balun is a type of transformer: it's used to convert
an unbalanced signal to a balanced one or vice versa. Baluns
isolate a transmission line and provide a balanced output. A
typical use for a balun is in a television antenna. The term is
derived by combining balanced and unbalanced.

In a balun, one pair of terminals is balanced, that is, the
currents are equal in magnitude and opposite in phase. The
other pair of terminals is unbalanced; one side is connected
to electrical ground and the other carries the signal.

Balun transformers can be used between various parts of a
wireless or cable communications system. The following
table denotes some common applications.

Balanced Unbalanced

Coaxial cable network
Coaxial antenna system
Coaxial antenna system

Television receiver
Television receiver
FM broadcast receiver
Dipole antenna
Parallel-wire

Coaxial transmission line
Coaxial transmitter output
transmission line
Parallel-wire Coaxial receiver input
transmission line
Coaxial transmission line
transmission line

Parallel-wire

Some baluns provide impedance transformation in addition
to conversion between balanced and unbalanced signal
modes; others provide no impedance transformation. For 1:1
baluns (no impedance transformation), the input and output
are usually both 50 ohms or 75 ohms. The most common
impedance-transformation ratio is 1:4 (alternatively 4:1).
Some baluns provide other impedance-transformation
ratios, such as 1:9 (and 9:1), 1:10 (and 10:1), or 1:16 (and 16:1).
Impedance-transformer baluns having a 1:4 ratio are used
between systems with impedances of 50 or 75 ohms
(unbalanced) and 200 or 300 ohms (balanced). Most
television and FM broadcast receivers are designed for 300-
ohm balanced systems, while coaxial cables have
characteristic impedances of 50 or 75 ohms. Impedance-
transformer baluns with larger ratios are used to match
high-impedance balanced antennas to low-impedance
unbalanced wireless receivers, transmitters, or transceivers.



In order to function at optimum efficiency, a balun must be
used with loads whose impedances present little or no
reactance. Such impedances are called “purely resistive.” As
a general rule, well-designed communications antennas
present purely resistive loads of 50, 75, or 300 ohms,
although a few antennas have higher resistive impedances.

The “balanced” terminals of some baluns can be connected
to an unbalanced system. One terminal of the balanced pair
(input or output) is connected to ground, while the other is
connected to the active system element. When this is done,
the device does not operate as a true balun, because both the
input and the output are unbalanced. A balun used in this
way has been called an “un-un” (for “unbalanced-to-
unbalanced”). Some baluns can work as an impedance
transformer between two unbalanced systems if there is little
or no reactance. But certain types of baluns do not work
properly when connected in this manner. It is best to check
the documentation provided with the device, or contact the
manufacturer, if “un-un” balun operation is contemplated.

band

In telecommunication, a band—sometimes called a
frequency band—is a specific range of frequencies in the
radio frequency (RF) spectrum, which is divided among
ranges from very low frequencies (vIf) to extremely high
frequencies (ehf). Each band has a defined upper and lower
frequency limit.

Because two radio transmitters sharing the same frequency
band cause mutual interference, band usage is regulated.
International use of the radio spectrum is regulated by the
International Telecommunication Union (ITU). Domestic
use of the radio spectrum is regulated by national agencies
such as the Federal Communications Commission (FCC) in
the U.S. Regulatory organizations assign each transmission
source a band of operation, a transmitter radiation pattern,
and a maximum transmitter power.

Bands, Frequency Ranges, and Allocations:

e Very low frequencies (vIf) range from 3 to 30 kilohertz
(kHz). Time signals and standard frequencies are among
the users of this band.

e Low frequencies (If) range from 30 to 300 kHz. Fixed,
maritime mobile and navigational systems and radio
broadcasting are among the users of this band.

e Medium frequencies (mf) range from 300 to 3000 kHz.
Land, maritime mobile and radio broadcasting are
among the users of this band.

e High frequencies (hf)—also called shortwaves—range
from 3 to 30 megahertz (MHz). Fixed, mobile,
aeronautical and marine mobile, amateur radio, and
radio broadcasting are among the users of this band.

bandpass filter

e Very high frequencies (vlf) range from 30 to 300 MHz.
Fixed, mobile, aeronautical and marine mobile, amateur
radio, television and radio broadcasting, and radio
navigation are among the users of this band.

e Ultra high frequencies (uhf) range from 300 to 3000 MHz.
Fixed, mobile, aeronautical and marine mobile, amateur
radio, television, radio navigation and location,
meteorological, and space communication are among the
users of this band.

e Super high frequencies (shf) range from 3 to 30 gigahertz
(GHz). Fixed, mobile, radio navigation and location, and
space and satellite communication are among the users
of this band.

e Extremely high frequencies (ehf) range from 30 to 300
GHz. Amateur radio, satellite, and earth and space
exploration are among the users of this band.

bandpass filter

A bandpass filter is an electronic device or circuit that allows
signals between two specific frequencies to pass, but that
discriminates against signals at other frequencies. Some
bandpass filters have amplifiers that boost the levels of
signals in the accepted frequency range; these require an
external source of power and are known as active bandpass
filters. Other devices do not amplify and consume no power
in doing their task; these are passive bandpass filters.

The illustration is an amplitude-vs-frequency graph, also
called a spectral plot, of the characteristic curve of a
hypothetical bandpass filter. The cutoff frequencies, f; and f,
are the frequencies at which the output signal power falls to
half of its level at f, the center frequency of the filter. The
value f,—f;, expressed in hertz (Hz), kilohertz (kHz),
megahertz (MHz), or gigahertz (GHz), is called the filter
bandwidth. The range of frequencies between f; and f; is
called the filter passband.
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Bandpass filters are used primarily in wireless transmitters
and receivers. The main function of such a filter in a
transmitter is to limit the bandwidth of the output signal to
the minimum necessary to convey data at the desired speed
and in the desired form. In a receiver, a bandpass filter
allows signals within a selected range of frequencies to be
heard or decoded, while preventing signals at unwanted
frequencies from getting through. A bandpass filter also
optimizes the signal-to-noise ratio (sensitivity) of a receiver.

In both transmitting and receiving applications, well-
designed bandpass filters, having the optimum bandwidth
for the mode and speed of communication being used,
maximize the number of signals that can be transferred in a
system, while minimizing the interference or competition
among signals.

bandwidth

Bandwidth (the width of a band of electromagnetic
frequencies) is used to mean (1) how fast data flows on a
given transmission path, and (2), somewhat more
technically, the width of the range of frequencies that an
electronic signal occupies on a given transmission medium.
Any digital or analog signal has a bandwidth.

Generally speaking, bandwidth is directly proportional to
the amount of data transmitted or received per unit time. In
a qualitative sense, bandwidth is proportional to the
complexity of the data for a given level of system
performance. For example, it takes more bandwidth to
download a photograph in one second than it takes to
download a page of text in one second. Large sound files,
computer programs, and animated videos require still more
bandwidth for acceptable system performance. Virtual
reality (VR) and full-length three-dimensional audio/visual
presentations require the most bandwidth of all.

In digital systems, bandwidth is expressed as data speed in
bits per second (bps). Thus, a modem that works at 57,600
bps has twice the bandwidth of a modem that works at
28,800 bps. In analog systems, bandwidth is expressed in
terms of the difference between the highest-frequency signal
component and the lowest-frequency signal component.
Frequency is measured in the number of cycles of change
per second, or hertz. A typical voice signal has a bandwidth
of approximately three kilohertz (3 kHz); an analog
television (TV) broadcast video signal has a bandwidth of six
megahertz (6 MHz)—some 2,000 times as wide as the voice
signal.

Communications engineers once strove to minimize the
bandwidths of all signals, while maintaining a minimum
acceptable level of system performance. This was done for at
least two reasons: (1) low-bandwidth signals are less
susceptible to noise interference than high-bandwidth
signals; and (2) low-bandwidth signals allow for a greater
number of communications exchanges to take place within a
specified band of frequencies. However, this simple rule no
longer applies in general. For example, in spread spectrum
communications, the bandwidths of signals are deliberately
expanded. In digital cable and fiber optic systems, the
demand for ever-increasing data speeds outweighs the need
for bandwidth conservation. In the electromagnetic
radiation spectrum, there is only so much available
bandwidth to go around, but in hard-wired systems,
available bandwidth can literally be constructed without
limit by installing more and more cables.

bandwidth test

A bandwidth test is a program that sends one or more files
of known size over a network to a distant computer (for
example, your own computer), measures the time required
for the file(s) to successfully download at the destination,
and thereby obtains a theoretical figure for the data speed
between two or more points, usually in kilobits per second
(Kbps) or megabits per second (Mbps).

Bandwidth test results vary greatly, even from moment to
moment, and occasionally produce absurd or improbable
figures. Factors that affect test results include:

e Internet traffic (speed generally decreases as volume
increases)

e Variable propagation delays (can artificially inflate or
degrade the result)

e Noise on data lines (has a real detrimental effect)
o The size(s) of file(s) used for the test

e The number of files used for the test

e The demand load on the test server at time of test
e Geomagnetic and/or thunderstorm activity

In order to get a reasonable estimate of bandwidth
(sometimes referred to as throughput), experts suggest that
three or more different test sites be used, and that each test
be conducted six times at each site. Then the top and bottom
1/5 of the figures should be disregarded. Finally, the middle
1/5 of the results should be averaged.



banner

Depending on how it’s used, a banner is either a graphic
image that announces the name or identity of a site (and
often is spread across the width of the Web page) or is an
advertising image. Advertisers sometimes count banner
“views,” or the number of times a banner graphic image was
downloaded over a period of time.

bar code

A bar code (often seen as a single word, barcode) is the small
image of lines (bars) and spaces that is affixed to retail store
items, identification cards, and postal mail to identify a
particular product number, person, or location. The code
uses a sequence of vertical bars and spaces to represent
numbers and other symbols. A bar code reader is used to
read the code. The reader uses a laser beam that is sensitive
to the reflections from the line and space thickness and
variation. The reader translates the reflected light into digital
data that is transferred to a computer for immediate action
or storage. Bar codes and readers are most often seen in
supermarkets and retail stores, but a large number of
different uses have been found for them. They are also used
to take inventory in retail stores; to check out books from a
library; to track manufacturing and shipping movement; to
sign in on a job; to identify hospital patients; and to tabulate
the results of direct mail marketing returns. Very small bar
codes have been used to tag honey bees used in research.
Readers may be attached to a computer (as they often are in
retail store settings) or separate and portable, in which case
they store the data they read until it can be fed into a
computer.

There is no one standard bar code; instead, there are several
different bar code standards that serve different uses,
industries, or geographic needs. Since 1973, the Uniform
Product Code (UPC), regulated by the Uniform Code
Council, an industry organization, has provided a standard
bar code used by most retail stores. The European Article
Numbering system (EAN), developed by Joe Woodland, the
inventor of the first bar code system, allows for an extra pair
of digits and is becoming widely used. POSTNET is the
standard bar code used in the United States for ZIP codes in
bulk mailing. The following table summarizes the most
common bar code standards.

Bar Code Standard Uses

Uniform Product Retail stores for sales

Code (UPC) checkout; inventory, etc.
Code 39 Identification, inventory,
(Code 3 of 9) and tracking shipments
POSTNET Encoding zip codes on U.S.

mail

A superset of the UPC that
allows extra digits for
country identification

European Article
Number (EAN)

bar

Bar Code Standard Uses
Japanese Article Similar to the EAN, used
Number (JAN) in Japan

Bookland Based on ISBN numbers and
used on book covers

ISSN bar code Based on ISSN numbers, used
on periodicals outside the
US.

Used in preference to Code 39
because it is more compact
Used in the shipping and

warehouse industries

Code 128
Interleaved 2 of 5
Codabar Used by Federal Express, in
libraries, and blood banks
A special font used for the
Ink Character numbers on the bottom of
Recognition) bank checks
OCR-A The optical character recog-
nition format used on book
covers for the human read-
able version of the ISBN
number
OCR-B Used for the human readable
version of the UPC, EAN,
JAN, Bookland, and ISSN bar
codes and for optional hu-
man-readable digits with
Code 39 and Interleaved 2 of
5 symbols
Used by the United Parcel
Service
A new 2-D type of bar code
that can encode up to 1108
bytes of information; can
become a compressed, por-
table data file (which is what
the “PDF” stands for)

MICR (Magnetic

Maxicode

PDF417

bar

In programming, bar is a metasyntactic variable that is used
to temporarily represent a function. Other examples include
(but are by no means limited to) ack, baz, blarg, wibble, foo,
fum, and qux. Metasyntactic variables are sometimes used in
developing a conceptual version of a program or examples
of programming code written for illustrative purposes.

Any filename beginning with a metasyntactic variable
denotes a scratch file. This means the file can be deleted at
any time without affecting the program.

When two or more metasyntactic variables are needed, bar is
often paired with foo as a result of the fact that foo is
phonetically the first part of the otherwise unrelated
acronym, FUBAR. In other words, foo (which has its own
history; see Smokey Stover) gave rise to the later use of bar
as a metasyntactic variable because of its phonetic
association with the well-known acronym.
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Sometimes the terms Base Address Register and Buffer
Address Register are shortened to the acronym bar or BAR.
In physics, the bar is a unit of pressure equal to one million
(10°) dynes, equivalent to 10 newtons, per square centimeter.
This is approximately the pressure exerted by Earth’s
atmosphere at sea level.

Also see foo and FUBAR.

baseband

Also see band, bandwidth, broadband, and narrowband.
Baseband has several usages:

1) Describing a telecommunication system in which
information is carried in digital form on a single
unmultiplexed signal channel on the transmission medium.
This usage pertains to a baseband network such as Ethernet
and token ring local area networks.

2) Same as the above, but allowing that the information
could also be carried in analog form.

3) Any frequency band on which information is super-
imposed, whether or not the band is multiplexed and
information is sent on subbands. In this usage, there is
sometimes the meaning that the frequency band is not
shifted to some other frequency band but remains at its
original place in the electromagnetic spectrum.

BASIC

BASIC was an early programming language that is still
among the most popular programming languages.
Originally designed as an interactive mainframe
timesharing language by John Kemeney and Thomas Kurtz
in 1963, it became widely used on personal computers
everywhere. On IBM’s first “family” computer, the PCJr, a
BASIC cartridge was a popular add-on. Because of its
simplicity, BASIC has frequently been used in teaching the
introductory concepts of programming with a working
language.

BASIC continues to be widely used because it can be learned
quickly, its statements are easy to read by other
programmers, and support is available on most operating
systems. BASIC’s documentation has been translated into
many national languages. It often comes with sound and
graphics support. A popular version of BASIC today is
QBASIC.

BASIC is used in many business applications and is still
considered a valid choice as a programming language for
some purposes. Microsoft’'s Visual Basic adds object-
oriented features and a graphical user interface to the
standard BASIC.

The following example of BASIC gets a number from a user,
multiplies the number by 10, and prints or displays the
result:

10 PRINT "Enter a number’

20 INPUT NUM

30 PRINT "Your number * 10 is ;NUM*10;

basic input/output system
See “BIOS”

Basic Rate Interface

In the Integrated Services Digital Network (ISDN), there are
two levels of service: the Basic Rate Interface (BRI), intended
for the home and small enterprise, and the Primary Rate
Interface (PRI), for larger users. Both rates include a number
of B-channels and a D-channel. Each B-channel carries data,
voice, and other services. The D-channel carries control and
signaling information.

The Basic Rate Interface consists of two 64 Kbps B-channels
and one 16 Kbps D-channel. Thus, a Basic Rate Interface user
can have up to 128 Kbps service. The Primary Rate Interface
consists of 23 B-channels and one 64 Kpbs D-channel in the
United States or 30 B-channels and 1 D-channel in Europe.

For more information, see ISDN.

bastion host

On the Internet, a bastion host is the only host computer that
a company allows to be addressed directly from the public
network and that is designed to screen the rest of its network
from security exposure.

batch

In a computer, a batch job is a program that is assigned to
the computer to run without further user interaction.
Examples of batch jobs in a PC are a printing request or an
analysis of a Web site log. In larger commercial computers or
servers, batch jobs are usually initiated by a system user.
Some are defined to run automatically at a certain time.

In some computer systems, batch jobs are said to run in the
background and interactive programs run in the foreground.
In general, interactive programs are given priority over
batch programs, which run during the time intervals when
the interactive programs are waiting for user requests.

The term originated when punched cards were the usual
form of computer input and you put a batch of cards (one
batch per program) in a box in the sequence that they were
to be fed into the computer by the computer operator.
(Hopefully, you got the output back the next morning.)



batch file

Bayesian logic

baud

A batch file is a text file that contains a sequence of
commands for a computer operating system. It's called a
batch file because it batches (bundles or packages) into a
single file a set of commands that would otherwise have to
be presented to the system interactively from a keyboard one
at a time. A batch file is usually created for command
sequences for which a user has a repeated need. Commonly
needed batch files are often delivered as part of an operating
system. You initiate the sequence of commands in the batch
file by simply entering the name of the batch file on a
command line.

In the Disk Operating System (DOS), a batch file has the file
name extension “.BAT”. (The best known DOS batch file is
the AUTOEXEC.BAT file that initializes DOS when you start
the system.) In UNIX-based operating systems, a batch file is
called a shell script. In IBM’s mainframe VM operating
systems, it’s called an EXEC.

battery

A Dbattery is an electrochemical cell (or enclosed and
protected material) that can be charged electrically to
provide a static potential for power or released electrical
charge when needed.

A battery generally consists of an anode, a cathode, and an
electrolyte.

Common types of commercial batteries and some of their
characteristics and advantages are summarized in the
following table. Battery types not shown include the Zinc-
Air, Flooded Lead Acid, and Alkaline batteries.

Baud was the prevalent measure for data transmission speed
until replaced by a more accurate term, bps (bits per
second). One baud is one electronic state change per second.
Since a single state change can involve more than a single bit
of data, the bps unit of measurement has replaced it as a
better expression of data transmission speed.

The measure was named after a French engineer, Jean-
Maurice-Emile Baudot. It was first used to measure the
speed of telegraph transmissions.

Bayesian logic

Named for Thomas Bayes, an English clergyman and
mathematician, Bayesian logic is a branch of logic applied to
decision making and inferential statistics that deals with
probability inference: using the knowledge of prior events
to predict future events. Bayes first proposed his theorem in
his 1763 work (published two years after his death in 1761),
An Essay Towards Solving a Problem in the Doctrine of Chances.
Bayes’ theorem provided, for the first time, a mathematical
method that could be used to calculate, given occurrences in
prior trials, the likelihood of a target occurrence in future
trials. According to Bayesian logic, the only way to quantify
a situation with an wuncertain outcome is through
determining its probability.Bayes’ Theorem is a means of
quantifying uncertainty.

Battery Type Characteristics

Typical Uses

Advantages

Sealed Lead Acid (SLA) battery Can hold a charge for
up to 3 years

Nickel-Cadmium (Ni-Cd) battery Fast, even energy discharge

Nickel-Metal Hydride
(Ni-MH) battery

Typical power capacity
i1.2 V—1200 to 1500 mAh;
extended life 2300 mAh;
2.5 to 4 hours battery life
Stable and safe; highest
energy capacity

Lithium Ion (Li-Ion) battery

Backup emergency
power source
Appliances, audio

and video equipment,

toys; most popular
battery

Portable computers;
cellular phones;
same as for Ni-Cd
batteries

Portable computers;
cellular phones;
same as for Ni-Cd
batteries

Inexpensive

Relatively inexpen-
sive; widely avail-
able

No memory effect;
unused capacity
remains usable

Twice the charge
capacity of Ni-Cd;
slow self-discharge
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Based on probability theory, the theorem defines a rule for
refining an hypothesis by factoring in additional evidence
and background information, and leads to a number
representing the degree of probability that the hypothesis is
true. To demonstrate an application of Bayes’ Theorem,
suppose that we have a covered basket that contains three
balls, each of which may be green or red. In a blind test, we
reach in and pull out a red ball. We return the ball to the
basket and try again, again pulling out a red ball. Once
more, we return the ball to the basket and pull a ball
out—red again. We form a hypothesis that all the balls are
all, in fact, red. Bayes’ Theorem can be used to calculate the
probability (p) that all the balls are red (an event labeled as
“A”) given (symbolized as “|”) that all the selections have
been red (an event labeled as “B”):

p(AIB) = p{A + B}/p{B}

Of all the possible combinations (RRR, RRG, RGG, GGG),
the chance that all the balls are red is '/4; in '/5 of all possible
outcomes, all the balls are red AND all the selections are red.
Bayes’ Theorem calculates the probability that all the balls in
the basket are red, given that all the selections have been red
as .5 (probabilities are expressed as numbers between 0. and
1., with “1.” indicating 100% probability and “0.” indicating
zero probability).

The International Society for Bayesian Analysis (ISBA) was
founded in 1992 with the purpose of promoting the
application of Bayesian methods to problems in diverse
industries and government, as well as throughout the
Sciences. The modern incarnation of Bayesian logic has
evolved beyond Bayes’ initial theorem, developed further by
the 18th century French theorist Pierre-Simon de Laplace,
and 20th and 21st century practitioners such as Edwin
Jaynes, Larry Bretthorst, and Tom Loredo. Current and
possible applications of Bayesian logic include an almost
infinite range of research areas, including genetics,
astrophysics, psychology, sociology, artificial intelligence
(AI), data mining, and computer programming.

BBS

See “bulletin board system”

Bcc

In Eudora and perhaps other e-mail facilities, you'll see the
abbreviations “Fcc” and “Bec”. “Fec” is the same as “cc” or
carbon copy—that is: Send a copy of the message to the
address you fill in. “Bec” stands for “Blind carbon copy”
which says: Send a copy to another address...but in this case,
don’t indicate to the Fcc recipient that you also sent this

copy.

B-channel

In the Integrated Services Digital Network (ISDN), the B-
channel is the channel that carries the main data. (The “B”
stands for “bearer” channel.)

In ISDN, there are two levels of service: the Basic Rate
Interface, intended for the home and small enterprise, and
the Primary Rate Interface, for larger users. Both rates
include a number of B- (bearer) channels and a D-channel.
The B-channels carry data, voice, and other services. The
D-channel carries control and signaling information.

The Basic Rate Interface consists of two 64 Kbps B-channels
and one 16 Kbps D-channel. Thus, a Basic Rate Interface user
can have up to 128 Kbps service. The Primary Rate Interface
consists of 23 B-channels and one 64 Kpbs D-channel in the
United States or 30 B-channels and 1 D-channel in Europe.

Bean

In its JavaBeans application program interface for writing a
component, Sun Microsystems calls a component a “Bean”
(thus continuing their coffee analogy). A Bean is simply the
Sun Microsystems variation on the idea of a component.

In object-oriented programming and distributed object
technology, a component is a reusable program building
block that can be combined with other components in the
same or other computers in a distributed network to form an
application. Examples of a component include: a single
button in a graphical user interface, a small interest
calculator, an interface to a database manager. Components
can be deployed on different servers in a network and
communicate with each other for needed services. A
component runs within a context called a container.
Examples of containers include pages on a Web site, Web
browsers, and word processors.

becquerel

The becquerel is the derived unit of radioactivity in the
International System of Units (SI), symbolized Bq and equal
to one disintegration or nuclear transformation per second.
Reduced to base SI units, 1 Bq = 1 sl The becquerel is
named after Antoine Henri Becquerel, the French physicist
credited with the discovery of radioactivity. In the 1970s, the
becquerel replaced the curie as the standard unit of
radioactivity.

The becquerel is a small unit. In practical situations,
radioactivity is often quantified in kilobecqerels (kBq) or
megabecquerels (MBq), where:

1 kBq = 1000 Bq = 10° Bq

1 MBq = 1000 kBq = 1,000,000 Bq = 10° Bq

Thus, 1 kBq is the equivalent of 1000 disintegrations per
second (10° s), or an average of one disintegration per
millisecond, and 1 MBq is the equivalent of 1,000,000
disintegrations per second (10° s, or an average of one
disintegration per microsecond.

Also see International System of Units (SI).



BEDO DRAM

BeOS

Bellcore

BEDO DRAM (Burst Extended Data Output DRAM) is a
type of dynamic random access memory (DRAM) that can
send data back to the computer from one read operation at
the same time it is reading in the address of the next data to
be sent. In addition, after reading the address, it is able to
send the data back in three successive clock cycles without
clock coordination (that is, the three successive outputs seem
to be sent from the RAM in a sudden burst). It works well
with microprocessors that operate up to 66 MHz.

BEDO DRAM and various types of SDRAM are two recent
RAM technologies that are being incorporated in newer
computers.

beep code

A beep code is the audio signal given out by a computer to
announce the result of a short diagnostic testing sequence
the computer performs when first powering up (called the
Power-On-Self-Test or POST). The POST is a small program
contained in the computer’s basic input/output operating
system (BIOS) that checks to make sure necessary hardware
is present and required memory is accessible. If everything
tests out correctly, the computer will typically emit a single
beep and continue the starting-up process. If something is
wrong, the computer will display an error message on the
monitor screen and announce the errors audibly with a
series of beeps that vary in pitch, number and duration (this
is especially useful when the error exists with the monitor or
graphic components). The beeping sequence is really a
coded message (beep code) designed to tell the user what is
wrong with the computer.

There is no official standard for beep codes; audio patterns
vary according to the manufacturer of the computer’s BIOS
program. If an error message is beeped on startup, the user
must first determine what kind of BIOS the computer is
running (Phoenix or AMI are the most popular) and use that
information to look up the particular beep code sequence
that is being sent. BIOS information and beep code
interpretations can be found in the manual that comes with
the computer and on the manufacturer’s Web site.

Beginners All-Purpose Symbolic
Instruction Code

See “BASIC”

Bell Communications Research

See “Bellcore”

Bell operating company
See “BOC”

Bellcore (Bell Communications Research) provides certain
centralized research and standards coordination for the
regional Bell operating companies (RBOC)s. It also
coordinates security and emergency preparedness for the
U.S. government. Bellcore was formed in 1984 when AT&T
was broken up into the seven RBOCs. Bellcore’s budget
comes from the RBOCs. Bellcore coordinated the design for
the Advanced Intelligent Network (AIN).

benchmark

A benchmark is a point of reference by which something can
be measured. In surveying, a “bench mark” (two words) is a
post or other permanent mark established at a known
elevation that is used as the basis for measuring the
elevation of other topographical points.

In computer and Internet technology, the term may have any
of these meanings:

1) A set of conditions against which a product or system is
measured. PC magazine laboratories frequently test and
compare several new computers or computer devices
against the same set of application programs, user
interactions, and contextual situations. The total context
against which all products are measured and compared is
referred to as the benchmark.

2) A program that is specially designed to provide
measurements for a particular operating system or
application.

3) A known product with which users are familiar or
accustomed to that other newer products can be com-
pared to.

4) A set of performance criteria which a product is expected
to meet.

Laboratory benchmarks sometimes fail to reflect real-world
product use. For this reason, Eric Raymond defines a
benchmark as “an inaccurate measure of computer
performance” and cites the “old hacker’s saying” that “In
the computer industry, there are three kinds of lies: lies,
damn lies, and benchmarks.”

Still, benchmarks can be useful. If you’d like to try one out
yourself on your own operating system, browser, file server,
or notebook battery life, the ZDNet Testing Labs site offers
downloads of popular benchmark programs.

BeOS

BeOS is a personal computer operating system that its
makers describe as designed for the multimedia applications
of the future. Be founder Jean-Louis Gasse left Apple
Computer in 1990 to create an operating system that could
exploit new architectural ideas and be free of the baggage
that older operating systems invariably bring with them. The
first BeOS was used in a computer called the BeBox, since
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abandoned so the company could concentrate on the
software. In 1996, BeOS had Apple’s Macintosh users in
mind when it ported the system to the PowerPC
microprocessor. More recently, BeOS has been ported to
Intel’s Pentium computers. It can be installed in the same
computer with another operating system such as Windows
or Mac OS and used as an alternative operating system for
applications requiring fast handling of streaming video,
games, and other multimedia applications.

BeOS can run on multiple microprocessors at the same time
(using symmetric multiprocessing) and is able to coordinate
work threads across the processors. Anticipating the arrival
of digital versatile disk and very large files such as feature-
length movies, BeOS provides a 64-bit file system that can
handle files of terabyte size. The operating system, say the
BeOS makers, no longer has to be a bottleneck between the
Internet, applications, and the user.

BeOS comes with a desktop user interface that improves in
some ways on both Windows and the Mac and a built-in
Web browser, audio, MIDI, and its own 3D interface as well
as support for OpenGL. Other features include antialiasing
fonts, Unicode, and support for POSIX utilities and shell
commands.

BeOS is also sold as a good system to develop programs for.
Programmers are given a relatively simple object-oriented
programming application program interface. Metrowerks
provides C++ and Java development environments. Because
BeOS has little legacy baggage to carry, its system is seen as
simpler, easier to maintain and evolve, and less prone to
failure. The industry assessment, however, is that without a
killer app, BeOS faces an uphill battle. Meanwhile, a number
of games are in development and Beatware has developed
an office suite (Writer, Sum-It, and Get-It) for it.

Beowulf

Beowulf is an approach to building a supercomputer as a
cluster of commodity off-the-shelf personal computers,
interconnected with a  technology like Ethernet, and
running programs written for parallel processing. The
Beowulf idea is said to enable the average university
computer science department or small research company to
build its own small supercomputer that can operate in the
gigaflop (billions of operations per second) range. In
addition to possible cost savings, building your own
supercomputer is said to be a learning investment and make
you less dependent in the future on particular hardware and
software vendors. As off-the-shelf technology evolves, a
Beowulf can be upgraded to take advantage of it.

The original Beowulf cluster was developed in 1994 at the
Center of Excellence in Space Data and Information Sciences
(CESDIS), a contractor to the US National Aeronautics and
Space Administration (NASA) at the Goddard Space Flight
Center in Greenbelt, Maryland. Thomas Sterling and Don
Becker built a cluster computer that consisted of 16 Intel DX4
processors connected by channel-bonded 10 Mbps Ethernet.

Their success led to the Beowulf Project, which fosters the
development of similar commodity off-the-shelf (COTS)
clusters. A number have been developed in universities and
research groups, ranging from the original 16-processor
Beowulf to Avalon, a cluster of 140 Alpha processors built
by the Los Alamos National Laboratory. A more typical
smaller cluster might have 16 200-MHz (or faster) Intel P6
processors connected by Fast Ethernet and a Fast Ethernet
switch.

As a way to lower cost and increase vendor independency,
Beowulf developers often choose the Linux operating
system and use standard message passing protocols
between the computers within the cluster. A Beowulf cluster
is placed in the taxonomy of parallel computing as
somewhere below a massively parallel processor (MPP) and
a network of workstations (NOW) that is clustered for the
purpose of load-balancing.

BER

See “bit error rate”

bespoke

Bespoke (pronounced bee-SPOHK) is a term used in the
United Kingdom and elsewhere for an individually- or
custom-made product or service. Traditionally applied to
custom-tailored clothing, the term has been extended to
information technology, especially for software consulting
services. Typically, software consulting companies offer
packaged (already invented and generally applicable)
software and bespoke software for client needs that can’t be
satisfied by packaged software. In the U.S., bespoke software
is often called custom or custom-designed software.

Bespoke is a form derived from bespeak, which was used as
early as 1583 to refer to the ordering of goods.

best practice

A best practice is a technique or methodology that, through
experience and research, has proven to reliably lead to a
desired result. A commitment to using the best practices in
any field is a commitment to using all the knowledge and
technology at one’s disposal to ensure success. The term is
used frequently in the fields of health care, government
administration, the education system, project management,
hardware and software product development, and
elsewhere.

In software development, a best practice is a well-defined
method that contributes to a successful step in product
development. Throughout the software industry, several
best practices are widely followed. Some of the more
commonly used are: an iterative development process,
requirement management, quality control, and change
control.



An iterative (meaning repetitive) development process,
which progresses in incremental stages, helps to maintain a
focus on manageable tasks and ensures that earlier stages are
successful before the later stages are attempted.
Requirement management addresses the problem of
creeping requirements, which is a situation in which the
client requests additional changes to the product that are
beyond the scope of what was originally planned. To guard
against this common phenomenon, requirement manage-
ment employs strategies such as documentation of
requirements, sign-offs, and methodologies such as the use
case. Quality control is a strategy that defines objective
measures for assessing quality throughout the development
process in terms of the product’s functionality, reliability,
and performance. Change control is a strategy that seeks to
closely monitor changes throughout the iterative process to
ensure that records are intact for changes that have been
made and that unacceptable changes are not undertaken.

A best practice tends to spread throughout a field or
industry after a success has been demonstrated. However, it
is often noted that demonstrated best practices can be slow
to spread, even within an organization. According to the
American Productivity & Quality Center, the three main
barriers to adoption of a best practice are a lack of
knowledge about current best practices, a lack of motivation
to make changes involved in their adoption, and a lack of
knowledge and skills required to do so.

beta test

In software development, a beta test is the second phase of
software testing in which a sampling of the intended
audience tries the product out. (Beta is the second letter of
the Greek alphabet.) Originally, the term alpha test meant the
first phase of testing in a software development process. The
first phase includes unit testing, component testing, and
system testing. Beta testing can be considered “pre-release
testing.” Beta test versions of software are now distributed to
a wide audience on the Web partly to give the program a
“real-world” test and partly to provide a preview of the next
release.

BetterWhois

BetterWhois, named after the original whois, lets you look
up registration information from all Internet domain name
registrars at the same time. BetterWhois is located at the
BetterWhois.com Web site.

In the past, the whois facility provided the way for anyone to
find out whether a domain name had been taken and, if so,
the name of the company who had reserved or paid for it.
whois is maintained by Network Solutions, the original
.com, .org, and .net registrar on the Internet. Network
Solutions has a contract with the U.S. Commerce
Department and, until recently, has been the sole registrar in
these domains. Recently, however, the newly-formed
Internet Corporation for Assigned Names and Numbers

Big Chief tablet

(ICANN) has opened the service of domain name
registration in these domains to other companies. While
Network Solutions continues to be the largest registrar, at
least six new companies are now offering similar services,
and scores of companies are expected to be offering
registration services in the near future.

BetterWhois lets you search the registration databases of all
the accredited registrars in a single search. They also provide
a linked list of all the registrars and allow a user to receive
the detailed domain report by e-mail.

BGP

BGP (Border Gateway Protocol) is a protocol for exchanging
routing information between gateway hosts (each with its
own router) in a network of autonomous systems. BGP is
often the protocol used between gateway hosts on the
Internet. The routing table contains a list of known routers,
the addresses they can reach, and a cost metric associated
with the path to each router so that the best available route is
chosen.

Hosts using BGP communicate using the Transmission
Control Protocol (TCP) and send updated router table
information only when one host has detected a change. Only
the affected part of the routing table is sent. BGP-4, the latest
version, lets adminstrators configure cost metrics based on
policy statements. (BGP-4 is sometimes called BGP4, without
the hyphen.)

BGP communicates with autonomous (local) networks using
Internal BGP (IBGP) since it doesn’t work well with IGP. The
routers inside the autonomous network thus maintain two
routing tables: one for the interior gateway protocol and one
for IBGP.

BGP-4 makes it easy to use Classless Inter-Domain Routing
(CIDR), which is a way to have more addresses within the
network than with the current IP address assignment
scheme.

BGP is a more recent protocol than the Exterior Gateway
Protocol (EGP).

Also see the Interior Gateway Protocol (IGP) and the Open
Shortest Path First (OSPF) interior gateway protocol.

Big Blue

Big Blue refers to IBM, which has used blue as a branding
color in its logo and elsewhere.

Big Chief tablet

The Big Chief tablet was for many years the most popular
brand of paper writing tablet among school children and
hopeful novelists in the U.S. and exemplified the lined
writing tablet as a communications medium. The tablet
featured a native American with full headdress on the cover.
The Big Chief Writing Tablet copyright was originally held
by William Albrecht at the Western Tablet Company in St.
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Joseph, Missouri, and was later sold to the Mead
Corporation, which also manufactured a Son of Big Chief
tablet.

On January 5, 2001, the Everett Pad and Paper purchased the
latest makers of the tablet, Springfield Tablet, and closed the
plant after 80 years. At present, the Big Chief tablet is no
longer being made. However, the lined writing tablet is
likely to remain a useful artifact of information technology
for many years to come even as its electronic counterpart
(see Microsoft’s Tablet PC) gains popularity.

big-endian and little-endian

Big-endian and little-endian are terms that describe the
order in which a sequence of bytes are stored in computer
memory. Big-endian is an order in which the “big end”
(most significant value in the sequence) is stored first (at the
lowest storage address). Little-endian is an order in which
the “little end” (least significant value in the sequence) is
stored first. For example, in a big-endian computer, the two
bytes required for the hexadecimal number 4F52 would be
stored as 4F52 in storage (if 4F is stored at storage address
1000, for example, 52 will be at address 1001). In a little-
endian system, it would be stored as 524F (52 at address
1000, 4F at 1001).

IBM’s 370 computers, most RISC-based computers, and
Motorola microprocessors use the big-endian approach. For
people who use languages that read left-to-right, this seems
like the natural way to think of a storing a string of
characters or numbers—in the same order you expect to see
it presented to you. Many of us would thus think of big-
endian as storing something in forward fashion, just as we
read.

On the other hand, Intel processors (CPUs) and DEC Alphas
and at least some programs that run on them are little-
endian. An argument for little-endian order is that as you
increase a numeric value, you may need to add digits to the
left (a higher non-exponential number has more digits).
Thus, an addition of two numbers often requires moving all
the digits of a big-endian ordered number in storage,
moving everything to the right. In a number stored in little-
endian fashion, the least significant bytes can stay where
they are and new digits can be added to the right at a higher
address. This means that some computer operations may be
simpler and faster to perform.

Language compilers such as that of Java or FORTRAN have
to know which way the object code they develop is going to
be stored. Converters can be used to change one kind of
endian to the other when necessary.

Note that within both big-endian and little-endian byte
orders, the bits within each byte are big-endian. That is,
there is no attempt to be big- or little-endian about the entire
bit stream represented by a given number of stored bytes.
For example, whether hexadecimal 4F is put in storage first
or last with other bytes in a given storage address range, the

bit order within the byte will be:

01001111

It is possible to be big-endian or little-endian about the bit
order, but CPUs and programs are almost always designed
for a big-endian bit order. In data transmission, however, it
is possible to have either bit order.

Eric Raymond observes that Internet domain name
addresses and e-mail addresses are little-endian. For
example, a big-endian version of our domain name address
would be:

com.whatis.www

Big-endian and little-endian derive from Jonathan Swift’s
Gulliver’s Travels in which the Big Endians were a political
faction that broke their eggs at the large end (”the primitive
way”) and rebelled against the Lilliputian King who
required his subjects (the Little Endians) to break their eggs
at the small end.

binary

Binary describes a numbering scheme in which there are
only two possible values for each digit: 0 and 1. The term
also refers to any digital encoding/decoding system in
which there are exactly two possible states. In digital data
memory, storage, processing, and communications, the 0
and 1 values are sometimes called “low” and “high,”
respectively.

Binary numbers look strange when they are written out
directly. This is because the digits’ weight increases by
powers of 2, rather than by powers of 10. In a digital
numeral, the digit furthest to the right is the “ones” digit; the
next digit to the left is the “twos” digit; next comes the
“fours” digit, then the “eights” digit, then the “16s” digit,
then the “32s” digit, and so on. The decimal equivalent of a
binary number can be found by summing all the digits. For
example, the binary 10101 is equivalent to the decimal 1 + 4
+16 = 21:
DECIMAL =21 64 32 16 8 4 2 1

BINARY=10101 0 O 1 O 1 0 1
The numbers from decimal 0 through 15 in decimal, binary,
octal, and hexadecimal form are listed below.

DECIMAL BINARY OCTAL HEXA-
DECIMAL
0 0 0 0
1 1 1 1
2 10 2 2
3 11 3 3
4 100 4 4
5 101 5 5
6 110 6 6
7 111 7 7
8 1000 10 8
9 1001 11 9
10 1010 12 A
11 1011 13 B



DECIMAL BINARY OCTAL HEXA-
DECIMAL

12 1100 14 C

13 1101 15 D

14 1110 16 E

15 1111 17 F

binary 8-zero substitution
See “B8ZS”

binary digit

See “bit”

binary file

A binary file is a file whose content must be interpreted by a
program or a hardware processor that understands in
advance exactly how it is formatted. That is, the file is not in
any externally identifiable format so that any program that
wanted to could look for certain data at a certain place
within the file. A progam (or hardware processor) has to
know exactly how the data inside the file is laid out to make
use of the file.

In general, executable (ready-to-run) programs are often
identified as binary files and given a file name extension of
“bin”. Programmers often talk about an executable program
as a “binary” and will ask another programmer to “send me
the binaries.” (A synonym for this usage is object code.) A
binary file could also contain data ready to be used by a
program.

In terms of transmitting files from one place to another, a file
can be transmitted as a “binary,” meaning that the programs
handling it don’t attempt to look within it or change it, but
just pass it along as a “chunk of Os and 1s,” the meaning of
which is unknown to any network device.

binary large object
See “BLOB”

Binary Runtime Environment for Wireless
See “BREW”

binary search

A binary search, also called a dichotomizing search, is a
digital scheme for locating a specific object in a large set.
Each object in the set is given a key. The number of keys is
always a power of 2. If there are 32 items in a list, for
example, they might be numbered 0 through 31 (binary
00000 through 11111). If there are, say, only 29 items, they
can be numbered 0 through 28 (binary 00000 through 11100),
with the numbers 29 through 31 (binary 11101, 11110, and
11111) as dummy keys.

binary tree

To conduct the search, the keys are listed in tabular form.
The position of the desired object is compared with the
halfway point in the list (which lies between the two keys in
the center of the list). If the key of the desired object is
smaller than the halfway point value, then the first half of
the list is accepted and the second half is rejected. If the key
of the desired object is larger than the halfway point value,
then the second half of the list is accepted and the first half is
rejected. The process is repeated, each time selecting half of
the list and rejecting the other half, until only one object
remains. This is the desired object.

The following list shows an example of a binary search
to choose the fifth object in a set of 13 objects. Keys are
denoted X; the desired key is denoted by +. Dummy keys are
denoted O.

XXXX+XXXXXXXXO00 (initial list)

XXXX+XXX (first half accepted)

+XXX (second half
accepted)

+X (first half accepted)

+ (first half accepted)

binary tree

A binary tree is a method of placing and locating files (called
records or keys) in a database, especially when all the data is
known to be in random access memory (RAM). The
algorithm finds data by repeatedly dividing the number of
ultimately accessible records in half until only one remains.

\4

In a tree, records are stored in locations called leaves. This
name derives from the fact that records always exist at end
points; there is nothing beyond them. Branch points are
called nodes. The order of a tree is the number of branches
(called children) per node. In a binary tree, there are always
two children per node, so the order is 2. The number of
leaves in a binary tree is always a power of 2. The number of
access operations required to reach the desired record is
called the depth of the tree. The image below shows a binary
tree for locating a particular record among seven records in a
set of eight leaves. The depth of this tree is 4.
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In a practical tree, there can be thousands, millions, or
billions of records. Not all leaves necessarily contain a
record, but more than half do. A leaf that does not contain a
record is called a null. In the example shown here, the eighth
leaf is a null, indicated by an open circle.

Binary trees are used when all the data is in random-access
memory (RAM). The search algorithm is simple, but it does
not minimize the number of database accesses required to
reach a desired record. When the entire tree is contained in
RAM, which is a fast-read, fast-write medium, the number of
required accesses is of little concern. But when some or all of
the data is on disk, which is slow-read, slow-write, it is
advantageous to minimize the number of accesses (the tree
depth). Alternative algorithms such as the B-tree accomplish
this.

Also see binary search and tree structure. Compare B-tree,
M-tree, splay tree, and X-tree.

bind

In computer programming, to bind is to make an association
between two or more programming objects or value items
for some scope of time and place. Here are some usages:

1) In general, when a program is compiled, to bind is to
substitute a real for a variable value in the program or to
ensure that additional programming will be loaded into
storage along with the compiled program.

2) When a server application is started, it issues a bind
request to TCP/IP to indicate that it is ready to listen to
(receive) client application requests from the Internet that
are associated with a specified IP address. (Using the C
programming language, the request is specified in a bind( )
function request.)

3) In IBM’s Systems Network Architecture (SNA), to bind is
to set up a session between two logical units (LUs) or network
end points prior to communicating.

4) In using Remote Procedure Call (RPC), to bind is to locate
the remote server application to which a client application
can make requests. This is often done by accessing a
centrally-maintained directory of the names of accessible
network server applications.

5) An earlier program that did “binding” so that different
programs that called each other knew each other’s addresses
in memory was called a linkage editor.

BinHex

BinHex is a utility for converting (encoding) Macintosh files
into files that will travel well on networks either as files or
e-mail attachments. Like Uuencode, BinHex encodes a file
from its 8-bit binary or bit-stream representation into a 7-bit
ASCII set of text characters. The recipient must decode it at
the other end. Older e-mail utilities sometimes can’t handle
binary transmissions so text encoding ensures that a
tranmission will get to an older system. BinHex specifically

handles both resource and data forks in Macintosh files
(which Uuencode doesn’t). BinHex files have a suffix of
“.hgx”. (Earlier versions have the suffix “.hex”.)

Netscape and possibly other Web browsers as well as some
popular e-mail applications (including Eudora) include
BinHex encoding and decoding capability. Otherwise, you
can download a BinHex utility for use either the Macintosh,
Windows, or other systems. (In Eudora, when writing a note
you want to be transmitted in BinHex, look for the little box
set to a default of “MIME” and change it to “BinHex.”)

biochip

A biochip is a glass or silicon wafer that is designed for the
purpose of accelerating genetic research. It may also be able
to rapidly detect chemical agents used in biological warfare
so that defensive measures can be taken. A biochip is
designed to “freeze” into place the structures of many short
strands of DNA (deoxyribonucleic acid), the basic chemical
instruction that determines the characteristics of an
organism. Effectively, it is used as a kind of “test tube” for
real chemical samples. A specially designed microscope can
determine where the sample hybridized with DNA strands
in the biochip.

Biochips helped to dramatically accelerate the identification
of the estimated 80,000 genes in human DNA, an ongoing
world-wide research collaboration known as the Human
Genome Project. The microchip is described as a sort of
word search function that can quickly sequence DNA.

Researchers believe another important use for the biochip
would be to quickly identify chemical warfare agents.
Known chemical agents could be immobilized on the
biochips so that real agents could be compared and
identified. Biochips may also be useful in hospitals for
detecting specific causes of local infection and in agriculture
for testing for pesticides in the soil.

A biochip called the MAGIChip is being developed jointly
by the Argonne National Laboratory and the Russian
Academy of Sciences’” W. A. Engelhardt Institute of
Molecular Biology. Commercial use of biochips is seen as
about five years away.

bioinformatics

Bioinformatics is the science of developing computer
databases and algorithms for the purpose of speeding up
and enhancing biological research. Bioinformatics is being
used most noticeably in the Human Genome Project, the
effort to identify the 80,000 genes in human DNA. New
academic programs are training students in bioinformatics
by providing them with backgrounds in molecular biology
and in computer science, including database design and
analytical approaches. Rensselaer Polytechnic Institute in
Troy, New York, is offering both a bachelor of science and a
master’s degree in bioinformatics and molecular biology.



Much information that has been captured is not yet available
in the databases. The databases themselves are expected to
be publicly online and Internet-accessible by the end of 2003.
Database information will be analyzed for new information
as new algorithms are developed. Motorola is working on a
biochip, a processor expressly designed to speed up
experiments with different combinations of protein-DNA
reactions.

biomechatronics

Biomechatronics is the interdisciplinary study of biology,
mechanics, and electronics. Biomechatronics focuses on the
interactivity of biological organs (including the brain) with
electromechanical devices and systems. Universities and
research centers worldwide have taken notice of
biomechatronics in light of its potential for development of
advanced medical devices and life-support systems.
Primitive biomechatronic devices have existed for some
time; the heart pacemaker and the defibrillator are examples.
More exciting biometchatronic possibilities that scientists
foresee in the near future include pancreas pacemakers for
diabetics, mentally controlled electronic muscle stimulators
for stroke and accident survivors, cameras that can be wired
into the brain allowing blind people to see, and microphones
that can be wired into the brain allowing deaf people to hear.

biometrics

Biometrics is the science and technology of measuring and
statistically analyzing biological data. In information
technology, biometrics usually refers to technologies for
measuring and analyzing human body characteristics such
as fingerprints, eye retinas and irises, voice patterns, facial
patterns, and hand measurements, especially for the
authentication of someone. Often seen in science-fiction
action adventure movies, face pattern matchers and body
scanners seem about to emerge as replacements for
computer passwords. A fingerprint reader is now sold by
Compaq Computer. It plugs into a parallel port on back of
the computer. Compaq believes that help desk centers will
appreciate systems with fingerprint rather than password
authentication since up to 50% of calls are from users having
trouble with their passwords.

Fingerprint and other biometric devices consist of a reader
or scanning device, software that converts the scanned
information into digital form, and, wherever the data is to be
analyzed, a database that stores the biometric data for
comparison with entered biometric data. In converting the
biometric input, the software identifies specific points of
data as match points. The match points are processed using
an algorithm into a value that can be compared with
biometric data scanned when a user tries to gain access.

Besides fingerprints, voice patterns, face measurement, and
retina and iris measurements are considered viable
approaches. Miros makes a product called TrueFace that
analyzes patterns using a mneural network approach.

BIOS

Fingerprint, facial, or other biometric data can be placed on a
smart card and users can present both the smartcard and
their fingerprints or faces to merchants, banks, or telephones
for an extra degree of authentication. Some analysts feel that
biometric data is likely to be used instead of a password to
authorize sales and other transactions.

IBM, Microsoft, Novell, and others are developing a
standard, called BioAPI, that will allow different
manufacturers’ software to interact. There are privacy
concerns about the gathering and proliferation of biometric
data. One suggestion is to encrypt the biometric data and
discard the original data.

biomimetic

Biomimetic refers to human-made processes, substances,
devices, or systems that imitate nature. The art and science
of designing and building biomimetic apparatus is called
biomimetics, and is of special interest to researchers in
nanotechnology, robotics, artificial intelligence (Al), the
medical industry, and the military.

Some biomimetic processes have been in use for years. An
example is the artificial synthesis of certain vitamins and
antibiotics. More recently, biomimetics have been suggested
as applicable in the design of machine vision systems,
machine hearing systems, signal amplifiers, navigational
systems, and data converters. The neural network (which
has suffered through on-again, off-again status in the
opinions of prominent researchers) is a hypothetical
biomimetic computer that works by making associations and
educated guesses, and that can learn from its own mistakes.

Other possible applications of biomimetics include
nanorobot antibodies that seek and destroy disease-causing
bacteria, artificial organs, artificial arms, legs, hands, and
feet, and various electronic devices. One of the more
intriguing ideas is the so-called biochip, a microprocessor
that grows from a starter crystal in much the same way that
a seed grows into a tree, or a fertilized egg grows into an
embryo.

Also see nanotechnology and self-assembly.

BIOS

BIOS is the program a personal computer’s microprocessor
uses to get the computer system started after you turn it on.
It also manages data flow between the computer’s operating
system and attached devices such as the hard disk, video
adapter, keyboard, mouse, and printer.

BIOS is an integral part of your computer and comes with it
when you bring it home. (In contrast, the operating system
can either be preinstalled by the manufacturer or vendor or
installed by the user.) BIOS is a program that is made
accessible to the microprocessor on an eraseable
programmable read-only memory (EPROM) chip. When
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you turn on your computer, the microprocessor passes
control to the BIOS program, which is always located at the
same place on EPROM.

When BIOS boots up (starts up) your computer, it first
determines whether all of the attachments are in place and
operational and then it loads the operating system (or key
parts of it) into your computer’s random access memory
(RAM) from your hard disk or diskette drive.

With BIOS, your operating system and its applications are
freed from having to understand exact details (such as
hardware addresses) about the attached input/output
devices. When device details change, only the BIOS program
needs to be changed. Sometimes this change can be made
during your system setup. In any case, neither your
operating system or any applications you use need to be
changed.

Although BIOS is theoretically always the intermediary
between the microprocessor and I/O device control
information and data flow, in some cases, BIOS can arrange
for data to flow directly to memory from devices (such as
video cards) that require faster data flow to be effective.

bipolar 8-zero substitution
See “B8ZS”

bipolar signaling

See also unipolar signaling.

Bipolar signaling, also called bipolar transmission, is a
baseband method of sending binary data over wire or cable.
There are two logic states, low and high, represented by the
digits 0 and 1 respectively.

Voltage
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+4 1

+2 -

I Time

{'
[

The illustration shows a bipolar signal as it might appear on
the screen of an oscilloscope. Each horizontal division
represents one bit (binary digit). The logic 0 state is —3 volts
and logic 1 is +3 volts. This is positive logic. Alternatively,
logic 0 might be +3 volts, and logic 1 might be —3 volts; this
would be negative logic. Whether positive or negative logic is
used, the voltages representing the low and high states are
equal and opposite; over time, the average voltage is
approximately equal to 0.

A bipolar signal resembles an alternating current (AC)
rectangular wave, except that the frequency is not constant.
The bandwidth of the signal is inversely proportional to the
duration of each data bit. Typical data speeds in baseband
are several megabits per second (Mbps); hence the duration
of each bit is a fraction of a microsecond.

bipolar transistor

See also field-effect transistor (FET) and transistor.

A bipolar transistor is a semiconductor device commonly
used for amplification. The device can amplify analog or
digital signals. It can also switch DC or function as an
oscillator. Physically, a bipolar transistor amplifies current,
but it can be connected in circuits designed to amplify
voltage or power.

There are two major types of bipolar transistors, called PNP
and NPN. A PNP transistor has a layer of N-type
semiconductor between two layers of P-type material. An
NPN transistor has a layer of P-type material between two
layers of N-type material. In P-type material, electric charges
are carried mainly in the form of electron deficiencies called
holes. In N-type material, the charge carriers are primarily
electrons.

The bipolar transistor has advantages and disadvantages
relative to the field-effect transistor (field-effect transistor).
Bipolar devices can switch signals at high speeds, and can be
manufactured to handle large currents so that they can serve
as high-power amplifiers in audio equipment and in
wireless transmitters. Bipolar devices are not especially
effective for weak-signal amplification, or for applications
requiring high circuit impedance.

Bipolar transistors are fabricated onto silicon integrated
circuit (IC) chips. A single IC can contain many thousands of
bipolar transistors, along with other components such as
resistors, capacitors, and diodes.

bipolar transmission

See “bipolar signaling”

birdie

A birdie is a false, or phantom, signal that appears in a
superheterodyne wireless receiver. Birdies are internally

generated, resulting from the outputs of the oscillators that
form part of the receiver circuit. They usually sound like




unmodulated carriers—signals with “dead air.” Occasion-
ally they are modulated by clicks, humming sounds, or
audible tones.

Birdies can occur as a result of the receiver being tuned to a
frequency that is a multiple of the output frequency of one
of the internal oscillators. These signals are known as
harmonics. A birdie might also be heard at a frequency
corresponding to the sum or the difference of the internal
oscillator frequencies. These signals are called mixing
products. Birdies are inevitable in any superheterodyne
wireless receiver. However, in a well-engineered receiver,
most or all of the birdies occur at frequencies outside the
normal range of operation, so they have little or no
detrimental effect on receiver performance.

A birdie is not the same thing as a spurious response. If a
receiver picks up a signal whose transmitter is operating at a
frequency other than that to which the receiver is tuned, the
modulation of the unwanted signal will be heard or
decoded. In some cases, two or more strong external signals
can combine in a receiver’s radio-frequency amplifier,
causing numerous spurious responses. This phenomenon,
called intermodulation (“intermod”), can be a problem in
downtown metropolitan areas where many wireless
transmitters operate simultaneously.

bis

The word (also used as a prefix or suffix) bis, applied to
some modem protocol standards, is Old Latin for “repeat”
(akin to Old High German “twice”). When a protocol ends

with “bis,” it means that it's the second version of that
protocol.

Similarly, ter is from Old Latin meaning “three times.” The
suffix terbo in the V.xx modem protocol is an invented word
based on the Old Latin ter and the word turbo (Latin for
“whirling top” or “whirlwind”) meaning “speed.” V.32terbo
is the third version developed of the V.32 modem protocol.

BISDN

See “Broadband Integrated Services Digital Network”

bit

A bit (short for binary digit) is the smallest unit of data in a
computer. A bit has a single binary value, either 0 or 1.
Although computers usually provide instructions that can
test and manipulate bits, they generally are designed to store
data and execute instructions in bit multiples called bytes. In
most computer systems, there are eight bits in a byte. The
value of a bit is usually stored as either above or below a

designated level of electrical charge in a single capacitor
within a memory device.

Half a byte (four bits) is called a nibble. In some systems, the
term octet is used for an eight-bit unit instead of byte. In
many systems, four eight-bit bytes or octets form a 32-bit

bit error rate

word. In such systems, instruction lengths are sometimes
expressed as full-word (32 bits in length) or half-word (16
bits in length).

In telecommunication, the bit rate is the number of bits that
are transmitted in a given time period, usually a second.

bit bucket

Computer jargon users say that data which has been lost or
thrown away has gone in the bit bucket. (A bit, short for
binary digit, is the smallest unit of data in a computer.)

For example, once you read an e-mail note and then delete it,
it goes into the bit bucket (which sometimes is represented
by a trash can icon). Of course, you can always look at
deleted data as being recycled to make way for more new
data.

In data that is truncated, the data after the truncation point
gets put in the bit bucket. Actually, it doesn’t get put
anywhere; it just isn’t considered at all by the program that
does the truncation.

bit depth

In digital audio, bit depth describes the potential accuracy of
a particular piece of hardware or software that processes
audio data. In general, the more bits that are available, the
more accurate the resulting output from the data being
processed.

Bit depth is frequently encountered in specifications for
analog-to-digital converters (ADCs) and digital-to-analog
converters (DACs), when reading about software plug-ins,
and when recording audio using a professional medium
such as a digital audio workstation or a Digital Audio Tape
machine.

Bit depth is the number of bits you have in which to describe
something. Each additional bit in a binary number doubles
the number of possibilities. By the time you have a 16-bit
sequence, there are 65,536 possible levels. Add one more bit,
and you double the possible accuracy (to 131,072 levels).
When you have a 24-bit process or piece of 24-bit hardware,
there are 16,777,216 available levels of audio.

bit error rate

In telecommunication transmission, the bit error rate (BER)
is the percentage of bits that have errors relative to the total
number of bits received in a transmission, usually expressed
as ten to a negative power. For example, a transmission
might have a BER of 10 to the minus 6, meaning that, out of
1,000,000 bits transmitted, one bit was in error. The BER is an
indication of how often a packet or other data unit has to be
retransmitted because of an error. Too high a BER may
indicate that a slower data rate would actually improve
overall transmission time for a given amount of transmitted
data since the BER might be reduced, lowering the number
of packets that had to be resent.
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A BERT (bit error rate test or tester) is a procedure or device
that measures the BER for a given transmission.

bit map

A bit map (often spelled “bitmap”) defines a display space
and the color for each pixel or “bit” in the display space. A
Graphics Interchange Format and a JPEG are examples of
graphic image file types that contain bit maps.

A bit map does not need to contain a bit of color-coded
information for each pixel on every row. It only needs to
contain information indicating a new color as the display
scans along a row. Thus, an image with much solid color will
tend to require a small bit map.

Because a bit map uses a fixed or raster graphics method of
specifying an image, the image cannot be immediately
rescaled by a user without losing definition. A vector
graphics graphic image, however, is designed to be quickly
rescaled. Typically, an image is created using vector
graphics and then, when the artist is satisifed with the
image, it is converted to (or saved as) a raster graphic file or
bit map.

bit rate

In digital telecommunication, the bit rate is the number of
bits that pass a given point in a telecommunication network
in a given amount of time, usually a second. Thus, a bit rate
is usually measured in some multiple of bits per second—for
example, kilobits, or thousands of bits per second (Kbps).
The term bit rate is a synonym for data transfer rate (or
simply data rate). Bit rate seems to be used more often when
discussing transmission technology details and data transfer
rate (or data rate) when comparing transmission technologies
for the end user.

bit robbing

Bit robbing is a technique used in signaling on the T-carrier
system, the widely-used system for transmitting both voice
and data in digital form in the public switched telephone
network (PSTN) and in private networks. In the basic T-1
system, a 193 bit frame, serving 24 channels, is transmitted
in a sequence of 12 frames that are referred to as a superframe.
Special signaling information, such as whether a voice
channel is on-hook or off-hook, is included within the
superframe by using a bit (called the a bit) that is “robbed”
from the sixth frame as a signaling bit and another bit (the b
bit) that is robbed from the 12th frame.

Bit robbing is acceptable for voice conversations or data
transmissions that are received by a modem but not for
“pure” data transmission (where every bit is significant). Bit
robbing is the reason that a 64 Kbps channel only carries 56
Kbps of usable data. Bit robbing is a form of in-band
signaling.

bit stream

A bit stream is a contiguous sequence of bits, representing a
stream of data, transmitted continously over a
communications path, serially (one at a time).

bit stuffing

In telecommunication, bit stuffing is the addition of a small
number of binary digits to a transmission unit in order to fill
it up to a standard size or to help synchronize signaling rates
between points in a network. The receiver knows how to
detect and remove or disregard the stuffed bits.

For example, the timing or bit rate of T-carrier system
signals is constantly synchronized between any terminal
device and an adjacent repeater or between any two
repeaters. The synchronization is achieved by detecting the
transition in polarity for 1 bits in the data stream. (T-1
signaling uses bipolar signaling, where each successive bit
with a value of 1 is represented by voltage with a reverse
polarity from the previous bit. Bits with a value of 0 are
represented by a no-voltage time slot.) If more than 15 bits in
a row are sent with a 0 value, this “lull” in 1 bits that the
system depends on for synchronization may be long enough
for two end points to become out of synchronization. To
handle this situation (the sequence of more than 15 0 bits),
the signal is “stuffed” with a short, unique bit pattern (which
includes some 1 bits) that is recognized as a synchronization
pattern. The receiving end removes the stuffed bits and
restores the bit stream to its original sequence.

bitmap

See “bit map”

BITNET

BITNET is a network of academic sites comparable to but
separate from the Internet. BITNET originated the utility
known as the list server and Internet users can get access to
BITNET list servers (or subscription lists). E-mail can be
exchanged between users on BITNET and the Internet. As
the Internet grows, BITNET is becoming less important.

bits per second

In data communications, bits per second (abbreviated bps) is
a common measure of data speed for computer modem and
transmission carriers. As the term implies, the speed in bps
is equal to the number of bits transmitted or received each
second. The duration d of a data bit, in seconds, is inversely
proportional to the digital transmission speed s in bps:

d=1/s
Larger units are sometimes used to denote high data speeds.
One Kkilobit per second (abbreviated Kbps in the U.S.; kbps

elsewhere) is equal to 1,000 bps. One megabit per second
(Mbps) is equal to 1,000,000 bps or 1,000 Kbps.



Computer modems for twisted pair telephone lines usually
operate at speeds between 14.4 and 57.6 Kbps. The most
common speeds are 28.8 and 33.6 Kbps. So-called “cable
modems,” designed for use with TV cable networks, can
operate at more than 100 Kbps. Fiberoptic modems are the
fastest of all; they can send and receive data at many Mbps.

The bandwidth of a signal depends on the speed in bps.
With some exceptions, the higher the bps number, the
greater is the nominal signal bandwidth. (Speed and
bandwidth are, however, not the same thing.) Bandwidth is
measured in standard frequency units of kHz or MHz.

Data speed was formerly specified in terms of baud, which
is a measure of the number of times a digital signal changes
state in one second. Baud, sometimes called the “baud rate,”
is almost always a lower figure than bps for a given digital
signal. The terms are often used interchangeably, even
though they do not refer to the same thing. If you hear that a
computer modem can function at “33,600 baud” or “33.6
kilobaud,” you can be reasonably sure that the term is being
misused, and the figures actually indicate bps.

BizTalk

BizTalk is an industry initiative headed by Microsoft to
promote Extensible Markup Language (XML) as the
common data exchange language for e-commerce and
application integration on the Internet. While not a
standards body per se, the group is fostering a common
XML message-passing architecture to tie systems together.
BizTalk says that the growth of e-commerce requires
businesses using different computer technologies to have a
means to share data. Accepting XML as a platform-neutral
way to represent data transmitted between computers, the
BizTalk group provides guidelines, referred to as the BizTalk
Framework, for how to publish schema (standard data
structures) in XML and how to use XML messages to
integrate software programs.

In addition to Microsoft, other vendors such as SAP and
CommerceOne are supporting BizTalk. Microsoft offers
BizTalk Server 2000, which can implement XML-based data
integration. The server software includes tools to create and
design XML definitions, map data from one definition to
another, and manage process flow, document verification,
and data exchange and processing.

black hat

Black hat is used to describe a hacker (or, if you prefer,
cracker) who breaks into a computer system or network with
malicious intent. Unlike a white hat hacker, the black hat
hacker takes advantage of the break-in, perhaps destroying
files or stealing data for some future purpose. The black hat
hacker may also make the exploit known to other hackers
and/or the public without notifying the victim. This gives
others the opportunity to exploit the vulnerability before the
organization is able to secure it.

BLOB

The term comes from old Western movies, where heros often
wore white hats and the “bad guys” wore black hats.

Blackberry

BlackBerry is a handheld device made by RIM (Research In
Motion) that competes with another popular handheld, the
Palm, and is marketed primarily for its wireless e-mail
handling capability. Through partners, BlackBerry also
provides access to other Internet services. Like the Palm,
BlackBerry is also a personal digital assistant (PDA) that can
include software for maintaining a built-in address book and
personal schedule. In addition, it can also be configured for
use as a pager.

Exploiting the trends toward worker mobility and the
growth in e-mail traffic, BlackBerry’s makers provide
software that forwards a user’s incoming mail from the
user’s individual e-mail account or to a user’s corporate e-
mail address through a customer-selected wireless network
to the BlackBerry where it is stored for reading. Outgoing e-
mail goes directly to the addressee from the BlackBerry but a
copy of the e-mail also goes to the user’s home e-mail box.
Software is also provided for synchronizing address books
and schedules with the desktop system.

Compared to the Palm, the BlackBerry is somewhat simpler
and offers fewer options and applications. Its unnamed
operating system apparently takes up a relatively small
space on its 4 megabyte flash memory, which is also used to
store user data. Unlike the Palm, whose users write text
using a stylus, BlackBerry offers a tiny keyboard that some
users say is faster to use in spite of its size. BlackBerry comes
in two configurations, one with a slightly larger LCD
display.

blind carbon copy

See “Bec”

BLOB

1) In computers, a BLOB (binary large object), pronounced
BLAHB and sometimes spelled in all lower case, is a large
file, typically an image or sound file, that must be handled
(for example, uploaded, downloaded, or stored in a
database) in a special way because of its size. According to
Eric Raymond, the main idea about a BLOB is that the
handler of the file (for example, the database manager) has
no way of understanding the file in order to figure out how
to deal with it—it might as well be a large piece of coal, but
there it is and now what? Other sources emphasize that the
term was coined to refer to big data objects and to connote
the problems they sometimes present in handling them. One
application that deals with BLOBs is the database storage of
large multimedia objects, such as films and television
programs.
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2) In computer graphics, a blob (lowercase) is a visual object
that, according to one user of the Persistence of Vision ray
tracer, a freeware image creation tool, has “an interesting
shape type” that is flexible and amenable to animation.

3) In general, a blob is an amorphous and undefinable object.
There are blobs in astronomy as well as in unidentified
flying object studies. There was a science-fiction movie
called “The Blob.”

block cipher

A block cipher is a method of encrypting text (to produce
ciphertext) in which a cryptographic key and algorithm are
applied to a block of data (for example, 64 contiguous bits)
at once as a group rather than to one bit at a time. The main
alternative method, used much less frequently, is called the
stream cipher.

So that identical blocks of text do not get encrypted the same
way in a message (which might make it easier to decipher
the ciphertext), it is common to apply the ciphertext from the
previous encrypted block to the next block in a sequence. So
that identical messages encrypted on the same day do not
produce identical ciphertext, an initialization vector derived
from a random number generator is combined with the text in
the first block and the key. This ensures that all subsequent
blocks result in ciphertext that doesn’t match that of the first
encrypting.

blog

On a Web site, a blog, a short form of Web log or weblog, is a
personal journal that is frequently updated and intended for
general public consumption. Blogs generally represent the
personality of the author or the Web site and its purpose.
Topics sometimes include brief philosophical musings,
commentary on Internet and other social issues, and links to
other sites the author favors. The essential characteristics of
the blog are its journal form, typically a new entry each day,
and its informal style.

The author of a blog is often referred to as a blogger. People
who post new journal entries to their blog may often say
they blogged today, they blogged it to their site, or that they
still have to blog.

blogging

See “blog”

Blowfish

Blowfish is an encryption algorithm that can be used as a
replacement for the DES or IDEA algorithms. It is a
symmetric (that is, a secret or private key) block cipher that
uses a variable-length key, from 32 bits to 448 bits, making it
useful for both domestic and exportable use. (The U.S.
government forbids the exportation of encryption software
using keys larger than 40 bits except in special cases.)

Blowfish was designed in 1993 by Bruce Schneier as an
alternative to existing encryption algorithms. Designed with
32-bit instruction processors in mind, it is significantly faster
than DES. Since its origin, it has been analyzed considerably.
Blowfish is unpatented, license-free, and available free for all
uses.

blue bomb

A “blue bomb” (also known as “WinNuke”) is a technique
for causing the Windows operating system of someone
you're communicating with to crash or suddenly terminate.
The “blue bomb” is actually an out-of-band network packet
containing information that the operating system can’t
process. This condition causes the operating system to
“crash” or terminate prematurely. The operating system can
usually be restarted without any permanent damage other
than possible loss of unsaved data when you crashed.

The blue bomb derives its name from the effect it sometimes
causes on the display as the operating system is
terminating—a white-on-blue error screen that is commonly
known as blue screen of death. Blue bombs are sometimes
sent by multi-player game participants who are about to lose
or users of Internet Relay Chat (IRC) who are making a final
comment. This is known as “nuking” someone. A
commonly-used program for causing the blue bomb is
WinNuke. Many Internet service providers are filtering out
the packets so they don’t reach users.

Blue Book

The Blue Book is the informal name for the standard
specification document for stamped multisession (also known
as the enhanced CD or E-CD) disk format, developed in
1995 from a supplement to Philips and Sony’s 1988 Orange
Book. The Blue Book defines a format for enhanced CDs for
inclusion of multimedia data (such as video clips, text, and
images) on a standard audio CD. The disks play normally on
a CD-player, and display the extra data when they are
played on a device with multimedia capabilities, such as a
computer’'s CD-ROM drive, or a CD-i player.

Like all CD formats, the Blue Book specifications are built on
the details of the Red Book, which defined the format for
audio CDs. The Blue Book specifies two sessions: up to 99
Red Book audio tracks in the first session (closest to the
center of the disk), and a Yellow Book-based data track in
the second session (closest to the outside edge of the disk).
Other Blue Book details include the Red Book disk
specification, file formats (including CD Plus information
files), and an ISO 9660-compatible directory structure to
organize the various types of data. The Blue Book is
supported as a licensed standard definition by Philips, Sony,
Microsoft, and Apple.



blue laser

BNC

Bluetooth

A blue laser is a laser (pronounced LAY-zer) with a shorter
wavelength than the red laser used in today’s compact disk
and laser printer technologies and the ability to store and
read two to four times the amount of data. When available in
the marketplace, personal computer users may be able to
buy a laser printer with a resolution up to 2400 pixels or dots
per inch at an affordable price. The same technology in
compact disk and CD-ROM devices may provide a dramatic
breakthrough in storage capability without an increase in
device size.

A laser (an acronym for “light amplification by stimulated
emission of radiation”) is a coherent (meaning all one
wavelength, unlike ordinary light which showers on us in
many wavelengths) and focused beam of photons or particles
of light. The photons are produced as the result of a chemical
reaction between special materials and then focused into a
concentrated beam in a tube containing reflective mirrors. In
the blue laser technology, the special material is gallium
nitride. Even a small shortening of wavelength of light can
have a dramatic effect in the ability to store and access data.
A shorter wavelength allows a single item of data (0 or 1) to
be stored in a smaller space.

Red lasers used in today’s technologies have wavelengths of
over 630 nanometers (or 630 billionths of a meter). The blue
laser has a wavelength of 414 nanometers.

Shuji Nakamura, a Japanese researcher working in a small
chemical company, Nichia Chemical Industries, built the
first blue laser diode. However, Fujitsu and Xerox have also
announced progress in the ability to manufacture blue laser
diodes. Several companies, including Sony, have developed
a blue-green laser. However, the shorter wavelength of the
blue laser is much more of a breakthrough.

Cree Research and Hewlett-Packard are other companies
making advances in this technology, some of which has been
underwritten by the U.S. Defense Advanced Research
Projects Agency (DARPA).

blue screen of death

The blue screen of death is a rather terrifying display image
containing white text on a blue background that is generated
by Windows operating systems when the system has
suddenly terminated with an error. The system is locked up
and must be restarted. The blue screen may include some
hexadecimal values from a core dump that may help
determine what caused the crash.

The blue screen of death can strike anywhere. At the
Comdex trade show, Microsoft Chairman Bill Gates
encountered the blue screen during a demonstration of
Windows 98. (He had a spare computer standing by.)

Bluetooth is a computing and telecommunications industry
specification that describes how mobile phones, computers,
and personal digital assistants (PDAs) can easily
interconnect with each other and with home and business
phones and computers using a short-range wireless
connection. Using this technology, users of cellular phones,
pagers, and personal digital assistants such as the PalmPilot
will be able to buy a three-in-one phone that can double as a
portable phone at home or in the office, get quickly
synchronized with information in a desktop or notebook
computer, initiate the sending or receiving of a fax, initiate a
print-out, and, in general, have all mobile and fixed
computer devices be totally coordinated. The technology
requires that a low-cost transceiver chip be included in each
device. Products with Bluetooth technology are expected to
appear in large numbers beginning in 2001.

How It Works

Each device is equipped with a microchip tranceiver that
transmits and receives in a previously unused frequency
band of 245 GHz that is available globally (with some
variation of bandwidth in different countries). In addition to
data, up to three voice channels are available. Each device
has a unique 48-bit address from the IEEE 802 standard.
Connections can be point-to-point or multipoint. The
maximum range is 10 meters. Data can be exchanged at a
rate of 1 megabit per second (up to 2 Mbps in the second
generation of the technology). A frequency hop scheme
allows devices to communicate even in areas with a great
deal of electromagnetic interference. Built-in encryption and
verification is provided.

BMAN

BMAN (Broadband Metropolitan Area Network) is a
telecommunications service from Sprint in the U.S. that
provides corporate users in a metropolitan area with
broadband access to the Internet on optical fiber lines in a
system that preserves a connection even when one line is cut
or fails. Using existing and supplemented infrastructure,
BMAN wuses a series of interlocking rings so that a
connection can be restored within 60 milliseconds if a single
line goes down. The system uses Synchronous Optical
Network multiplexing. BMAN is the metropolitan part of
Sprint’s overall national network, which it calls ION
(Integrated On-Demand Network).

BNC

A BNC (Bayonet Neil-Concelman, or sometimes British
Naval Connector) connector is used to connect a computer to
a coaxial cable in a 10BASE-2 Ethernet network. 10BASE-2
is a 10 MHz baseband network on a cable extending up to
185 meters—the 2 is a rounding up to 200 meters—without a
repeater cable. 10BASE-2 Ethernets are also known as
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“Thinnet,” “thin Ethernet,” or “cheapernets.” The wiring in
this type of Ethernet is thin, 50 ohm, baseband coaxial cable.
The BNC connector in particular is generally easier to install
and less expensive than other coaxial connectors.

A BNC male connector has a pin that connects to the
primary conducting wire and then is locked in place with an
outer ring that turns into locked position.

Different sources offer different meanings for the letters
BNC. However, our most knowledgeable source indicates
that the B stands for a bayonet-type connection (as in the
way a bayonet attaches to a rifle) and the NC for the
inventors of the connector, Neil and Concelman.

BO2K

See “Back Orifice”

board

In computers, a board, depending on usage, can be short for
motherboard, the physical arrangement of a computer’s
basic components and circuitry, or it can refer to an
expansion board (or card or adapter), which fits into one of
the computer’s expansion slots and provides expanded
capability.

BOC

BOC (Bell operating company) is a term for any of the 22
original companies (or their successors) that were created
when AT&T was broken up in 1983 and given the right to
provide local telephone service in a given geographic area.
The companies had previously existed as subsidiaries of
AT&T and were called the “Bell System.” The purpose of the
breakup was to create competition at both the local and long-
distance service levels. BOCs compete with other,
independent companies to sell local phone service. In
certain areas, long-distance companies, including AT&T, can
now compete for local service. Collectively, companies
offering local phone service are referred to legally as local
exchange carriers (local exchange carrier).

BOCs are not allowed to manufacture equipment and were
initially not allowed to provide long-distance service. The
Telecommunications Act of 1996 now permits them to
engage in long-distance business under certain circum-
stances. As of 1996, the BOCs consisted of original and
successor companies to:

Bell Telephone Company of Nevada, Illinois Bell,
Indiana Bell, Michigan Bell, New England Telephone
and Telegraph Company, New Jersey Bell, New York
Telephone Company, U S West Communications
Company, South Central Bell, Southern Bell,
Southwestern Bell, Bell Telephone of Pennsylvania,
The Chesapeake and Potomac Telephone Company,
The Chesapeake and Potomac Telephone Company of
Maryland, The Chesapeake and Potomac Telephone

Company of Virginia, The Diamond State Telephone
Company, The Ohio Bell Telephone Company, The
Pacific Telephone and Telegraph Company, and the
Wisconsin Telephone Company.

bogie

The term bogie, also spelled bogey, refers to a false blip on a
radar display. The term is also used to describe radar echoes
that occur for unknown reasons, especially in the military,
where such a signal might indicate hostile aircraft. There are
two types of bogies: those that occur because of some real
but unidentified or irrelevant object (called “real bogies” for
the purpose of this discussion), and those that occur as a
result of no concrete external object (“imaginary bogies”).

A “real bogie” can be caused by an aircraft, a missile, a flock
of birds, a tall ground-based metal structure, a balloon with
a large payload or a radar-reflective coating, or (perhaps) an
extraterrestrial spacecraft. Thunderstorms produce radar
echoes, as do concentrated weather phenomena such as
tornadoes. Meteors passing through the atmosphere create
trails of ionized gas that can return radar signals. In the
military, “real bogies” are sometimes produced by dropping
myriad scraps of metal foil from high-flying aircraft,
producing diffuse echoes that blind enemy radar over large
regions.

An “imaginary bogie” can occur because of an external
signal having a frequency and pulse rate near, or identical
to, that of the radar’s internal transmitter. When the radar
receiver picks up the offending signal, it cannot differentiate
between that signal and a true echo, so a blip appears on the
display. This is how radar jamming works. The blip might
exhibit fantastic velocity or acceleration as viewed on the
radar display.

In computerized radar, bogie signals might conceivably arise
from a specialized virus or Trojan horse, or from the
activities of a brilliant but malicious hacker. This is an
example of how, as systems get increasingly sophisticated,
they often become more vulnerable to electronic attack.

bogomips

Bogomips is a measurement provided in the Linux
operating system that indicates in a relative way how fast
the computer processor runs. The program that provides the
measurement is called BogoMips. Written by Linus
Torvalds, the main developer of Linux, BogoMips can
indicate when you boot a computer whether the system
options have been specified for optimum performance. You
compare the bogomips for your computer with what they
ought to be for your computer’s particular type of processor.
Torvalds named the program BogoMips (for “bogus (or
fake) MIPs”) to suggest that performance measurements
between two computers can be misleading because not all
contributing factors are stated or even understood. Although
MIPS (millions of instructions per second) has been




frequently used in computer benchmarks, it's agreed that the
variation of context tends to make the measurement
misleading. Bogomips measures how many times the
processor goes through a particular programming loop in a
second.

BogoMIPS is built into some versions of Linux. It also exists
as a stand-alone application program that you can download
from certain Web sites. Currently, the record of 2182.35
bogomips was measured on a computer with an AMD
Athlon microprocessor operating at 1,100 MHz.

boilerplate

In information technology, a boilerplate is a unit of writing
that can be reused over and over without change. By
extension, the idea is sometimes applied to reusable
programming as in “boilerplate code.” The term derives
from steel manufacturing, where boilerplate is steel rolled
into large plates for use in steam boilers. The implication is
either that boilerplate writing has been time-tested and
strong as “steel,” or possibly that it has been rolled out into
something strong enough for repeated reuse. Legal
agreements, including software and hardware terms and
conditions, make abundant use of boilerplates. The term is
also used as an adjective as in ““a boilerplate paragraph” and
also as in “The entire document was boilerplate.”

A boilerplate can be compared to a certain kind of template,
which can be thought of as a fill-in-the-blanks boilerplate.
Some typical boilerplates include: mission statements, safety
warnings, commonly used installation procedures, copy-
right statements, and responsibility disclaimers.

In the 1890s, boilerplate was actually cast or stamped in
metal ready for the printing press and distributed to
newspapers around the United States. Until the 1950s,
thousands of newspapers received and used this kind of
boilerplate from the nation’s largest supplier, the Western
Newspaper Union. Some companies also sent out press
releases as boilerplate so that they had to be printed as
written.

bolt-on

On the Internet, bolt-on, perhaps inspired by add-on, is used
to describe products and systems that can be quickly but
securely attached to an existing Web site. The term most
often describes some e-commerce solution for adding an
online store to a Web site. A “bolt-on e-commerce solution”
typically allows a Web site owner to create customized Web
catalog pages, using a furnished template that includes a
shopping cart approach for multiple item orders, and to
have these pages hosted at the solution provider’s server,
where orders can be taken and reported to the Web site.
Solution packages typically include the handling of credit-
card applications and credit checking.

Boolean

bookmark

Using a World Wide Web browser, a bookmark is a saved
link to a Web page that has been added to a list of saved
links. When you are looking at a particular Web site or home
page and want to be able to quickly get back to it later, you
can create a bookmark for it. You can think of your browser
as a book full of (millions of) Web pages and a few well-
placed bookmarks that you have chosen. The list that
contains your bookmarks is the “bookmark list” (and
sometimes it’s called a “hotlist.”)

Netscape and some other browsers use the bookmark idea.
Microsoft’s Internet Explorer uses the term “favorite.”

bookmark portal

A bookmark portal is a free application service provider
(ASP) Web site that allows registered users to save
“bookmark” (Netscape) or “favorite” (Internet Explorer)
Web links so that they can be accessed at any time from any
Internet-connected device. With a bookmark portal, it is not
necessary to transfer bookmarks from browser to browser or
from machine to machine; instead, the user simply logs on to
the ASP’s Web site to access their bookmarks.

Many bookmark sites give users the option of creating a
“personal web portal” where it is possible to manage
multiple e-mail accounts and calendars, share files as well as
bookmarks, and synchronize personal digital assistant
(PDA) devices remotely.

Boole, George

See “George Boole”

Boolean

The term “Boolean,” often encountered when doing searches
on the Web (and sometimes spelled “boolean”), refers to a
system of logical thought developed by the English
mathematician and computer pioneer, George Boole (1815-
64). In Boolean searching, an “and” operator between two
words or other values (for example, “pear AND apple”)
means one is searching for documents containing both of the
words or values, not just one of them. An “or” operator
between two words or other values (for example, “pear OR
apple”) means one is searching for documents containing
either of the words.

In computer operation with binary values, Boolean logic can
be used to describe electromagnetically charged memory
locations or circuit states that are either charged (1 or true) or
not charged (0 or false). The computer can use an AND gate
or an OR gate operation to obtain a result that can be used
for further processing. The following table shows the results
from applying AND and OR operations to two compared
states:
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0ANDO=0 1ANDO=0 1AND1=1
0OORO0=0 0OOR1=1 10R1=1
For a summary of logic operations in computers, see logic
gate.

boot

Tip: Make sure you have a bootable floppy diskette so you
can restore your hard disk in the event it gets infected with a
boot virus.

To boot (as a verb; also “to boot up”) a computer is to load
an operating system into the computer’s main memory or
random access memory (RAM). Once the operating system
is loaded (and, for example, on a PC, you see the initial
Windows or Mac desktop screen), it’s ready for users to run
applications. Sometimes you’ll see an instruction to
“reboot” the operating system. This simply means to reload
the operating system (the most familiar way to do this on
PCs is pressing the Ctrl, Alt, and Delete keys at the same
time).

On larger computers (including mainframe), the equivalent
term for “boot” is “Initial Program Load” (IPL) and for
“reboot” is “re-IPL.” Boot is also used as a noun for the act of
booting, as in “a system boot.” The term apparently derives
from “bootstrap” which is a small strap or loop at the back of
a leather boot that enables you to pull the entire boot on.
There is also an expression, “pulling yourself up by your
own bootstraps,” meaning to leverage yourself to success
from a small beginning. The booting of an operating system
works by loading a very small program into the computer
and then giving that program control so that it in turn loads
the entire operating system.

Booting or loading an operating system is different from
installing it, which is generally an initial one-time activity.
(Those who buy a computer with an operating system
already installed don’t have to worry about that.) When you
install the operating system, you may be asked to identify
certain options or configuration choices. At the end of
installation, your operating system is on your hard disk
ready to be booted (loaded) into random access memory, the
computer storage that is closer to the microprocessor and
faster to work with than the hard disk. Typically, when an
operating system is installed, it is set up so that when you
turn the computer on, the system is automatically booted as
well. If you run out of storage (memory) or the operating
system or an application program encounters an error, you
may get an error message or your screen may “freeze” (you
can’t do anything). In these events, you may have to reboot
the operating system.

How Booting Works

Note: This procedure may differ slightly for Mac, UNIX,
OS/2, or other operating systems.

When you turn on your computer, chances are that the
operating system has been set up to boot (load into RAM)
automatically in this sequence:

1. As soon as the computer is turned on, the Basic Input-
Output System (BIOS) on your system’s read-only
memory (ROM) chip is “woken up” and takes charge.
BIOS is already loaded because it’s built-in to the ROM
chip and, unlike random access memory (RAM), ROM
contents don’t get erased when the computer is turned
off.

2. BIOS first does a “power-on self test” (POST) to make
sure all the computer’s components are operational.
Then the BIOS’s boot program looks for the special boot
programs that will actually load the operating system
onto the hard disk.

3. First, it looks on drive A (unless you've set it up some
other way or there is no diskette drive) at a specific place
where operating system boot files are located. (If the
operating system is MS-DOS, for example, it will find
two files named 10.SYS and MSDOS.SYS)) If there is a
diskette in drive A but it's not a system disk, BIOS will
send you a message that drive A doesn’t contain a
system disk. If there is no diskette in drive A (which is
the most common case), BIOS looks for the system files at
a specific place on your hard drive.

4. Having identified the drive where boot files are located,
BIOS next looks at the first sector (a 512-byte area) and
copies information from it into specific locations in RAM.
This information is known as the boot record or Master
Boot Record.

5. It then loads the boot record into a specific place
(hexadecimal address 7C00) in RAM.

6. The boot record contains a program that BIOS now
branches to, giving the boot record control of the
computer.

7. The boot record loads the initial system file (for example,
for DOS systems, 10.SYS) into RAM from the diskette or
hard disk.

8. The initial file (for example, I0.SYS, which includes a
program called SYSINIT) then loads the rest of the
operating system into RAM. (At this point, the boot
record is no longer needed and can be overlaid by other
data.)

9. The initial file (for example, SYSINIT) loads a system file
(for example, MSDOS.SYS) that knows how to work with
the BIOS.

10. One of the first operating system files that is loaded is a
system configuration file (for DOS, it’s called
CONFIG.SYS). Information in the configuration file tells
the loading program which specific operating system
files need to be loaded (for example, specific device
driver).



11. Another special file that is loaded is one that tells which
specific applications or commands the user wants to
have included or performed as part of the boot process.
In DOS, this file is named AUTOEXEC.BAT. In
Windows, it’s called WIN.INI.

12. After all operating system files have been loaded, the
operating system is given control of the computer and
performs requested initial commands and then waits for
the first interactive user input.

bootable floppy

A bootable floppy is a diskette containing a back-up copy of
your hard disk master boot record (MBR). In the event that
the master boot record becomes “infected” by a boot virus,
having a bootable floppy will allow you to load it back onto
your hard disk. (Otherwise, you may have to reformat your
hard disk which first erases everything on the disk including
files you may not have a backup copy of. Even if you do,
reformatting your hard disk will mean you have to reinstall
everything you’ve backed up, a time-consuming procedure
at the very least.)

BOOTP

BOOTP (Bootstrap Protocol) is a protocol that lets a network
user be automatically configured (receive an IP address) and
have an operating system boot or initiated without user
involvement. The BOOTP server, managed by a network
administrator, automatically assigns the IP address from a
pool of addresses for a certain duration of time.

BOOTP is the basis for a more advanced network manager
protocol, the Dynamic Host Configuration Protocol (DHCP).

Bootstrap Protocol
See “BOOTP”

bootstrapping

Bootstrapping is the leveraging of a small initial effort into
something larger and more significant. A bootstrap is a small
strap or loop at the back of a leather boot that enables you to
pull the entire boot on. There is also a common expression,
“pulling yourself up by your own bootstraps,” meaning to
leverage yourself to success from a small beginning.

The term boot is derived from bootstrapping. The booting of
an operating system works by loading a very small program
into the computer and then giving that program control so
that it in turn loads the entire operating system.

Border Gateway Protocol
See “BGP”

bottleneck

bot

A bot (short for “robot”) is a program that operates as an
agent for a user or another program or simulates a human
activity. On the Internet, the most ubiquitous bots are the
programs, also called spiders or crawlers, that access Web
sites and gather their content for search engine indexes.

A chatterbot is a program that can simulate talk with a
human being. One of the first and most famous chatterbots
(prior to the Web) was Eliza, a program that pretended to be
a psychotherapist and answered questions with other
questions.

Red and Andrette are two examples of programs that can be
customized to answer questions from users seeking service
for a product. Such a program is sometimes called a virtual
representative or a virtual service agent.

Shopbots are programs that shop around the Web on your
behalf and locate the best price for a product you're looking
for. There are also bots such as OpenSesame that observe a
user’s patterns in navigating a Web site and customize the
site for that user.

Knowbots are programs that collect knowledge for their
users by automatically visiting Internet sites and gathering
information that meets certain specified criteria.

bottleneck

A bottleneck is a stage in a process that causes the entire
process to slow down or stop. For instance, if your dial-up
Internet service provider (ISP) promises you Internet access
at 56 Kbps, but your modem can only handle 14.4 Kbps,
your modem’s slow performance would be a bottleneck. The
term bottleneck is derived from the narrow part of a bottle
used to slow down the flow of liquid so that it doesn’t flow
too fast. However, in information technology, the bottleneck
metaphor describes a link in a process that tends to slow
down the entire process.

In “The Goal” a best-selling book about business
development, author Eliyahu M. Goldratt’s fictional
character, factory manager Alex Rogo, struggles with
bottlenecks in manufacturing and distribution in what
Goldratt calls the “theory of constraints.” Business Week
credits Goldratt with inspiring businesses across America to
look closely at how bottlenecks affect their ability to make
money. A distribution center that receives goods faster than
they can ship them out, for example, is forced to stockpile
goods (often inefficiently) and becomes a bottleneck.
Goldratt urges managers to step back and examine where
the bottlenecks occur, determine why they are occurring,
and find the most elegant solution to resolve them—which
may or may not involve technology.
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bounce e-mail

boustrophedon

Bounce e-mail (sometimes referred to as bounce mail) is
electronic mail that is returned to the sender because it
cannot be delivered for some reason. Unless otherwise
arranged, bounce e-mail usually appears as a new note in
your inbox. E-mail users can encounter bounce e-mail
because an addressee has changed his or her address,
because their mail box is full, because the note is
misaddressed, or for some other reason.

Bounce e-mail can be handled by a program when sending
e-mail to a distribution list and most e-mail distribution list
vendors include this capability. Such a bounce handler can
retry later, unsubscribe the addressee from the list, or take
some other action.

Some products and individuals have developed bounce e-
mail handlers that recognize spam messages and return a
bounce message so that the recipient will be taken off the list.

Some products and users use the term bounce to mean
“forward a received note to someone else.”

bouncing

Boustrophedon (from Greek for ox-turning) is writing that
proceeds in one direction in one line (such as from left to
right) and then in the reverse direction in the next line (such
as from right to left). Some ancient languages, including one
form of ancient Greek (650 BC), were written this way. The
term derives from the way one would plow land with an ox,
turning the ox back in the other direction at the end of a row.
(It could be argued that boustrophedon is a more efficient
way to both write and read, especially if your lines are very
long.)

Some types of printers and their software print in this
fashion (although the results, of course, are lines that are
read in only one direction). The term is also used in
describing a method used by a raster to scan (put the
horizontal lines on) a display monitor.

BPCS

See “Business Planning and Control System”

BPML

See “debouncing”

Bourne shell

See “Business Process Modeling Language”

BPR

The Bourne shell is the original UNIX shell (command
execution program, often called a command interpreter) that
was developed at AT&T. Named for its developer, Stephen
Bourne, the Bourne shell is also known by its program name,
sh. The shell prompt (character displayed to indicate
readiness for input) used is the $ symbol. The Bourne shell
family includes the Bourne, Korn shell, bash, and zsh shells.

Bourne Again Shell (bash) is the free version of the Bourne
shell distributed with Linux systems. Bash is similar to the
original, but has added features such as command-line
editing. Its name is sometimes spelled as Bourne Again
SHell, the capitalized Hell referring to the difficulty some
people have with it.

Zsh was developed by Paul Falstad as a replacement for
both the Bourne and C shell. It incorporates features of all
the other shells (such as file name completion and a history
mechanism) as well as new capabilities. Zsh is considered
similar to the Korn shell. Falstad intended to create in zsh a
shell that would do whatever a programmer might
reasonably hope it would do. Zsh is popular with advanced
users.

Along with the Korn shell and the C shell, the Bourne shell
remains among the three most widely used and is included
with all UNIX systems. The Bourne shell is often considered
the best shell for developing scripts.

See “business process reengineering’”

bps

See “bits per second”

brain-machine interface

In artificial intelligence (AI), brain-machine interface is the
potential ability of the human brain to accept a mechanical
device as a natural part of its representation of the body. The
immediate goal of brain-machine interface study is to
provide a way for people with damaged sensory/motor
functions to use their brain to control artificial devices and
restore lost capabilities. By combining the latest
developments in computer technology and hi-tech
engineering, a person suffering from paralysis might be
able to control a motorized wheelchair or a prosthetic limb
by just thinking about it.

Before humans can use brain-interface techniques to control
artificial devices, scientists feel they must first understand
how the brain gives commands. They are gaining a better
understanding of how brain-interface might work by
recording neurological activity over long periods of time.
For instance, Duke University Medical Center researchers
have tested a neural system that allows scientists to record
individual neuron responses from multiple electrodes
implanted in a monkey’s brain. The research team was able
to combine the individual neuron responses outside the
monkey by running the data through a computer using an



algorithmic program. The monkey was encouraged to
control its robot arm and reach for food. The monkey was
able to successfully complete the task. Scientists were then
able to use the neuron data they gathered to transmit the
monkey’s brain signals over the Internet in real time and
control a robot arm 600 miles away. This is considered to be
a major breakthrough in brain-machine interface study.

One of the biggest challenges in developing true brain-
machine interface involves the development of electrode
devices and surgical methods that are minimally invasive to
allow safe, long-term recording of neurological activity.
Duke’s biomedical engineering department is now working
on developing a telemetry chip to collect and transmit data
through the skull without any external sockets or cables.
This is expected to provide the necessary information
needed to make brain-interface devices, which require
deliberate conscious thought, as common as pacemakers for
the heart, which work involuntarily.

brand

A brand is a product, service, or concept that is publicly
distinguished from other products, services, or concepts so
that it can be easily communicated and usually marketed. A
brand name is the name of the distinctive product, service,
or concept. Branding is the process of creating and
disseminating the brand name. Branding can be applied to
the entire corporate identity as well as to individual product
and service names.

Brands are usually protected from use by others by securing
a trademark or service mark from an authorized agency,
usually a government agency. Before applying for a
trademark or service mark, you need to establish that
someone else hasn’t already obtained one for your name.
Although you can do the searching yourself, it is common to
hire a law firm that specializes in doing trademark searches
and managing the application process, which, in the U.S.,
takes about a year. Once you've learned that no one else is
using it, you can begin to use your brand name as a
trademark simply by stating it is a trademark (using the
“TM” where it first appears in a publication or Web site).
After you receive the trademark, you can use the registered
® symbol after your trademark.

Brands are often expressed in the form of logos, graphic
representations of the brand. In computers, a recent example
of widespread brand application was the “Intel Inside” label
provided to manufacturers that use Intel’s microchips.

A company’s brands and the public’s awareness of them is
often used as a factor in evaluating a company. Corporations
sometimes hire market reseach firms to study public
recognition of brand names as well as attitudes toward the
brands.

Here is the famous advertising copywriter and ad agency
founder David Ogilvy’s definition of a brand:

bridge

The intangible sum of a product’s attributes: its name,
packaging, and price, its history, its reputation, and
the way it's advertised.

BREW

BREW (Binary Runtime Environment for Wireless) is
Qualcomm’s open source application development platform
for wireless devices equipped for code division multiple
access (CDMA) technology. BREW makes it possible for
developers to create portable applications that will work on
any handsets equipped with CDMA chipsets. Because
BREW runs in between the application and the chip
operating system software, the application can use the
device’s functionality without the developer needing to code
to the system interface or even having to understand
wireless applications. Users can download applications—
such as text chat, enhanced e-mail, location positioning,
games (both online and offline), and Internet radio—from
carrier networks to any BREW-enabled phone.

BREW is competing for wireless software market share with
J2ME (Java 2 Micro Edition), a similar platform from Sun
Microsystems. The initial version of BREW is solely for
CDMA networks; later versions could be enabled for time
division multiple access (TDMA) and Global System for
Mobile Communication (GSM) networks.

bricks and mortar

Bricks and mortar refers to businesses that have physical
(rather than virtual or online) presences—in other words,
stores (built of physical material such as bricks and mortar)
that you can drive to and enter physically to see, touch, and
purchase merchandise. This term is used as the basis for the
term clicks and mortar, a business that sells products and
services on the Web as well as from physical locations.

In an ongoing trend, large businesses that existed before the
invention of the Web (and were therefore bricks and mortar
businesses) are becoming clicks and mortar businesses.
Companies like Amazon.com and others that have never
owned a bricks and mortar storefront are generally known
as dotcom companies.

bridge

In telecommunication networks, a bridge is a product that
connects a local area network (LAN) to another local area
network that uses the same protocol (for example, Ethernet
or token ring). You can envision a bridge as being a device
that decides whether a message from you to someone else is
going to the local area network in your building or to
someone on the local area network in the building across the
street. A bridge examines each message on a LAN,
“passing” those known to be within the same LAN, and
forwarding those known to be on the other interconnected
LAN (or LANS).
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In bridging networks, computer or node addresses have no
specific relationship to location. For this reason, messages
are sent out to every address on the network and accepted
only by the intended destination node. Bridges learn which
addresses are on which network and develop a learning table
so that subsequent messages can be forwarded to the right
network.

Bridging networks are generally always interconnected local
area networks since broadcasting every message to all
possible destinations would flood a larger network with
unnecessary traffic. For this reason, router networks such as
the Internet use a scheme that assigns addresses to nodes so
that a message or packet can be forwarded only in one
general direction rather than forwarded in all directions.

A bridge works at the data-link (physical network) level of a
network, copying a data frame from one network to the next
network along the communications path.

A bridge is sometimes combined with a router in a product
called a brouter.

bridge disc

See “CD-Bridge Disc”

bridge disk

See “CD-Bridge Disc”

bridge tap

A bridge tap is an extraneous length of dangling,
unterminated cable on a communications line, usually left
over from an earlier configuration, that can cause
impedance mismatches and other undesired effects in
transmissions. In a given cabling arrangement, allowance is
usually made for a certain length of bridge taps.

ISDN uses the standard line code, 2B1Q, because it has the
ability to handle the incidence of bridge taps well.

brightness

Hue, saturation, and brightness are aspects of color in the
red, green, and blue (RGB) scheme. These terms are most
often used in reference to the color of each pixel in a cathode
ray tube (cathode ray tube) display. All possible colors can
be specified according to hue, saturation, and brightness
(also called brilliance), just as colors can be represented in
terms of the R, G, and B components.

Most sources of visible light contain energy over a band of
wavelength. Hue is the wavelength within the visible-light
spectrum at which the energy output from a source is
greatest. This is shown as the peak of the curves in the
accompanying graph of intensity versus wavelength. In this
example, all three colors have the same hue, with a
wavelength slightly longer than 500 nanometers, in the
yellow-green portion of the spectrum.

Relative
amplitude

Wavelength in nanometers

Saturation is an expression for the relative bandwidth of the
visible output from a light source. In the diagram, the
saturation is represented by the steepness of the slopes of the
curves. Here, the outer curve represents a color having low
saturation, the middle curve represents a color having
greater saturation, and the inner curve represents a color
with fairly high saturation. As saturation increases, colors
appear more “pure.” As saturation decreases, colors appear
more “washed-out.”

Brightness is a relative expression of the intensity of the
energy output of a visible light source. It can be expressed as
a total energy value (different for each of the curves in the
diagram), or as the amplitude at the wavelength where the
intensity is greatest (identical for all three curves). In the
RGB color model, the amplitudes of red, green, and blue for
a particular color can each range from 0 to 100 percent of full
brilliance. These levels are represented by the range of
decimal numbers from 0 to 255, or hexadecimal numbers
from 00 to FF.

British thermal unit (Btu)

A British thermal unit (Btu) is an English standard unit of
energy. One Btu is the amount of thermal energy necessary
to raise the temperature of one pound of pure liquid water
by one degree Fahrenheit at the temperature at which water
has its greatest density (39 degrees Fahrenheit). This is
equivalent to approximately 1055 joule (or 1055 watt-
seconds).

The Btu is often used as a quantitative specification for the
energy-producing or energy-transferring capability of
heating and cooling systems such as furnaces, ovens,
refrigerators, and air conditioners. The heat output of



computer equipment is often specified so that it can be
considered when planning the size of climate control
systems in buildings. Computer device heat output is
expressed in Btus per hour. 3.7 Btus per hour is equivalent to
1 watt of heat dissipation.

broadband

Also see bandwidth.

In general, broadband refers to telecommunication in which
a wide band of frequencies is available to transmit
information. Because a wide band of frequencies is available,
information can be multiplexed and sent on many different
frequencies or channels within the band concurrently,
allowing more information to be transmitted in a given
amount of time (much as more lanes on a highway allow
more cars to travel on it at the same time). Related terms are
wideband (a synonym), baseband (a one-channel band), and
narrowband (sometimes meaning just wide enough to carry
voice, or simply “not broadband,” and sometimes meaning
specifically between 50 cps and 64 Kpbs).

Various definers of broadband have assigned a minimum
data rate to the term. Here are a few:

e Newton’s Telecom Dictionary: “...greater than a voice
grade line of 3 KHz...some say [it should be at least] 20
KHz.”

e Jupiter Communications: at least 256 Kbps.

e IBM Dictionary of Computing: A broadband channel is
“6 MHz wide.”

It is generally agreed that Digital Subscriber Line (DSL) and
cable TV are broadband services in the downstream
direction.

Broadband Integrated Services Digital
Network

BISDN is both a concept and a set of services and developing
standards for integrating digital transmission services in a
broadband network of fiber optic and radio media. BISDN
will encompass frame relay service for high-speed data that
can be sent in large bursts, the Fiber Distributed-Data
Interface (FDDI), and the Synchronous Optical Network
(SON). BISDN will support transmission from 2 Mbps up to
much higher, but as yet unspecified, rates.

BISDN is the broadband counterpart to Integrated Services
Digital Network, which provides digital transmission over
ordinary telephone company copper wires on the
narrowband local loop.

brochureware

broadcast

Also see unicast, multicast, and anycast.

In general, to broadcast (verb) is to cast or throw forth
something in all directions at the same time. A radio or
television broadcast (noun) is a program that is transmitted
over airwaves for public reception by anyone with a receiver
tuned to the right signal channel.

The term is sometimes used in e-mail or other message
distribution for a message sent to all members, rather than
specific members, of a group such as a department or
enterprise.

On the Internet, certain Web sites deliver original or
redistributed broadcasts from existing radio and television
stations, using streaming sound or streaming video
techniques, to Web users who visit the Web site or “tune it
in” using a special program such as RealPlayer. Like
publicly available radio and television broadcasts, Web
broadcasts are available to anyone. The Web now offers live
as well as prepackaged broadcasts and also plays back audio
and video tapes. Some programming is scheduled and other
prepackaged programs can be delivered on demand. Many
Web users listen to music from a particular broacasting site
as they surf other sites on the Web.

Broadcast should not be confused with wunicast, a
transmission to a specific receiver (like most e-mail
messages); multicast, a transmission to multiple specific
receivers (as in e-mail to a distribution list or a Web
transmission over the MBone network to a specific group of
receiving addresses); or anycast, a transmission to the
nearest of a group of routers, used in Internet Protocol
Version 6 (IPv6) as a technique for chain-updating a group
of routers with new routing information.

brochureware

Brochureware refers to Web sites or pages that are produced
by taking an organization’s printed brochure and translating
it directly to the Web without regard for the possibilities of
the new medium. In extreme cases, all the copy in the
brochure will be used as-is and visual images will be copied
as well. The result will almost always be static and
uninteresting.

Web designers usually suggest making a fresh start, using
existing printed material as possible source material. While a
Web site can be thought of as an “online brochure,” most
designers suggest taking advantage of the Web’s interactive
and dynamic capabilities, including hypertext, built-in
programming, and streaming video.
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brouter

browserless Web

A brouter (pronounced BRAU-tuhr or sometimes BEE-rau-
tuhr) is a network bridge and a router combined in a single
product. A bridge is a device that connects one local area
network (LAN) to another local area network that uses the
same protocol (for example, Ethernet or token ring). If a
data unit on one LAN is intended for a destination on an
interconnected LAN, the bridge forwards the data unit to
that LAN; otherwise, it passes it along on the same LAN. A
bridge usually offers only one path to a given interconnected
LAN. A router connects a network to one or more other
networks that are usually part of a wide area network
(WAN) and may offer a number of paths to destinations on
those networks. A router therefore needs to have more
information than a bridge about the interconnected
networks. It consults a routing table for this information.
Since a given outgoing data unit or packet from a computer
may be intended for an address on the local network, on an
interconnected LAN, or the wide area network, it makes
sense to have a single unit that examines all data units and
forwards them appropriately.

browser

A browser is an application program that provides a way to
look at and interact with all the information on the World
Wide Web. The word “browser” seems to have originated
prior to the Web as a generic term for user interfaces that let
you browse (navigate through and read) text files online. By
the time the first Web browser with a graphical user
interface was available (Mosaic, in 1993), the term seemed to
apply to Web content, too. Technically, a Web browser is a
client program that uses the Hypertext Transfer Protocol
(HTTP) to make requests of Web servers throughout the
Internet on behalf of the browser user. A commercial version
of the original browser, Mosaic, is in use. Many of the user
interface features in Mosaic, however, went into the first
widely-used browser, Netscape Navigator. Microsoft
followed with its Microsoft Internet Explorer. Today, these
two browsers are the only two browsers that the vast
majority of Internet users are aware of. Although the online
services, such as America Online, originally had their own
browsers, virtually all now offer the Netscape or Microsoft
browser. Lynx is a text-only browser for UNIX shell and
VMS users. Another recently offered and well-regarded
browser is Opera.

While some browsers also support e-mail (indirectly
through e-mail Web sites) and the File Transfer Protocol
(FTP), a Web browser is not required for those Internet
protocols and more specialized client programs are more
popular.

The browserless Web describes communication over the
World Wide Web between programs rather than between
people (with their Web browsers) and the server programs
at Web sites. Some people believe that, within five years,
program-to-program communication will generate more
Internet traffic than browser-to-Web site communication.
Although technically browser-to-Web site communication is
program-to-program—the browser is a client program and
the Web server is a server program on behalf of a Web
site—the new program-to-program communication will not
involve an interactive user. Such applications as ordering
and order fulfillment are likely candidates for the
browserless Web.

Program-to-program communication between businesses
has been conducted for many years, most notably using
Electronic Data Interchange (EDI). However, the arrival of a
new data exchange technology—Extensible Markup
Language (XML)—makes it possible for industries to
develop standard names for data and for a company to
easily tell other companies how its data is organized and can
be accessed.

brute force cracking

Brute force (also known as brute force cracking) is a trial-
and-error method used by application programs to decode
encrypted data such as passwords or Data Encryption
Standard (DES) keys, through exhaustive effort (using brute
force) rather than employing intellectual strategies. Just as a
criminal might break into, or “crack” a safe by trying many
possible combinations, a brute force cracking application
proceeds through all possible combinations of legal
characters in sequence. Brute force is considered to be an
infallible, although time-consuming, approach.

Crackers are sometimes used in an organization to test
network security, although their more common use is for
malicious attacks. Some variations, such as LOphtcrack from
LOpht Heavy Industries, start by making assumptions, based
on knowledge of common or organization-centered practices
and then apply brute force to crack the rest of the data.
LOphtcrack uses brute force to crack Windows NT
passwords from a workstation. PC Magazine reported that a
system administrator who used the program from a
Windows 95 terminal with no administrative privileges, was
able to uncover 85 percent of office passwords within twenty
minutes.

BSB
See “backside bus”




BSD

BSD (originally: Berkeley Software Distribution) refers to the
particular version of the UNIX operating system that was
developed at and distributed from the University of
California at Berkeley. “BSD” is customarily preceded by a
number indicating the particular distribution level of the
BSD system (for example, “4.3 BSD”). BSD UNIX has been
popular and many commercial implementations of UNIX
systems are based on or include some BSD code.

BSM

See “balanced scorecard methodology”

BSOD

See “blue screen of death”

BSP

See “business service provider”

BSRAM

See “burst SRAM”

B-tree

A B-tree is a method of placing and locating files (called
records or keys) in a database. (The meaning of the letter B
has not been explicitly defined.) The B-tree algorithm
minimizes the number of times a medium must be accessed
to locate a desired record, thereby speeding up the process.

B-trees are preferred when decision points, called nodes, are
on hard disk rather than in random-access memory (RAM).
It takes thousands of times longer to access a data element
from hard disk as compared with accessing it from RAM,
because a disk drive has mechanical parts, which read and
write data far more slowly than purely electronic media. B-
trees save time by using nodes with many branches (called
children), compared with binary trees, in which each node
has only two children. When there are many children per
node, a record can be found by passing through fewer nodes
than if there are two children per node. A simplified
example of this principle is shown below.

In a tree, records are stored in locations called leaves. This
name derives from the fact that records always exist at end
points; there is nothing beyond them. The maximum
number of children per node is the order of the tree. The
number of required disk accesses is the depth. The image at
left shows a binary tree for locating a particular record in a
set of eight leaves. The image at right shows a B-tree of order
three for locating a particular record in a set of eight leaves
(the ninth leaf is unoccupied, and is called a null). The
binary tree at left has a depth of four; the B-tree at right has a
depth of three. Clearly, the B-tree allows a desired record to
be located faster, assuming all other system parameters are

bubble help

identical. The tradeoff is that the decision process at each
node is more complicated in a B-tree as compared with a
binary tree. A sophisticated program is required to execute
the operations in a B-tree. But this program is stored in
RAM, so it runs fast.
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In a practical B-tree, there can be thousands, millions, or
billions of records. Not all leaves necessarily contain a
record, but at least half of them do. The difference in depth
between binary-tree and B-tree schemes is greater in a
practical database than in the example illustrated here,
because real-world B-trees are of higher order (32, 64, 128, or
more). Depending on the number of records in the database,
the depth of a B-tree can and often does change. Adding a
large enough number of records will increase the depth;
deleting a large enough number of records will decrease the
depth. This ensures that the B-tree functions optimally for
the number of records it contains.

Also see tree structure. Compare binary tree, M-tree, splay
tree, and X-tree.
Btu

See “British thermal unit (Btu)”

BTW

See “chat abbreviations”

bubble help

In a computer user interface, bubble help is text information
that is displayed in a small balloon or box when a computer
user moves the mouse cursor over a selected user interface
element, such as the iconic items in a task bar. The box (or
“bubble”) is usually timed to disappear after a few seconds.

When developing a user interface with bubble help, a
programmer writes code that tells the size and background
color of the box, the text message to display, and when it
should be removed. Bubble help is provided in most
Microsoft applications, including Access and Word.
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bucket brigade

A bucket brigade attack is one in which the attacker
intercepts messages in a public key exchange and then
retransmits them, substituting their own public key for the
requested one, so that the two original parties still appear to
be communicating with each other directly. The attacker
uses a program that appears to be the server to the client
and appears to be the client to the server. The attack may be
used simply to gain access to the messages, or enable the
attacker to modify them before retransmitting them. The
term derives from the bucket brigade method of putting out
a fire by handing buckets of water from one person to
another between a water source and the fire. Another name
for the bucket brigade attack is the more accurately
descriptive name, man-in-the-middle, based on the ball
game where a number of people try to throw a ball directly
to each other while one person in between them attempts to
catch it.

buckytube

See “nanotube”

buffer

A buffer is a data area shared by hardware devices or
program processes that operate at different speeds or with
different sets of priorities. The buffer allows each device or
process to operate without being held up by the other. In
order for a buffer to be effective, the size of the buffer and
the algorithms for moving data into and out of the buffer
need to be considered by the buffer designer. Like a cache, a
buffer is a “midpoint holding place” but exists not so much
to accelerate the speed of an activity as to support the
coordination of separate activities.

This term is used both in programming and in hardware. In
programming, buffering sometimes implies the need to
screen data from its final intended place so that it can be
edited or otherwise processed before being moved to a
regular file or database.

buffer overflow

A buffer overflow occurs when a program or process tries to
store more data in a buffer (temporary data storage area)
than it was intended to hold. Since buffers are created to
contain a finite amount of data, the extra information—-
which has to go somewhere—can overflow into adjacent
buffers, corrupting or overwriting the valid data held in
them. Although it may occur accidentally through
programming error, buffer overflow is an increasingly
common type of security attack on data integrity. In buffer
overflow attacks, the extra data may contain codes designed
to trigger specific actions, in effect sending new instructions
to the attacked computer that could, for example, damage
the user’s files, change data, or disclose confidential

information. Buffer overflow attacks are said to have arisen
because the C programming language supplied the
framework, and poor programming practices supplied the
vulnerability.

In July 2000, a vulnerability to buffer overflow attack was
discovered in Microsoft Outlook and Outlook Express. A
programming flaw made it possible for an attacker to
compromise the integrity of the target computer by simply
sending an e-mail message. Unlike the typical e-mail virus,
users could not protect themselves by not opening attached
files; in fact, the user did not even have to open the message
to enable the attack. The programs’ message header
mechanisms had a defect that made it possible for senders to
overflow the area with extraneous data, which allowed them
to execute whatever type of code they desired on the
recipient’s computers. Because the process was activated as
soon as the recipient downloaded the message from the
server, this type of buffer overflow attack was very difficult
to defend. Microsoft has since created a patch to eliminate
the vulnerability.

bug

In computer technology, a bug is a coding error in a
computer program. (Here we consider a program to also
include the microcode that is manufactured into a
microprocessor.) The process of finding bugs before
program users do is called debugging. Debugging starts
after the code is first written and continues in successive
stages as code is combined with other units of programming
to form a software product, such as an operating system or
an application. After a product is released or during public
beta testing, bugs are still apt to be discovered. When this
occurs, users have to either find a way to avoid using the
“buggy” code or get a patch from the originators of the code.

A bug is not the only kind of problem a program can have. It
can run bug-free and still be difficult to use or fail in some
major objective. This kind of flaw is more difficult to test for
(and often simply isn’t). It is generally agreed that a
well-designed program developed using a well-controlled
process will result in fewer bugs per thousands of lines of
code.

The term’s origin has been wrongly attributed to the pioneer
programmer, Grace Hopper. In 1944, Hopper, a young
Naval Reserve officer, went to work on the Mark I computer
at Harvard, becoming one of the first people to write
programs for it. As Admiral Hopper, she later described an
incident in which a technician is said to have pulled an
actual bug (a moth, in fact) from between two electrical
relays in the Mark II computer. In his book, The New Hacker’s
Dictionary, Eric Raymond reports that the moth was
displayed for many years by the Navy and is now the
property of the Smithsonian. Raymond also notes that
Admiral Hopper was already aware of the term when she
told the moth story. The term was used prior to modern
computers to mean an industrial or electrical defect.



Less frequently, the term is applied to a computer hardware
problem.

bulletin board system

A bulletin board system (BBS), is a computer that can be
reached by computer modem dialing (and, in some cases, by
Telnet) for the purpose of sharing or exchanging messages
or other files. Some BBS’s are devoted to specific interests;
others offer a more general service. The definitive BBS List
says that there are 40,000 BBS's world-wide.

Among special interests represented on BBS’s are dentistry,
law, guns, multi-player games, Druidic practices, and
information for the disabled. A significant number of BBS
sites offer “adult-oriented” chat and images that can be
downloaded. Many BBS’s are free; some charge a
membership or use fee.

Essentially, a bulletin board system is a host computer that
is accessible by dial-up phone (you need to know the phone
number) or, at some sites, via Telnet. Since calling a bulletin
board system can involve long-distance charges, you may
want to try starting with some in your area.

Bulletin board systems originated and generally operate
independently of the Internet. However, many BBS’s have
Web sites. And many Internet access providers have bulletin
board systems from which new Internet users can download
the necessary software to get connected.

BBS’s have their own culture and jargon. A sysop is the
person who runs the site (many BBS’s are on small home
computers that have simply added the necessary software to
keep track of files and users). Many BBS users chat online
(see chat abbreviations).

burn

To burn (verb) a CD-ROM is a colloquial term meaning to
write to the CD-ROM all the content that is to be put on it for
a given purpose. After you've burned or burnt (either is
correct) the CD-ROM, copies can be made one at a time or in
multiples (the latter process is usually called duplication or
replication).

burn rate

In venture investing and new company development, the
burn rate is the rate at which a new company is spending its
capital while waiting for profitable operation. Typically, a
new company, especially in new, fast-growing fields such as
Internet commerce or publishing, expects in its early stages
to spend money faster than it can take in revenue. The term
is often seen in financial reviews and discussions about new
Internet companies, public or private, where the question is
whether revenue will begin to flow in sufficient amounts
before the invested capital plus revenue is “burnt up.” When
the burn rate begins to exceed plan or revenue fails to meet
expectations, the usual recourse is to reduce the burn rate

burst SRAM

(which, in most companies, means reducing the staff). When
it is burnt up (or before), a company has to find additional
capital through loans, private equity investors, or a public
stock offering; merge with or sell itself to another company;
go non-profit; or terminate its operation.

Michael Wolff’s book, Burn Rate (subtitled “How I Survived

the Gold Rush Years on the Internet”), describes the
emotional peaks and valleys associated with the term.

BURN-Proof

BURN-Proof (Buffer Under Run Error Proof) is a technology
developed by Sanyo that allows compact disc (CD)
recording to automatically stop in the event of an unplanned
interruption and then to resume recording. BURN-Proof is a
registered trademark of Sanyo.

When a CD is burned (recorded), the data must usually be
written onto the CD without any interruption. If an
interruption, such as the opening of a new application, does
occur, a Buffer Under Run error occurs and the burn is
unsuccessful. BURN-Proof technology located on firmware
inside the CD-R or CD-RW drive monitors the recording
process. If the drive detects a Buffer Under Run error, it
suspends recording. When the problem is resolved, the CD-
R or CD-RW drive restarts recording data from where it
stopped.

BURN-Proof technology is used with CD drive speeds 12x
and higher because Buffer Under Run errors occur more
often with faster drives. Many CD recording application
vendors provide BURN-Proof support with their software.

burst

Burst is a term used in a number of information technology
contexts to mean a specific amount of data sent or received
in one intermittent operation. It can be contrasted with
streamed, paced, or continuous. Generally, a burst operation
implies that some threshold has been reached that triggers
the burst. Depending on the particular technology, a burst
operation can be intermittent at a regular or an irregular rate.

Burst Extended Data Output DRAM
See “BEDO DRAM”

burst SRAM

Burst SRAM is used as the external L1 and L2 memory for
the Pentium microprocessor chipset. Burst SRAM (also
known as SynchBurst SRAM) is synchronized with the
system clock or, in some cases, the cache bus clock. This
allows it be more easily synchronized with any device that
accesses it and reduces access waiting time.
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bus

In a computer or on a network, a bus is a transmission path
on which signals are dropped off or picked up at every
device attached to the line. Only devices addressed by the
signals pay attention to them; the others discard the signals.
According to Winn L. Rosch, the term derives from its
similarity to autobuses that stop at every town or block to
drop off or take on riders

In general, the term is used in two somewhat different
contexts:

1) A bus is a network topology or circuit arrangement in
which all devices are attached to a line directly and all
signals pass through each of the devices. Each device has a
unique identity and can recognize those signals intended
for it.

2) In a computer, a bus is the data path on the computer’s
motherboard that interconnects the microprocessor with
attachments to the motherboard in expansion slots (such as
hard disk drives, CD-ROM drives, and graphics adapters).

bus master

A bus master is the program, either in a microprocessor or
more usually in a separate I/O controller, that directs traffic
on the computer bus or input/output paths. The bus master
is the “master” and the I/O devices on the bus are the
“slaves.” The bus master actually controls the bus paths on
which the address and control signals flow. Once these are
set up, the flow of data bits goes directly between the 1/O
device and the microprocessor.

Bush, Vannevar

See “Vannevar Bush”

business intelligence

Business intelligence (BI) is a broad category of applications
and technologies for gathering, storing, analyzing, and
providing access to data to help enterprise users make better
business decisions. Bl applications include the activities of
decision support systems, query and reporting, online
analytical processing (OLAP), statistical analysis, forecast-
ing, and data mining.

Business intelligence applications can be:

e Mission-critical and integral to an enterprise’s operations
or occasional to meet a special requirement

e Enterprise-wide or local to one division, department, or
project
e Centrally initiated or driven by user demand

This term was used as early as September, 1996, when a
Gartner Group report said:

By 2000, Information Democracy will emerge in
forward-thinking enterprises, with Business Intelli-
gence information and applications available broadly
to employees, consultants, customers, suppliers, and
the public. The key to thriving in a competitive
marketplace is staying ahead of the competition.
Making sound business decisions based on accurate
and current information takes more than intuition.
Data analysis, reporting, and query tools can help
business users wade through a sea of data to
synthesize valuable information from it—today these
tools collectively fall into a category called “Business
Intelligence.”

Business Planning and Control System

Business Planning and Control System (BPCS) is a popular
system of application programs for manufacturing and
other industries that is developed and sold by Systems
Software Associates (SSA). SSA reports that BPCS is installed
at over 8,000 business sites worldwide. The BPCS
applications are divided into:

e Configurable enterprise financials (including accounts
receivable and payable, cost accounting, remittance
processing, and budgeting and analysis)

e Supply chain management applications (including sale
performance management, purchasing, promotion,
inventory management, and forecasting)

e Multi-mode manufacturing applications (including
planning, production scheduling, capacity planning,
shop floor control, and plant maintenance)

The key ideas in BPCS include:

e A general adherence to programming standards for
distributed object computing (including Common
Object Request Broker Architecture) and other
standards

e A sophisticated use of client/server computing and
object data repositories

e Adoption of the Microsoft Windows Desktop user
interface for all end users site-wide

e A guided workstation-based system of installation

SSA augments its own sales and support force with a system
of independent business associates. It has a widely-
distributed customer base, with 34% of its customers in
Europe, 22% in the Asia Pacific region, and 10% in Latin
America.

Business Process Management Initiative

Established in August 2000, the Business Process
Management Initiative (BPMI) is a non-profit organization
that exists to promote the standardization of common
business processes, as a means of furthering e-business and
B2B development. BPMI was founded by a group of 16
e-business industry leaders: Aventail, Black Pearl, Blaze




Software, Bowstreet, Cap Gemini Ernst & Young, Computer
Sciences Corporation, Cyclone Commerce, DataChannel,
Entricom, Intalio, Ontology.Org, S1 Corporation, Versata,
VerticalNet, Verve, and XMLFund. Since its inception, the
group has grown to include more than 80 companies.
BPMI's stated mission is “to promote and develop the use of
Business Process Management (BPM) through the
establishment of standards for process design, deployment,
execution, maintenance, and optimization.” By so doing,
BPMI intends to make it much easier for enterprises to
interact and to further develop the global marketplace.
Currently, e-business reflects the idiosyncratic ways that
business processes work within an organization. There are,
for example, different names for the same item, and
incompatible processes across organizations. The goal of
BPMI is to overcome these problems and make it possible for
organizations to communicate more effectively and share
not only data, but applications.

The BPMI model of any two-way e-business process
involves three main components, the public interface and two
private implementations. The public interface, which is the
area of interaction between two business partners, is
supported by various protocols such as those associated
with BizTalk, ebXML, and RosettaNet. The model further
defines two private implementations, which are specific to
the individual partners involved and can be described in any
executable language. The Initiative has specified such a
language, Business Process Modeling Language (BPML),
which is an XML-based metalanguage that can be used to
model components of business processes in the same way
that XML can be used to model components of business
data. An associated query language, BPQL (Business Process
Query Language) has been developed by Initiative members
as a standard management interface that can be used to
deploy and execute defined business processes. Both BPML
and BPQL are open specifications; BPML is available for
download from the BPMI Web site. The organization intends
to continue to develop and promote open standards specific
to particular e-business needs.

Business Process Modeling Language

Business Process Modeling Language (BPML) is an
Extensible Markup Language (XML)-based metalanguage
developed by the Business Process Management Initiative
(BPMI) as a means of modeling business processes, much as
XML is, itself, a metalanguage with the ability to model
enterprise data. BPML 0.4 is BPMI's first release, and
includes specifications for transactions and compensating
transactions, dataflow, messages and scheduled events,
business rules, security roles, and exceptions. BPMI has
identified three crucial aspects of BPML capability: Because
it will be used for mission critical applications, it must
support both synchronous and asynchronous distributed
transactions; because it will model business processes
deployed over the Internet, it must offer reliable security

business process reengineering

mechanisms; and because it will be used throughout
integrated development environments, it must encompass
project management capabilities.

An associated query language, Business Process Query
Language (BPQL) has been developed by Initiative members
as a standard management interface that can be used to
deploy and execute defined business processes. According
to BPMI, BPML and BPQL will be used to establish a
standardized means of managing e-business processes
through Business Process Management Systems, similarly to the
way that SQL established a standardized means of
managing business data through packaged database
management systems (DBMSs). Both BPML and BPQL are
open specifications. The first draft of the BPML specification
was submitted to BPMI members in August 2000, and
subsequently made publicly available in March 2001; the
first BPQL draft is to be be made available by the end of
2001. The organization intends to continue to develop and
promote open standards specific to particular e-business
needs.

business process reengineering

Business process reengineering (BPR) is the analysis and
redesign of workflow within and between enterprises. BPR
reached its heyday in the early 1990's when Michael
Hammer and James Champy published their best-selling
book, “Reengineering the Corporation.” The authors
promoted the idea that sometimes radical redesign and
reorganization of an enterprise (wiping the slate clean) was
necessary to lower costs and increase quality of service and
that information technology was the key enabler for that
radical change. Hammer and Champy felt that the design of
workflow in most large corporations was based on
assumptions about technology, people, and organizational
goals that were no longer valid. They suggested seven
principles of reengineering to streamline the work process
and thereby achieve significant levels of improvement in
quality, time management, and cost:

1. Organize around outcomes, not tasks.

2. Identify all the processes in an organization and prioritize
them in order of redesign urgency.

3. Integrate information processing work into the real work
that produces the information.

4. Treat geographically dispersed resources as though they
were centralized.

5. Link parallel activities in the workflow instead of just
integrating their results.

6. Put the decision point where the work is performed, and
build control into the process.

7. Capture information once and at the source.

By the mid-1990’s, BPR gained the reputation of being a nice
way of saying “downsizing.” According to Hammer, lack of
sustained management commitment and leadership,
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unrealistic scope and expectations, and resistance to change
prompted management to abandon the concept of BPR and
embrace the next new methodology, enterprise resource
planning (ERP).

business service provider

A business service provider (BSP) is a company that rents
third-party software application packages to their
customers. A BSP is similar to an an application service
provider (ASP) in that it provides a cost-effective way to
procure applications via networks. A BSP differs from an
ASP in that it tailors a software package to its customer’s
needs and offers back-office solutions by outsourcing most
(if not all) business processes, such as payroll and
bookkeeping. Small and mid-sized firms are attracted to
BSPs because they have low start-up costs and low monthly
fees, whereas ASPs are more capital intensive. Agillon,
eAlity, Employease and EConvergent are examples of
succesful BSP companies.

business-to-business
See “B2B”

bypass

Bypass, in general, means either fo go around something by an
external route rather than going through it, or the means of
accomplishing that feat. In network security, a bypass is a
flaw in a security system that allows an attacker to
circumvent security mechanisms to get system or network
access. The actual point of entry is through a mechanism
(either a hardware device or program, even just a piece of
code) that enables the user to access the system without
going through the security clearance procedures (such as
authentication) that were set up by the system
administrator. A bypass may be a mechanism put in place
by an attacker, a flaw in the design, or an alternate access
route left in place by developers. A bypass that is
purposefully put in place as a means of access for authorized
users is called a back door or a trap door. A crypto bypass is a
flaw that allows data to circumvent the encryption process
and escape, unencrypted, as plaintext.

byte

In most computer systems, a byte is a unit of data that is
eight binary digits long. A byte is the unit most computers
use to represent a character such as a letter, number, or
typographic symbol (for example, “g”, “5”, or “?”). A byte
can also hold a string of bits that need to be used in some
larger unit for application purposes (for example, the stream
of bits that constitute a visual image for a program that
displays images or the string of bits that constitutes the
machine code of a computer program).

In some computer systems, four bytes constitute a word, a
unit that a computer processor can be designed to handle
efficiently as it reads and processes each instruction. Some
computer processors can handle two-byte or single-byte
instructions.

A byte is abbreviated with a “B”. (A bit is abbreviated with a
small “b”.) Computer storage is usually measured in byte
multiples. For example, an 820 MB hard drive holds a
nominal 820 million bytes—or megabytes—of data. Byte
multiples are based on powers of 2 and commonly
expressed as a “rounded off” decimal number. For example,
one megabyte (“one million bytes”) is actually 1,048,576
(decimal) bytes. (Confusingly, however, some hard disk
manufacturers and dictionary sources state that bytes for
computer storage should be calculated as powers of 10 so
that a megabyte really would be one million decimal bytes.)
Some language scripts require two bytes to represent a
character. These are called double-byte character sets
(DBCS).

According to Fred Brooks, an early hardware architect for
IBM, project manager for the OS/360 operating system, and
author of The Mythical Man-Month, Dr. Werner Buchholz
originated the term byte in 1956 when working on IBM’s
STRETCH computer.

Also see megabyte, gigabyte, terabyte, petabyte, and
exabyte.

byte code

See “bytecode”

bytecode

Bytecode is computer object code that is processed by a
program, usually referred to as a virtual machine, rather
than by the “real” computer machine, the hardware
processor. The virtual machine converts each generalized
machine instruction into a specific machine instruction or
instructions that this computer’s processor will understand.
Bytecode is the result of compiling source code written in a
language that supports this approach. Most computer
languages, such as C and C++, require a separate compiler
for each computer platform—that is, for each computer
operating system and the hardware set of instructions that it
is built on. Windows and the Intel line of microprocessor
architectures are one platform; Apple and the PowerPC
processors are another. Using a language that comes with a
virtual machine for each platform, your source language
statements need to be compiled only once and will then run
on any platform.




The best-known language today that uses the bytecode and
virtual machine approach is Java. The LISP language, used
in artificial intelligence applications, is an earlier language
that compiled bytecode. Other languages that use bytecode
or a similar approach include Icon and Prolog.

Rather than being interpreted one instruction at a time, Java
bytecode can be recompiled at each particular system
platform by a just-in-time compiler. Usually, this will
enable the Java program to run faster. In Java, bytecode is
contained in a binary file with a .CLASS sulffix.

bytecode

97



C

C is a structured, procedural programming language that
has been widely used both for operating systems and
applications and that has had a wide following in the
academic community. Many versions of UNIX-based
operating systems are written in C. C has been standardized
as part of the Portable Operating System Interface (POSIX).

With the increasing popularity of object-oriented
programming, C is being rapidly replaced as “the”
programming language by C++, a superset of the C
language that uses an entirely different set of programming
concepts, and by Java, a language similar to but simpler than
C++, that was designed for use in distributed networks.

C sharp
See “C#”

C shell

C shell is the UNIX shell (command execution program,
often called a command interpreter) created by Bill Joy at the
University of California at Berkeley as an alternative to
UNIX'’s original shell, the Bourne shell. These two UNIX
shells, along with the Korn shell, are the three most
commonly used shells. The C shell program name is csh, and
the shell prompt (the character displayed to indicate
readiness for user input) is the % symbol. The C shell was
invented for programmers who prefer a syntax similar to
that of the C programming language.

The other popular member of the C shell family is called tcsh
(for Tab C shell) and is an extended version of C shell. Some
of tesh’s added features are: enhanced history substitution
(which allows you to reuse commands you have already
typed), spelling correction, and word completion (which
allows you to type the first couple of letters in a word and hit
the tab key to have the program complete it).

Once considered “buggy”, the C shell has had a number of
different versions developed to overcome the flaws in the
original program. Most often, only experienced users prefer
to use the C shell. C is frequently the default shell at
universities and research organizations and is the default on
many systems, especially those derived from Berkeley
UNIX.

C#

C# (pronounced “C-sharp”) is a new object-oriented
programming language from Microsoft, which aims to
combine the computing power of C++ with the
programming ease of Visual Basic. C# is based on C++
and contains features similar to those of Java.

C# is designed to work with Microsoft’s .Net platform.
Microsoft’s aim is to facilitate the exchange of information
and services over the Web, and to enable developers to build
highly portable applications. C# simplifies programming
through its use of Extensible Markup Language (XML) and
Simple Object Access Protocol (SOAP) which allow access to
a programming object or method without requiring the
programmer to write additional code for each step. Because
programmers can build on existing code, rather than
repeatedly duplicating it, C# is expected to make it faster
and less expensive to get new products and services to
market.

Microsoft is collaborating with ECMA, the international
standards body, to create a standard for C#. International
Standards Organization (ISO) recognition for C# would
encourage other companies to develop their own versions of
the language. Companies that are already using C# include
Apex Software, Bunka Orient, Component Source, devSoft,
FarPoint Technologies, LEAD Technologies, ProtoView, and
Seagate Software.

C++

C++ is an object-oriented programming (OOP) language
that is viewed by many as the best language for creating
large-scale applications. C++ is a superset of the C language.

A related programming language, Java, is based on C++ but
optimized for the distribution of program objects in a
network such as the Internet. Java is somewhat simpler and
easier to learn than C++ and has characteristics that give it
other advantages over C++. However, both languages
require a considerable amount of learning time.

C2
See “Class C2”

C3D

C3D (pronounced SEE-THREE-DEE) is a combined
hardware/software process that captures a pair of two-
dimensional images, objects, or scenes and automatically
reconstructs them into a digital three-dimensional (3-D)
model. In turn, this model can be used to create a virtual
representation of the image, object, or scene. The C3D
process uses a standard PC and camera to produce a realistic
photographic model for viewing on a PC at a reconstruction
accuracy of 50 microns. C3D can be used with other tools,
such as the Virtual Reality Modelling Language (VRML).

C3D exploits the stereoptic function of the human brain,
which is able to combine an image perceived by each eye
into a 3-D perception. Capturing images using the C3D
process allows the image to be manipulated horizontally,



vertically, or spatially (that is, by distance) using one of three
modelling representations: a polygon wire frame, shaded, or
naturally rendering. Once you create the modeling
representation, a photographic rendering from the image
pairing is placed on the modelling representation to create
the shaped model.

Current C3D application uses include: tire footprints, health
care studies, police mugshots, virtual studio applications for
TV, microscopic modelling objects, aerial road surveys, and
museum artifact archiving.

cé

See “WinChip”

CA

See “certificate authority”

CAB

See “cabinet file”

cabinet file

In Microsoft program development, a cabinet is a single file
created to hold a number of compressed files. A related set
of cabinet files can be contained in a folder. During
installation of a program, the compressed files in a cabinet
are decompressed and copied to an appropriate directory for
the user. A cabinet file usually has the file name suffix of
“.cab”.

Microsoft uses cabinet files in distributing its own products,
such as PowerPoint, Microsoft Office for Windows, and
Microsoft Money. Cabinet files save space and time during
software distribution. They are decompressed during
installation. Large files can be compressed and included in
more than one cabinet file, each of which logically points to
the next file, with all contained in a logical folder.

Development accountability for cabinet files is ensured by
providing a signed digital certificate with the cabinet file.
One “signature” covers all the files in a cabinet file. Cabinet
files are created using Lempel-Ziv compression.

cable

See “coaxial cable”

cable head-end

A cable head-end is the facility at a local cable TV office that
originates and communicates cable TV services and cable
modem services to subscribers. In distributing cable
television services, the head-end includes a satellite dish
antenna for receiving incoming programming. This
programming is then passed on to the subscriber. (Cable
TV companies may also play videotapes and originate live
programming.) Normally, all signals are those that are sent

cable modem

downstream to the subscriber, but some are received
upstream such as when a customer requests a pay-per-view
program.

When a cable company provides Internet access to
subscribers, the head-end includes the computer system and
databases needed to provide Internet access. The most
important component located at the head-end is the cable
modem termination system (CMTS), which sends and
receives digital cable modem signals on a cable network and
is necessary for providing Internet services to cable
subscribers.

cable modem

A cable modem is a device that enables you to hook up your
PC to a local cable TV line and receive data at about 1.5
Mbps. This data rate far exceeds that of the prevalent 28.8
and 56 Kbps telephone modems and the up to 128 Kbps of
Integrated Services Digital Network (ISDN) and is about the
data rate available to subscribers of Digital Subscriber Line
(DSL) telephone service. A cable modem can be added to or
integrated with a set-top box that provides your TV set with
channels for Internet access. In most cases, cable modems are
furnished as part of the cable access service and are not
purchased directly and installed by the subscriber.

A cable modem has two connections: one to the cable wall
outlet and the other to a PC or to a set-top box for a TV set.
Although a cable modem does modulate between analog
and digital signals, it is a much more complex device than a
telephone modem. It can be an external device or it can be
integrated within a computer or set-top box. Typically, the
cable modem attaches to a standard 10BASE-T Ethernet
card in the computer.

All of the cable modems attached to a cable TV company
coaxial cable line communicate with a cable modem
termination system (CMTS) at the local cable TV company
office. All cable modems can receive from and send signals
only to the CMTS, but not to other cable modems on the line.
Some services have the upstream signals returned by
telephone rather than cable, in which case the cable modem
is known as a telco-return cable modem.

The actual bandwidth for Internet service over a cable TV
line is up to 27 Mbps on the download path to the subscriber
with about 2.5 Mbps of bandwidth for interactive responses
in the other direction. However, since the local provider may
not be connected to the Internet on a line faster than a
T-carrier system at 1.5 Mpbs, a more likely data rate will be
close to 1.5 Mpbs.

Leading companies using cable TV to bring the Internet to
homes and businesses are @Home and Time-Warner.

In addition to the faster data rate, an advantage of cable over
telephone Internet access is that it is a continuous
connection.
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cable modem termination system

A cable modem termination system (CMTS) is a component
that exchanges digital signals with cable modems on a cable
network. A cable modem termination system is located at
the local office of a cable television company.

A data service is delivered to a subscriber through channels
in a coaxial cable or optical fiber cable to a cable modem
installed externally or internally to a subscriber’s computer
or television set. One television channel is used for upstream
signals from the cable modem to the CMTS, and another
channel is used for downstream signals from the CMTS to
the cable modem. When a CMTS receives signals from a
cable modem, it converts these signals into Internet Protocol
(IP) packets, which are then sent to an IP router for
transmission across the Internet. When a CMTS sends
signals to a cable modem, it modulates the downstream
signals for tranmission across the cable to the cable modem.
All cable modems can receive from and send signals to the
CMTS but not to other cable modems on the line.

cable TV

Cable TV is also known as “CATV” (community antenna
television). In addition to bringing television programs to
those millions of people throughout the world who are
connected to a community antenna, cable TV will likely
become a popular way to interact with the World Wide Web
and other new forms of multimedia information and
entertainment services.

Also see cable modem, interactive TV, and WebTV.

CableLabs Certified Cable Modems
See “DOCSIS”

cache

A cache (pronounced CASH) is a place to store something
more or less temporarily. Web pages you request are stored
in your browser’s cache directory on your hard disk. That
way, when you return to a page you’ve recently looked at,
the browser can get it from the cache rather than the original
server, saving you time and the network the burden of some
additional traffic. You can usually vary the size of your
cache, depending on your particular browser.

Computers include caches at several levels of operation,
including cache memory and a disk cache. Caching can also
be implemented for Internet content by distributing it to
multiple servers that are periodically refreshed. (The use of
the term in this context is closely related to the general
concept of a distributed information base.)

Altogether, we are aware of these types of caches:

e International, national, regional, organizational and
other “macro” caches to which highly popular
information can be distributed and periodically updated
and from which most users would obtain information.

e Local server caches (for example, corporate LAN servers
or access provider servers that cache frequently accessed
files). This is similar to the previous idea, except that the
decision of what data to cache may be entirely local.

e Your Web browser’s cache, which contains the most
recent Web files that you have downloaded and which is
phyically located on your hard disk (and possibly some
of the following caches at any moment in time).

e A disk cache (either a reserved area of RAM or a special
hard disk cache) where a copy of the most recently
accessed data and adjacent (most likely to be accessed)
data is stored for fast access.

e RAM itself, which can be viewed as a cache for data that
is initially loaded in from the hard disk (or other I/O
storage systems).

e L2 cache memory, which is on a separate chip from the

microprocessor but faster to access than regular RAM.

e L1 cache memory on the same chip as the
microprocessor.

Also see: buffer, which, like a cache, is a temporary place for
data, but with the primary purpose of coordinating
communication between programs or hardware rather than
improving process speed.

cache coherence

In a shared memory multiprocessor with a separate cache
memory for each processor, it is possible to have many
copies of any one instruction operand: one copy in the main
memory and one in each cache memory. When one copy of
an operand is changed, the other copies of the operand must
be changed also. Cache coherence is the discipline that
ensures that changes in the values of shared operands are
propagated throughout the system in a timely fashion.

There are three distinct levels of cache coherence:
1. Every write operation appears to occur instantaneously.

2. All processes see exactly the same sequence of changes
of values for each separate operand.

3. Different processes may see an operand assume different
sequences of values. (This is considered noncoherent
behavior.) In both level 2 behavior and level 3 behavior,
a program can observe stale data. Recently, computer
designers have come to realize that the programming
discipline required to deal with level 2 behavior is
sufficient to deal also with level 3 behavior. Therefore, at
some point only level 1 and level 3 behavior will be seen
in machines.



cache engine

callback

CAD

See “cache server”

cache memory

Cache memory is random access memory (RAM) that a
computer microprocessor can access more quickly than it
can access regular RAM. As the microprocessor processes
data, it looks first in the cache memory and if it finds the
data there (from a previous reading of data), it does not have
to do the more time-consuming reading of data from larger
memory.

Cache memory is sometimes described in levels of closeness
and accessibility to the microprocessor. An L1 cache is on the
same chip as the microprocessor. (For example, the
PowerPC 601 processor has a 32 kilobyte level-1 cache built
into its chip.) L2 is usually a separate static RAM (SRAM)
chip. The main RAM is usually a dynamic RAM (DRAM)
chip.

In addition to cache memory, one can think of RAM itself as
a cache of memory for hard disk storage since all of RAM’s
contents come from the hard disk initially when you turn
your computer on and load the operating system (you are
loading it into RAM) and later as you start new applications
and access new data. RAM can also contain a special area
called a disk cache that contains the data most recently read
in from the hard disk.

cache server

A cache server (sometimes called a cache engine) is a server
relatively close to Internet users and typically within a
business enterprise that saves (caches) Web pages and
possibly FIP and other files that all server users have
requested so that successive requests for these pages or files
can be satisfied by the cache server rather than requiring the
user of the Internet. A cache server not only serves its users
by getting information more quickly but also reduces
Internet traffic.

A cache server is almost always also a proxy server, which is
a server that “represents” users by intercepting their Internet
requests and managing them for users. Typically, this is
because enterprise resources are being protected by a
firewall server that allows outgoing requests to go out but
needs to screen all incoming traffic. A proxy server helps
match incoming messages with outgoing requests and is in a
position to also cache the files that are received for later
recall by any user. To the user, the proxy and cache servers
are invisible; all Internet requests and returned responses
appear to be coming from the addressed place on the
Internet. (The proxy is not quite invisible; its IP address has
to be specified as a configuration option to the browser or
other protocol program.)

CAD (computer-aided design) software is used by architects,
engineers, drafters, artists, and others to create precision
drawings or technical illustrations. CAD software can be
used to create two-dimensional (2-D) drawings or three-
dimensional (3-D) models.

CAD/CAM (computer-aided design/computer-aided man-
ufacturing) is software used to design products such as
electronic circuit boards in computers and other devices.

CAD/CAM

CAD/CAM (computer-aided design/computer-aided man-
ufacturing) is software used to design products such as
electronic circuit boards in computers and other devices.

call center

A call center is a central place where customer and other
telephone calls are handled by an organization, usually with
some amount of computer automation. Typically, a call
center has the ability to handle a considerable volume of
calls at the same time, to screen calls and forward them to
someone qualified to handle them, and to log calls. Call
centers are used by mail-order catalog organizations,
telemarketing companies, computer product help desks, and
any large organization that uses the telephone to sell or
service products and services.

call failure rate

Call failure rate (CFR) is a statistical measure commonly
used in assessing Internet Service Providers (ISPs) or any
network provider. The call failure rate is the percentage of
calls to an ISP or network provider that fail to get through.
Companies can measure the CFR for their own employees
who dial in for access to the company’s network. Rating
companies report on the CFRs for major ISPs like AOL,
Ameritech, and Mindspring. Visual Networks, formerly
Inverse Network Technology, is probably the best known
benchmarking company of ISPs.

callback

Callback, also known as international callback, is a system for
avoiding regular phone company long-distance charges by
having a call initiated from within the U.S. with the
orginating caller joining in a conference call. Here’s how the
procedure works:

e A call originator (for example, someone in South
America) calls a predesignated number in the U.S., waits
until it rings once, and then hangs up.

e A machine in the office where the phone rang recognizes
that the phone number was called and knows the phone
number of the party that called it (because it was the only
party that knew the number).
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e The machine places a call (which may be a local or a
long-distance call) that originates from the U.S. location
and also calls the party who initiated this procedure,
thus arranging a conference call but at the U.S. long-
distance rate.

e In another variation, the automatically-generated call
from the U.S. may call the originator and ask the
originator to dial their desired number or provide a U.S.
dial tone.

e The originator (who subscribes to this callback service) is
billed by the U.S.-based service at its own rates.

In localities where portable phone (cellphone) companies do
not charge for incoming calls, callback is also sometimes
used to avoid airtime charges for outgoing calls.

CallXML

CallXML is a language based on the Extensible Markup
Language (XML) that lets a company describe a phone-to-
Web site application in terms of how the call would be
handled at the Web site and how it would interact with the
caller based on keyed-in or voice responses. CallXML is
similar to other voice markup languages such as VoiceXML
and Microsoft’'s WTE.

Basically, CallXML is used to describe the user interface of a
telephone, VoIP, or multimedia application to a CallXML
browser. A CallXML browser then uses that description to
control and react to the call itself. According to a Voxeo, a
vendor that supports CallXML, the markup language
includes:

e Media action elements such as “playAudio” and
“recordAudio” to describe what to be presented to the
user during a call

7

e (Call action elements such as “answer,” “call” and
“hangup” to describe how to control and route the call

"o

e Logic action elements such as “assign,” “clear,” and
“goto” to describe how to modify variables and interact
with traditional server-side Web logic such as Perl, other
CGI languages, PHP or ASP

e Event elements such as “onTermDigit,” “onHangup” to
describe how to react to things the user can do during
the call, such as pressing digits or hanging up

e Block elements that logically group actions & events
together, so that one set of event handling elements can
be used for several sequential actions

Whereas VoiceXML, another computer telephony language,
is used with voice-based applications that provide access to
Web content and information, CallXML aims to make it easy
for Web developers to create applications that can interact
with and control any number or type of calls. VoiceXML 1.0
was created through a collaboration of AT&T, IBM, Lucent
Technologies, and Motorola.

calm technology

In computing, calm technology aims to reduce the
“excitement” of information overload by letting the user
select what information is at the center of their attention and
what information is peripheral. The term was coined by
Mark Weiser, chief technologist, and John Seeley Brown,
director of the Xerox Palo Alto Research Lab. In the coming
age of ubiquitous computing in which technology will become
at once pervasive yet invisible, Weiser and Brown foresee
the need for design principles and methods that enable users
to sense and control what immediately interests them while
retaining peripheral awareness of other information
possibilities that they can at any time choose to focus on.
Calm technology, they envision, will not only relax the user
but, by moving unneeded information to the edge of an
interface, allow more information to exist there, ready for
selection when needed. An example: A video conference
may be a calmer interface than a phone conference because
the explicit visual knowledge of details that are peripheral
gives participants more confidence in what can be focused
on and what can be left at the edge. (Think of phone
conferences in which participants are never quite sure who
has entered or left the room at the other end. This lack of
information is not necessarily calming!) Knowledge of the
periphery gives us “locatedness” without unduly distract-
ing us.

As another example of calm technology, Weiser and Brown
cite inner office windows. An office occupant can choose to
focus on work within the office while maintaining some low
level of awareness of the larger environment as people are
seen moving in the office aisles. From the aisle, a worker has
a sense of who is or isn’t at work in their office. Weiser and
Brown see this example as a metaphor for the Internet in
which people can locate and be located by others in
cyberspace while maintaining various degrees of control
over their privacy and the timing in which they are willing
to communicate.

As devices with embedded programming become an all-
pervasive part of our environment (see
electromechanical systems), the ability to design encalming
devices and environments is apt to become much more
important.

micro-

cam

A cam, homecam, or Webcam is a video camera, usually
attached directly to a computer, whose current or latest
image is requestable from a Web site. A live cam is one that
is continually providing new images that are transmitted in
rapid succession or, in some cases, in streaming video. Sites
with live cams sometimes embed them as Java applets in
Web pages. Cams have caught on; there are now (we
estimate) several thousand sites with cams. The first cams
were positioned mainly on fish tanks and coffee machines.
Many of today’s live cams are on sex-oriented sites. For




travel promotion, traffic information, and the remote
visualization of any ongoing event that’s interesting,
webcams seem like an exciting possibility that will become
more common as users get access to more bandwidth.

camcorder

A camcorder is a portable electronic recording device that is
capable of recording live-motion video and audio for later
replay through VCRs, TVs, and, in some models, a personal
computer. Compounded from “camera” and “recorder,” the
term originated in the early 1980s. Camcorders are also
called video recorders. Ordinary consumers use camcorders to
film home movies of special events or vacations.
Professionals such as professional videographers and
filmmakers use camcorders along with other editing and
film studio equipment to produce video segments or films
for commercial sale.

Camcorders come in an assortment of formats, features, and
price ranges. When they first arrived, camcorders recorded
in one of two analog formats, VHS and Betamax formats,
onto video casettes for replay from the most popular VCRs.
These camcorders often produce less than ideal quality
images and earlier models can be large and cumbersome
to use.

As technology improved, other formats became available,
such as S-VHS, 8mm, Hi-8, and DV (digital video). Many of
these formats offer a clearer, sharper picture over the
original formats, and, in some cases, allow more hours of
recording on a single tape than previously. These types often
require an adapter for playback from a TV or VCR.

With the latest digital camcorders, many now are capable of
being connected directly to a personal computer, using an
i.LINK (IEEE 1394) or FireWire digital interface, so that the
video can be edited directly on the computer for more
professional results. The personal computer must be
equipped with the right video editing software, a digital
video capture board, and with i.Link/FireWire ports.

Camcorder features for a prospective buyer to consider
include: horizontal image resolution, the size and quality of
the liquid crystal display monitor for quick viewing as you
record, the types of zooms and lenses available, and the
actual size and comfort of the equipment. Leading
camcorder manufacturers include Canon, Sony, JVC,
Panasonic, and Sharp.

campus

In telecommunications, a campus is a physically contiguous
association of locations such as several adjacent office
buildings. Typically, such areas require one or more local
area networks and bridging, routing, and aggregation
equipment based on situational needs.

candela per meter squared

cancelbot

A cancelbot is a program or bot (robot) that sends a message
to one or more Usenet newsgroups to cancel (remove from
posting) a certain type of message. It searches for messages
matching a certain pattern, whether it be a duplicate
message or offensive material, and sends out cancels for
them. When a message has been canceled, its status is
changed to “cancel,” and the Usenet servers will no longer
post them.

Some Usenet users consider cancelbots a form of censorship.
Many Usenet newsgroup administrators, however, believe
that they have a right to cancel material they consider to be
offensive or unwanted, such as spam (bulk mail). Anyone
with authority to send a cancelbot has to be careful to make
sure that they don’t cancel more messages than they
intended to.

candela

The candela (abbreviation, cd) is the standard unit of
luminous intensity in the International System of Units (SI).
It is formally defined as the magnitude of an
electromagnetic field, in a specified direction, that has a
power level of 1/es3 watt (1.46 x 102 W) per steradian at a
frequency of 540 terahertz (540 THz or 540 x 10'* Hz).

Originally, luminous intensity was measured in terms of
units called candles. This expression arose from the fact that
one candle represented approximately the amount of visible
radiation emitted by a candle flame. This was an inexact
specification because burning candles vary in brilliance. So,
for a time, a specified amount of radiation from elemental
platinum at its freezing temperature was used as the
standard. Late in the 20th century, the current definition and
terminology were adopted.

The quantities comprising the specification of the candela
are obscure to some non-scientists. An EM-field power level
of 146 x 10 W is small; the radio-frequency (RF) output of
a children’s toy two-way radio is several times that much. A
frequency of 540 THz corresponds to a wavelength of about
556 nanometers (nm), which is in the middle of the visible-
light spectrum. A steradian is the standard unit solid angle
in three dimensions; a sphere encloses 4 pi (approximately
12.57) steradians.

candela per meter squared

The candela per meter squared (cd/m?) is the standard unit
of luminance. It represents a luminous intensity of one
candela radiating from a surface whose area is one square
meter.

Formally, the candela is defined as the magnitude of an
electromagnetic field (EM field), in a specified direction,
that has a power level of 1/es3 watt (1.46 x 10 W) per
steradian at a frequency of 540 terahertz (540 THz or 5.40 x
10" Hz). This is in the middle of the visible-light spectrum.
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Luminance is sometimes quoted when specifying the
brightness of computer displays. Cathode-ray tube (CRT)
monitors generally provide greater luminance than thin-film
transistor (TFT) displays. However, the best criterion for
choosing and adjusting a display is the user’s own viewing
comfort. This will depend on the level of illumination in the
room where the display is used.

Also see candela, meter squared, steradian, and SI
(International System of Units).

canonical

In programming, canonical means “according to the rules.”
And non-canonical means “not according to the rules.” In
the early Christian church, the “canon” was the officially
chosen text. In The New Hacker’s Dictionary, Eric Raymond
tells us that the word meant “reed” in its Greek and Latin
origin, and a certain length of reed came to be used as a
standard measure. In some knowledge areas, such as music
and literature, the “canon” is the body of work that everyone
studies.

The terms are sometimes used to distinguish whether a
programming interface follows a particular standard or
precedent or whether it departs from it.

CAP

CAP (carrierless amplitude/phase) modulation was the
original approach for modulation of a Digital Subscriber
Line (DSL) signal. Discrete multitone (DMT) is now the
preferred modulation alternative over CAP.

CAP is closely related to quadrature amplitude modulation
(QAM).

capacitance

See “capacitor”

capacitor

A capacitor is a passive electronic component that stores
energy in the form of an electrostatic field. In its simplest
form, a capacitor consists of two conducting plates separated
by an insulating material called the dielectric. The
capacitance is directly proportional to the surface areas of
the plates, and is inversely proportional to the separation
between the plates. Capacitance also depends on the
dielectric constant of the substance separating the plates.

The standard unit of capacitance is the farad, abbreviated F.
This is a large unit; more common units are the microfarad,
abbreviated pF (1 pF = 10° F) and the picofarad, abbreviated
pF (1 pF = 102 F).

Capacitors can be fabricated onto integrated circuit (IC)
chips. They are commonly used in conjunction with
transistors in dynamic random access memory (DRAM).
The capacitors help maintain the contents of memory.

Because of their tiny physical size, these components have
low capacitance. They must be recharged thousands of times
per second or the DRAM will lose its data.

Large capacitors are used in the power supplies of electronic
equipment of all types, including computers and their
peripherals. In these systems, the capacitors smooth out the
rectified utility AC, providing pure, battery-like DC.

capacity on demand

Capacity on demand (COD) is a purchasing option that
allows companies to receive equipment with more computer
processing, storage, or other capacity than the company
needs at the time of purchase, and have that extra capacity
remain unused and unpaid for until the company actually
requires it. Vendors are promoting capacity on demand as a
cost-effective and time-saving alternative to more traditional
methods of upgrading. With COD, a vendor might provide a
company with a fully-configured 24-processor computer
server but only charge the company for the number of
processors they actually use. The vendor provides the
additional capacity hoping that when the company expands
and needs more capacity, they will not look around
elsewhere but will simply take advantage of the extra
capacity the vendor had already provided. In this scenario,
the company would contact the vendor to have the extra
processors activated, and the vendor would bill them
accordingly.

Critics of COD compare the service with that of a hotel
mini-bar, pointing out that the convenience of “instant
gratification” can lead to poor capacity planning and
ultimately, higher costs. The Meta Group has estimated that
80% of the world’s 2,000 largest companies will provide
customers with some kind of COD model by 2006. Leading
COD vendors include IBM, Sun Microsystems, and Hewlett-
Packard. Storage is currently the leading COD commodity.

CAPI

CAPI (Common Application Programming Interface) is an
international standard interface that applications can use to
communicate directly with ISDN equipment. Using CAPI,
an application program can be written to initiate and
terminate phone calls in computers equipped for ISDN.
Computer telephony (ICTI) applications can be written for
ISDN users. Officially, CAPI is referred to as Common-
ISDN-API and is embodied in ETS 300 838 (”Integrated
Service Digital Network (ISDN); Harmonized Program-
mable Communication Interface (HPCI) for ISDN.” ETS
refers to standards from the European Telecommunication
Standards Institute (ETSI). The standard is internationalized
by recommendation T.200 “Programmable communication
interface for terminal equipment connected to ISDN” from
the International Telecommunications Union (ITU).




CAPI can be compared with the Intel-Microsoft “standard”
programming interface, the Telephony Application Program
Interface (TAPI). CAPI includes signaling and data
exchange protocols not included in TAPI. TAPI services are
also provided by CAPI and a TAPI application can be
mapped to CAPI functions.

Because ISDN is widely used in Germany, the Netherlands,
and Scandinavia, users there are accustomed to receiving a
CAPI software program or driver along with their ISDN
computer card. Not all CAPI driver versions support all
functions. CAPI provides functions that are independent
from physical signaling protocols that vary among different
countries. CAPI supports these protocols: HDLC, HDLC
inverted, SDLC, LAPD, X.75, Voice (PCM), Fax group 3
(T.30), V.110/V.120, and compression (V.xx).

carbon copy

In e-mail, a carbon copy (abbreviated “cc,” and sometimes
“fcc” for “first carbon copy”) is a copy of a note sent to an
addressee other than the main addressee. A blind carbon
copy is a copy sent to an addressee that is not visible to the
main and carbon copy addressees. For example, you may
have a work colleague that acts as a back-up when you're on
vacation or not at work. You don’t necessarily want the
people you correspond with to know that you have a back-
up. So, to keep your back-up informed, you always send the
back-up a blind carbon copy. The fact that a blind carbon
copy was sent is not apparent to the main and carbon copy
recipients.

The term is borrowed from the days of the mechanical and
later the electronic typewriter (circa 1879-1979) when copies
of typed sheets of paper were made by inserting a special
sheet of inked paper called carbon paper into the typewriter.
For two copies, you would insert carbon paper (sometimes
just called a “carbon”) between the original being typed and
each of the two sheets that would become the carbon copies.

card

A card (or expansion card, board, or adapter) is circuitry
designed to provide expanded capability to a computer. It is
provided on the surface of a standard-size rigid material
(fiberboard or something similar) and then plugged into one
of the computer’s expansion slots in its motherboard (or
backplane). Cards may come in one of two sizes designed to
match standard slot dimensions. A card can actually contain
the capability within its circuitry (as a video card does) or it
can control (through an extended connection) a device (such
as a hard disk drive).

CardBus

CardBus is the trade name for an advanced PC Card (also
known as PCMCIA card) specification. The technology is
used primarily in notebook and portable computers. The
CardBus card fits in a slot like a conventional PC card.

cardinality

CardBus allows for all the functions that are possible with
PC cards, but with these improvements:

e Direct Memory Access (DMA) is supported.

e A 32-bit path is used for data transfer.

e The operating speed is several times greater.

e CardBus works at lower battery voltage.

A CardBus slot, and the associated software, interrogates a
card when the card is first inserted in the slot. If a PC card
has been inserted, the computer uses it as if the slot were a
conventional PCMCIA slot. If a CardBus card has been
inserted, the computer reconfigures the slot to take
advantage of the enhanced operating features. For CardBus
to work, the operating system must support 32-bit data
paths.

cardinal

Cardinal refers to a basic or primary value. Examples of
cardinal numbers are 1,7, 9, and 123. A cardinal rule is a rule
that is basic or essential. Cardinal numbers can be contrasted
with ordinal numbers.

cardinality

See also integer, natural number, rational number, and real
number.

The term cardinality refers to the number of cardinal (basic)
members in a set. Cardinality can be finite (a non-negative
integer) or infinite. For example, the cardinality of the set of
people in the United States is approximately 270,000,000; the
cardinality of the set of integers is denumerably infinite.

In tables, the number of rows (or tuples) is called the
cardinality. In practice, tables always have positive-integer
cardinality. The reason for this is simple: tables with no
rows, or with a negative number of rows, cannot exist. In
theory, however, tables with denumerably infinite
cardinality can exist. An example is a multiplication table
of non-negative integers in which entries are implied for all
possible values:

0 1

NN
O O W W

1 1
2 2
3 3

The concept of cardinality is of interest to set theoreticians
because it has been used to demonstrate that some infinite
sets are larger than others. The cardinality of the set of real
numbers is greater than the cardinality of the set of integers,
even though both sets are infinite. The cardinality of the set
of integers is called aleph-null or aleph-nought; the
cardinality of the set of real numbers is called aleph-one.

One of the great mysteries of mathematics is contained in the

question, “What is the cardinality of the set of points on a
geometric line?” Generally it is presumed to be aleph-one;

105



106

Whatis?Com’ s Encyclopedia of Technology Terms

the set of points on a line is thought to correspond one-to-
one with the set of real numbers. This is by no means a
trivial supposition, and has become known as the
Continuum Hypothesis.

Carnivore

Carnivore is the Internet surveillance system developed by
the U.S. Federal Bureau of Investigation (FBI), who
developed it to monitor the electronic transmissions of
criminal suspects. Critics, however, charge that Carnivore
does not include appropriate safeguards to prevent misuse
and might violate the constitutional rights of the individual.

Carnivore, a PC- or laptop-based application, is installed
with an Internet service provider (ISP) to keep court-
ordered tabs on a criminal suspect’s e-mail and instant
messages. The FBI says it cannot be enabled without help
from the ISP. It works much like a commercial sniffer and
other network diagnostic tools. The FBI says Carnivore has a
unique ability to distinguish between communications that
have been authorized for interception and those it does not
have the right to search. For instance, Carnivore could be
configured to intercept e-mail but not online shopping
records.

Documents suggest that the FBI may have been working on
a predecessor to Carnivore as early as 1996. But the FBI
officially began the Carnivore project, under the name
“Omnivore,” in February 1997. It was proposed originally
for a Solaris X86 computer. In June 1999, Omnivore was
replaced by Carnivore running on a Windows NT-based
system.

Carnivore’s chief critic is the Electronic Privacy Information
Center (EPIC), a public interest group dedicated to emerging
civil liberties issues. The group sued and got the FBI to
release background information on the system, although the
Bureau refused to turn over Carnivore’s source code. A
private study conducted by the Illinois Institute of
Technology Research Institute, which was commissioned by
the U.S. Justice Department, found several shortcomings in
Carnivore. For example, the system does not keep track of
individual users, so any operator defaults to “adminis-
trator,” leaving no audit trail. Also, the system lacks a
feature that would require users to confirm that a court
order was granted. The U.S. Congress is currently
considering bills that would restrict the FBI's use of
Carnivore.

Some security software vendors now claim to have
developed alternatives to Carnivore. Carnivore could also
lead to a rise in encryption software for Internet
transactions, which would make such “sniffer” tools less
effective.

carrier

1) In information technology, a carrier (or carrier signal) is a
transmitted electromagnetic pulse or wave at a steady base
frequency of alternation on which information can be
imposed by increasing signal strength, varying the base
frequency, varying the wave phase, or other means. This
variation is called modulation. With the advent of laser
transmission over optical fiber media, a carrier can also be a
laser-generated light beam on which information is imposed.

Types of analog modulation of a carrier include amplitude
modulation (AM), frequency modulation (FM), and phase
modulation. Types of digital modulation include varieties of
pulse code modulation (PCM), including pulse amplitude
modulation (PAM), pulse duration modulation (PDM), and
pulse position modulation (PPM).

Carrier detect (see modem lights) is a control signal between
a modem and a computer that indicates that the modem
detects a “live” carrier that can be used for sending and
receiving information.

2) In the telecommunications industry, a carrier is a
telephone or other company that sells or rents tele-
communication transmission services. A local exchange
carrier (LEC) is a local phone company and an inter-
exchange carrier (IEC or IXC) carries long-distance calls.

Carrier Sense Multiple Access/Collision
Detect

Carrier Sense Multiple Access/Collision Detect (CSMA /CD)
is the protocol for carrier transmission access in Ethernet
networks. On Ethernet, any device can try to send a frame at
any time. Each device senses whether the line is idle and
therefore available to be used. If it is, the device begins to
transmit its first frame. If another device has tried to send at
the same time, a collision is said to occur and the frames are
discarded. Each device then waits a random amount of time
and retries until successful in getting its transmission sent.

CSMA /CD is specified in the IEEE 802.3 standard.

carrierless amplitude/phase modulation
See “CAP”

cartridge

See “tape”

CAS

1) In computer memory technology, CAS (column address
strobe) is a signal sent to a dynamic random access memory
(DRAM) that tells it that an associated address is a column
address. A data bit in DRAM is stored in a cell located by the
intersection of a column address and a row address. A RAS
(row address strobe) signal is used to validate the row
address.




2) In telecommunications, CAS (channel associated
signaling) is signaling (for example, in a T-carrier system
line) in which control signals, such as those for
synchronizing and bounding frames, are carried in the same
channels along with voice and data signals. This
arrangement is an alternative to CCS (common channel
signaling) in which a group of voice-and-data channels share
a separate channel that is used only for control signals.

cascading style sheet

A cascading style sheet (CSS) is a Web page derived from
multiple sources with a defined order of precedence where
the definitions of any style element conflict. The Cascading
Style Sheet, level 1 (CSS1) recommendation from the World
Wide Web Consortium (W3C), which is implemented in the
latest versions of the Netscape and Microsoft Web browsers,
specifies the possible style sheets or statements that may
determine how a given element is presented in a Web page.

CSS gives more control over the appearance of a Web page
to the page creator than to the browser designer or the
viewer. With CSS, the sources of style definition for a given
document element are in this order of precedence:

1. The STYLE attribute on an individual element tag.

2. The STYLE element that defines a specific style sheet
containing style declarations or a LINK element that
links to a separate document containing the STYLE
element. In a Web page, the STYLE element is placed
between the TITLE statement and the BODY statement.

3. Animported style sheet, using the CSS @import notation
to automatically import and merge an external style
sheet with the current style sheet.

4. Style attributes specified by the viewer to the browser.
5. The default style sheet assumed by the browser.

In general, the Web page creator’'s style sheet takes
precedence, but it's recommended that browsers provide
ways for the viewer to override the style attributes in some
respects. Since it’s likely that different browsers will choose
to implement CSS1 somewhat differently, the Web page
creator must test the page with different browsers.

Cascading Style Sheet, level 1

catalog

CASE

CASE (computer-aided software engineering) is the use of a
computer-assisted method to organize and control the
development of software, especially on large, complex
projects involving many software components and people.
Using CASE allows designers, code writers, testers,
planners, and managers to share a common view of where a
project stands at each stage of development. CASE helps
ensure a disciplined, check-pointed process. A CASE tool
may portray progress (or lack of it) graphically. It may also
serve as a repository for or be linked to document and
program libraries containing the project’s business plans,
design requirements, design specifications, detailed code
specifications, the code units, test cases and results, and
marketing and service plans.

CASE originated in the 1970s when computer companies
were beginning to borrow ideas from the hardware
manufacturing process and apply them to software
development (which generally has been viewed as an
insufficiently ~disciplined process). Some CASE tools
supported the concepts of structured programming and
similar organized development methods. More recently,
CASE tools have had to encompass or accommodate visual
programming tools and object-oriented programming. In
corporations, a CASE tool may be part of a spectrum of
processes designed to ensure quality in what is developed.
(Many companies have their processes audited and certified
as being in conformance with the ISO 9000 standard.)

Some of the benefits of CASE and similar approaches are
that, by making the customer part of the process (through
market analysis and focus groups, for example), a product is
more likely to meet real-world requirements. Because the
development process emphasizes testing and redesign, the
cost of servicing a product over its lifetime can be reduced
considerably. An organized approach to development
encourages code and design reuse, reducing costs and
improving quality. Finally, quality products tend to improve
a corporation’s image, providing a competitive advantage in
the marketplace.

CAT1—CATz—CAT_?—CAT4—CAT5—
CAT 5E - CAT 6 - CAT 7

CSS1 (Cascading Style Sheet, level 1) is the recommendation
from the World Wide Web Consortium (W3C) for a standard
cascading style sheet specification.

A cascading style sheet (CSS) is a style sheet derived from
multiple sources with a defined order of precedence where
the definitions of a style element conflict. CSS1 describes the
recommended approach for Web page designers and
browser developers to adhere to.

See “Categories of twisted pair cabling systems”

catalog

In computing, a catalog is a directory of information about
data sets, files, or a database. A catalog usually describes
where a data set, file or database entity is located and may
also include other information, such as the type of device on
which each data set or file is stored.

107



108

Whatis?Com’ s Encyclopedia of Technology Terms

categories of twisted pair cabling
systems

ANSI/EIA  (American National Standards Institute/
Electronic Industries Association) Standard 568 is one of
several standards that specify “categories” (the singular is
commonly referred to as “CAT”) of twisted pair cabling
systems (wires, junctions, and connectors) in terms of the
data rates that they can sustain. The specifications describe
the cable material as well as the types of connectors and
junction blocks to be used in order to conform to a category.
These categories are:

Usual
application

Maximum
data rate

Category

CAT 1 Less than

1 Mbps

Analog voice
(POTS)

Integrated

Services

Digital

Network

Basic Rate
Interface in

ISDN

Doorbell

wiring

Mainly used in the
IBM Cabling System
for Token Ring
networks

Voice and data on
10BASE-T Ethernet
Used in 16 Mbps
Token Ring
Otherwise not used
much

100 Mbps TPDDI
155 Mbps ATM
100 Mbps TPDDI
155 Mbps ATM
Super-fast broadband
applications

CAT2 4 Mbps

CAT 3 16 Mbps
CAT 4 20 Mbps
CAT 5 100 Mbps
CAT 5E 100 Mbps

CAT 6 200-250 MHz

CAT 5 is currently under consideration to be incorporated
into the Gigabit Ethernet specification for short distance
wiring. While longer connections using Gigabit Ethernet use
optical fiber, the goal is to leverage the CAT 5 twisted-pair
wiring most organizations already have in place for
connections out to the desktop.

The two most popular specifications are CAT 3 and CAT 5.
While the two cables may look identical, CAT 3 is tested to a
lower set of specifications and can cause transmission errors
if pushed to faster speeds. CAT 3 cabling is near-end
crosstalk-certified for only a 16 MHz signal, while CAT 5
cable must pass a 100 MHz test.

The CAT 6 specification was not yet formally approved by
the EIA as of March 2001, although products are being
offered that conform to a proposed specification. A CAT 7
specification is reportedly being considered.

cathode ray tube

A cathode ray tube (CRT) is a specialized vacuum tube in
which images are produced when an electron beam strikes a
phosphorescent surface. Most desktop computer displays
make use of CRTs. The CRT in a computer display is similar
to the “picture tube” in a television receiver.

A cathode ray tube consists of several basic components, as
illustrated below. The electron gun generates a narrow beam
of electrons. The anodes accelerate the electrons. Deflecting
coils produce an extremely low frequency electromagnetic
field that allows for constant adjustment of the direction of
the electron beam. There are two sets of deflecting coils:
horizontal and vertical. (In the illustration, only one set of
coils is shown for simplicity.) The intensity of the beam can
be varied. The electron beam produces a tiny, bright visible
spot when it strikes the phosphor-coated screen.

Spot

Electron Coil o
gun "

Anodes !

Phosphor-coated
screen

To produce an image on the screen, complex signals are
applied to the deflecting coils, and also to the apparatus that
controls the intensity of the electron beam. This causes the
spot to race across the screen from right to left, and from top
to bottom, in a sequence of horizontal lines called the raster.
As viewed from the front of the CRT, the spot moves in a
pattern similar to the way your eyes move when you read a
single-column page of text. But the scanning takes place at
such a rapid rate that your eye sees a constant image over
the entire screen.

The illustration shows only one electron gun. This is typical
of a monochrome, or single-color, CRT. However, virtually
all CRTs today render color images. These devices have
three electron guns, one for the primary color red, one for
the primary color green, and one for the primary color blue.
The CRT thus produces three overlapping images: one in red
(R), one in green (G), and one in blue (B). This is the so-called
RGB color model.



In computer systems, there are several display modes, or
sets of specifications according to which the CRT operates.
The most common specification for CRT displays is known
as SVGA (Super Video Graphics Array). Notebook
computers typically use liquid crystal displays. The
technology for these displays is much different than that for
CRTs.

CATV

CATV (originally “community antenna television,” now
often “community access television”) is more commonly
known as “cable TV.” In addition to bringing television
programs to those millions of people throughout the world
who are connected to a community antenna, cable TV is an
increasingly popular way to interact with the World Wide
Web and other new forms of multimedia information and
entertainment services.

CB

See “Citizen’s Band Radio”

CBC

See “cipher block chaining”

CBR

See “Citizen’s Band Radio”

ccb

See “charge-coupled device”

CaTT

The CCITT, now known as the ITU-T (for Telecommunica-
tion Standardization Sector of the International
Telecommunications Union), is the primary international
body for fostering cooperative standards for telecommuni-
cations equipment and systems. It is located in Geneva,
Switzerland.

Ccctv

CCTV (closed circuit television) is a television system in
which signals are not publicly distributed; cameras are
connected to television monitors in a limited area such as a
store, an office building, or on a college campus. CCTV is
commonly used in surveillance systems.

CD

See “compact disc”

CD burner

CD burner

A CD burner is the informal name for a CD recorder, a
device that can record data to a compact disc. CD-
Recordable (CD-R) and CD-Rewritable (CD-RW) are the
two most common types of drives that can write CDs, either
once (in the case of CD-R) or repeatedly (in the case of CD-
RW). In the recording process, the data is actually etched
into the disc (burned) with a laser, as compared with non-
recordable CDs. Audio CDs and CD-ROMs are pressed
from copies of the original recordings (which are burned by
lasers). Since the non-recordable CDs are manufactured in
this manner, they can not be written, or rewritten in a
desktop environment.

CD-Rs and CD-RWs, like all CDs, are made up of a
polycarbonate substrate, a thin metal coating, and a
protective outer layer. In a CD-R, a layer of organic polymer
dye between the polycarbonate and metal layers serves as
the recording medium. The composition of the dye is
permanently transformed by exposure to a specific
frequency of light. Some CD-Rs have an additional
protective layer to make them less vulnerable to damage
from scratches, since the data—unlike that on a regular
CD—is closer to the label side of the disc. A pregrooved
spiral track helps to guide the laser for recording data, which
is encoded from the inside to the outside of the disc in a
single continuous spiral. The laser creates marks in the dye
layer that mimic the reflective properties of the pits and lands
(lower and higher areas) of the traditional CD. The distinct
differences in the way the areas reflect light register as
digital data that is then unencoded for playback. With
packet writing software and a compatible CD-R or CD-RW
drive, it is possible to save data to a CD-R in the same way as
one can save it to a floppy disk, although—since each part of
the disk can only be written once—it is not possible to delete
files and then reuse the space. The composition of the dye is
permanently transformed by exposure to the laser.

In a CD-RW, the dye is replaced with an alloy that can
change back and forth from a crystalline form when exposed
to a particular light, through a technology called optical phase
change. The patterns created are less distinct than those of
other CD formats, requiring a more sensitive device for
playback. Only drives designated as “MultiRead” are able to
read CD-RW reliably. Similar to CD-R, the CD-RW’s
polycarbonate substrate is preformed with a spiral groove to
guide the laser. The alloy phase-change recording layer,
which is commonly a mix of silver, indium, antimony and
tellurium, is sandwiched between two dielectric layers that
draw excess heat from the recording layer. After heating to
one particular temperature, the alloy will become crystalline
when it is cooled; after heating to a higher temperature it
will become amorphous (won’t hold its shape) when it is
cooled. By controlling the temperature of the laser,
crystalline areas and non-crystalline areas are formed. The
crystalline areas will reflect the laser, while the other areas
will absorb it. The differences will register as binary data
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that can be unencoded for playback. To erase or write over
recorded data, the higher temperature laser is used, which
results in the non-crystalline form, which can then be
reformed by the lower temperature laser.

The first CD recorders were made available in 1988, but were
not an option for the average home recorder because, with
the requisite hardware and software, they cost upwards of
$100,000. At a weight of 600 pounds, the Meridian Data CD
Professional was the first CD recorder. Today’s CD recorders
typically weigh a few pounds and can be bought for less
than $300.

CD Plus

See “enhanced CD”

CD recorder
See “CD burner”

CD-Bridge Disc

A CD-Bridge Disc (sometimes just called a bridge disc) is a
compact disc (CD) format that includes extra information on
a CD-ROM XA (extended architecture) track, so that the disc
can be played on either a CD-i (interactive) player attached
to a television, or a CD-ROM XA drive attached to a
computer. A bridge disc with appropriate application
software may also play on other XA-compatible devices,
such as a Photo CD or Karaoke CD player. Video CD (VCD),
Photo CD, and Karaoke CD are three bridge disc formats.

CD-Bridge Disc specifications are built on those from the
Yellow Book extension, which defined CD-ROM XA, and
the Green Book, which defined CD-i, and must conform to
the complete requirements of both formats. The complete
CD-Bridge Disc definition is described in the White Book,
which was released by Sony, Philips, Matsushita, and JVC in
1993.

CD-Bridge Disk

See “CD-Bridge Disc”

CDF

See “Channel Definition Format”

CD-i

CD-i (Compact Disc—interactive) is the multimedia CD
format specified in 1986 (in the Green Book). CD-i was
specified as an entire system, comprising not just a disc and
data format, but a hardware and software system, a variety
of special compression methods for audio and visual data,
and a method of interleaving audio, video, and text data.
Developed as a user-friendly alternative to a PC, CD-I

players are easier to use, and have TV video output as well.
Full screen motion video capabilities were added to the
original specification later.

A CD-i player is a stand-alone system that includes a CPU,
memory, and an integrated operating system. It can be
connected to a TV set for displaying pictures and sound, or
to a stereo system. The user interacts by positioning a cursor
and selecting options, with a device such as a specialized
remote control.

Although CD-i never realized broad commercial success, it
is now used in education, training, and other professional
applications.

CDMA

Also see CDMA One, CDMA2000, and WCDMA. Compare
time-division multiplex (TDM) and frequency-division
multiplex (FDM).

CDMA (code-division multiple access) refers to any of
several protocols used in so-called second-generation (2G)
and third-generation (3G) wireless communications. As the
term implies, CDMA is a form of multiplexing, which
allows numerous signals to occupy a single transmission
channel, optimizing the use of available bandwidth. The
technology is used in ultra-high-frequency (UHF) cellular
telephone systems in the 800-MHz and 1.9-GHz bands.

CDMA employs analog-to-digital conversion (ADC) in
combination with spread spectrum technology. Audio input
is first digitized into binary elements. The frequency of the
transmitted signal is then made to vary according to a
defined pattern (code), so it can be intercepted only by a
receiver whose frequency response is programmed with the
same code, so it follows exactly along with the transmitter
frequency. There are trillions of possible frequency-
sequencing codes; this enhances privacy and makes cloning
difficult.

The CDMA channel is nominally 1.23 MHz wide. CDMA
networks use a scheme called soft handoff, which
minimizes signal breakup as a handset passes from one cell
to another. The combination of digital and spread-spectrum
modes supports several times as many signals per unit
bandwidth as analog modes. CDMA is compatible with
other cellular technologies; this allows for nationwide
roaming.

The original CDMA standard, also known as CDMA One
and still common in cellular telephones in the U.S,, offers a
transmission speed of only up to 14.4 Kbps in its single
channel form and up to 115 Kbps in an eight-channel form.
CDMA2000 and wideband CDMA deliver data many times
faster.




CDMA One

CD-R

CD-MO

Also see CDMA, WCDMA, and CDMA2000.

CDMA One, also written cdmaOne, refers to the original
ITU IS-95 (CDMA) wireless interface protocol that was first
standardized in 1993. It is considered a second-generation
(2G) mobile wireless technology.

Today, there are two versions of IS-95, called IS-95A and
IS-95B. The IS-95A protocol employs a 1.25-MHz carrier,
operates in radio-frequency bands at either 800 MHz or 1.9
GHz, and supports data speeds of up to 14.4 Kbps. IS-95B
can support data speeds of up to 115 kbps by bundling up to
eight channels.

CDMA2000

Also see CDMA, WCDMA, and CDMA One.

CDMAZ2000, also known as IMT-CDMA Multi-Carrier or IS-
136, is a code-division multiple access (CDMA) version of
the IMT-2000 standard developed by the International
Telecommunication Union (ITU). The CDMA2000 standard
is third-generation (3-G) mobile wireless technology.

CDMA2000 can support mobile data communications at
speeds ranging from 144 Kbps to 2 Mbps. Deployment is in
the planning stages. Versions have been developed by
Ericsson and Qualcomm.

CD-Magneto Optical

CD-Magneto Optical (CD-MO) is a compact disc format that
uses magnetic fields for data storage. Defined by Philips and
Sony in their 1990 Recordable CD Standard, informally known
as the Orange Book), CD-MO discs can, at least
theoretically, be rewritten an unlimited number of times.

CD-MO discs are constructed of an alloy of terbium ferrite
and cobalt. The reading of an MO disc is based on the Kerr
effect. In the Kerr effect, linear, polarized light is deflected
when it is influenced by a magnetic field, and the plane of
polarization is twisted. The MO method changes the
magnetic characteristics of tiny areas on the disk’s surface so
that the reading laser beam is reflected differently on altered
areas than on unaltered areas.

When writing to the disc, a laser beam is focused on an
extremely small spot, and the alloy is heated to a specific
temperature (called the Curie point) sufficient to cause the
ferromagnetic properties of the aligned elementary particles
to be lost. An electromagnet is positioned on the other side
of the disc, changing the polarity of the particles, whose
differences will be encoded as binary data for storage. Like
other optical media, such as DVD and other CD formats,
CD-MO is read by a laser beam, which makes it more
reliable than a hard disk or a floppy disk. However, a strong
magnetic field can corrupt the stored data.

See “CD-Magneto Optical”

CDO

See “Collaboration Data Objects”

CDPD

CDPD (Cellular Digital Packet Data) is a specification for
supporting wireless access to the Internet and other public
packet-switched networks. Cellular telephone and modem
providers that offer CDPD support make it possible for
mobile users to get access to the Internet at up to 19.2 Kbps.
Because CDPD is an open specification that adheres to the
layered structure of the Open Systems Interconnection (OSI)
model, it has the ability to be extended in the future. CDPD
supports both the Internet’s Internet Protocol and the ISO
Connectionless Network Protocol (CLNP).

CDPD also supports IP multicast (one-to-many) service.
With multicast, a company can periodically broadcast
company updates to sales and service people on the road or
a news subscription service can transmit its issues as they
are published. It will also support the next level of IP, IPvé6.

For the mobile user, CDPD’s support for packet-switching
means that a persistent link isn't needed. The same
broadcast channel can be shared among a number of users at
the same time. The user’'s modem recognizes the packets
intended for its user. As data such as e-mail arrives, it is
forwarded immediately to the user without a circuit
connection having to be established.

There is a circuit-switched version, called CS CDPD, that
can be used where traffic is expected to be heavy enough to
warrant a dedicated connection.

CD-R

CD-R (for compact disc, recordable) is a type of write once, read
many (WORM) compact disc (CD) format that allows one-
time recording on a disc. The CD-R (as well as the CD-RW)
format was introduced by Philips and Sony in their 1988
specification document, the Orange Book. Prior to the
release of the Orange Book, CDs had been read-only audio
(CD-Digital Audio, described in the Red Book), to be played
in CD players, and multimedia (CD-ROM), to be played in
computers’ CD-ROM drives. After the Orange Book, any
user with a CD recorder drive could create their own CDs
from their desktop computers.

Like regular CDs (all the various formats are based on the
original Red Book CD-DA), CD-Rs are composed of a
polycarbonate plastic substrate, a thin reflective metal
coating, and a protective outer coating. However, in a CD-R,
a layer of organic polymer dye between the polycarbonate
and metal layers serves as the recording medium. The
composition of the dye is permanently transformed by
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exposure to a specific frequency of light. Some CD-Rs have
an additional protective layer to make them less vulnerable
to damage from scratches, since the data—unlike that on a
regular CD—is closer to the label side of the disc. A
pregrooved spiral track helps to guide the laser for
recording data, which is encoded from the inside to the
outside of the disk in a single continuous spiral. The laser
creates marks in the dye layer that mimic the reflective
properties of the pits and lands (lower and higher areas) of
the traditional CD. The distinct differences in the way the
areas reflect light register as digital data that is then
unencoded for playback.

CD-R discs usually hold 74 minutes (650 MB) of data,
although some can hold up to 80 minutes (700 MB). With
packet writing software and a compatible CD-R or CD-RW
drive, it is possible to save data to a CD-R in the same way
that one can save it to a floppy disk, although—since each
part of the disc can only be written once—it is not possible to
delete files and then reuse the space. The rewriteable CDs,
CD-RWs, use an alloy layer (instead of the dye layer) which
can be transformed to and from a crystalline state
repeatedly.

CD recorders (usually referred to as CD burners), were once
much too expensive for the home user, but now are similar
in price to CD-ROM drives. CD-Rs can be created in any
CD-R or CD-RW drive.

CD-ROM

CD-ROM  (Compact Disc—read-only-memory) is an
adaptation of the CD that is designed to store computer
data in the form of text and graphics, as well as hi-fi stereo
sound. The original data format standard was defined by
Philips and Sony in the 1983 Yellow Book. Other standards
are used in conjunction with it to define directory and file
structures, including ISO 9660, HFS (Hierarchal File System,
for Macintosh computers), and Hybrid HFS-ISO. Format of
the CD-ROM is the same as for audio CDs: A standard CD is
120 mm (4.75 inches) in diameter and 1.2 mm (0.05 inches)
thick and is composed of a polycarbonate plastic substrate
(underlayer—this is the main body of the disc), one or more
thin reflective metal (usually aluminum) layers, and a
lacquer coating.

The Yellow Book specifications were so general that there
was some fear in the industry that multiple incompatible
and proprietary formats would be created. In order to
prevent such an occurrence, representatives from industry
leaders met at the High Sierra Hotel in Lake Tahoe to
collaborate on a common standard. Nicknamed the High
Sierra Format, this version was later modified to become ISO
9660. Today, CD-ROMs are standardized and will work in
any standard CD-ROM drive. CD-ROM drives can also read
audio compact discs for music, although CD players cannot
read CD-ROM discs.

CD-ROM Data Storage

Although the disc media and the drives of the CD and CD-
ROM are, in principle, the same, there is a difference in the
way data storage is organized. Two new sectors were
defined, Mode 1 for storing computer data and Mode 2 for
compressed audio or video/graphic data.

CD-ROM Mode 1

CD-ROM Mode 1 is the mode used for CD-ROMs that carry
data and applications only. In order to access the thousands
of data files that may be present on this type of CD, precise
addressing is necessary. Data is laid out in nearly the same
way as it is on audio disks: Data is stored in sectors (the
smallest separately addressable block of information), which
each hold 2,352 bytes of data, with an additional number of
bytes used for error detection and correction, as well as
control structures. For mode 1 CD-ROM data storage, the
sectors are further broken down, and 2,048 used for the
expected data, while the other 304 bytes are devoted to extra
error detection and correction code, because CD-ROMs are
not as fault tolerant as audio CDs. There are 75 sectors per
second on the disk, which yields a disc capacity of
681,984,000 bytes (650MB) and a single speed transfer rate of
150 KBps, with higher rates for faster CD-ROM drives. Drive
speed is expressed as multiples of the single speed transfer
rate, as 2X, 4X, 6X, and so on. Most drives support CD-ROM
XA (Extended Architecture) and Photo-CD (including
multiple session discs).

CD-ROM Mode 2

CD-ROM Mode 2 is used for compressed audio/video
information and uses only two layers of error detection and
correction, the same as the CD-DA. Therefore, all 2,336 bytes
of data behind the sync and header bytes are for user data.
Although the sectors of CD-DA, CD-ROM Mode 1 and Mode
2 are the same size, the amount of data that can be stored
varies considerably because of the use of sync and header
bytes, error correction and detection. The Mode 2 format
offers a flexible method for storing graphics and video. It
allows different kinds of data to be mixed together, and
became the basis for CD-ROM XA. Mode 2 can be read by
normal CD-ROM drives, in conjunction with the appropriate
drivers.

Data Encoding and Reading

The CD-ROM, like other CD adaptations, has data encoded
in a spiral track beginning at the center and ending at the
outermost edge of the disc. The spiral track holds
approximately 650 MB of data. That’s about 5.5 billion bits.
The distance between two rows of pits, measured from the
center of one track to the center of the next track is referred
to as track pitch. The track pitch can range from 1.5 to 1.7
microns, but in most cases is 1.6 microns.



Constant Linear Velocity (CLV) is the principle by which
data is read from a CD-ROM. This principal states that the
read head must interact with the data track at a constant
rate, whether it is accessing data from the inner or outermost
portions of the disc. This is affected by varying the rotation
speed of the disc, from 500 rpm at the center, to 200 rpm at
the outside. In a music CD, data is read sequentially, so
rotation speed is not an issue. The CD-ROM, on the other
hand, must read in random patterns, which necessitates
constantly shifting rotation speeds. Pauses in the read
function are audible, and some of the faster drives can be
quite noisy because of it.

CD-ROM XA

CD-ROM XA (Compact Disc —read-only-memory, extended
architecture) is a modification of CD-ROM that defines two
new types of sectors that enable it to read and display data,
graphics, video, and audio at the same time. CD-ROM XA
was developed jointly by Sony, Philips, and Microsoft, and
its specifications were published in an extension to the
Yellow Book.

CD-ROM XA (for eXtended Architecture) discs contain
Mode 2 sectors (areas left free for extra data by the omission
of error detection and correction code) and were designed to
allow audio and other data to be interleaved and read
simultaneously. Formerly, images had to be loaded before
the audio tracks could be played. The CD-ROM XA
specifications include 256 color modes, which are
compatible with PC formats and CD-I, and Adaptive
Differential Pulse Code Modulation (ADPCM) audio, which
is also defined for CD-I. Photo CD, Video CD and CD-
EXTRA have all subsequently been based on CD-ROM XA,
although it has not survived as a separate technology.

CD-RW

CD-RW (for compact disc, rewriteable) is a compact disc (CD)
format that allows repeated recording on a disc. The CD-RW
format was introduced by Hewlett-Packard, Mitsubishi,
Philips, Ricoh, and Sony, in a 1997 supplement to Philips
and Sony’s Orange Book. CD-RW is Orange Book III (CD-
MO was I, while CD-R was II). Prior to the release of the
Orange Book, CDs had been read-only audio (CD-Digital
Audio, described fully in the Red Book), to be played in CD
players, and multimedia (CD-ROM), to be played in
computers’ CD-ROM drives. After the Orange Book, any
user with a CD Recorder drive could create their own CDs
from their desktop computers. CD-RW drives can write both
CD-R and CD-RW discs and can read any type of CD.

Like regular CDs (all the various formats are based on the
original Red Book CD-DA), CD-Rs and CD-RWs are
composed of a polycarbonate plastic substrate, a thin
reflective metal coating, and a protective outer coating.
CD-R is a write once, read many (WORM) format, in which a
layer of organic polymer dye between the polycarbonate and
metal layers serves as the recording medium. The

Celeron

composition of the dye is permanently transformed by
exposure to a specific frequency of light. In a CD-RW, the
dye is replaced with an alloy that can change back and forth
from a crystalline form when exposed to a particular light,
through a technology called optical phase change. The patterns
created are less distinct than those of other CD formats,
requiring a more sensitive device for playback. Only drives
designated as “MultiRead” are able to read CD-RW reliably.

Similar to CD-R, the CD-RW’s polycarbonate substrate is
preformed with a spiral groove to guide the laser. The alloy
phase-change recording layer, which is commonly a mix of
silver, indium, antimony, and tellurium, is sandwiched
between two layers of dielectric material that draw excess
heat from the recording layer. After heating to one particular
temperature, the alloy will become crystalline when it is
cooled; after heating to a higher temperature it will become
amorphous (won’t hold its shape) when it is cooled. By
controlling the temperature of the laser, crystalline areas and
non-crystalline areas are formed. The crystalline areas will
reflect the laser, while the other areas will absorb it. The
differences will register as digital data that can be
unencoded for playback. To erase or write over recorded
data, the higher temperature laser is used, which results in
the non-crystalline form, which can then be reformed by the
lower temperature laser.

CD-RW discs usually hold 74 minutes (650 MB) of data,
although some can hold up to 80 minutes (700 MB) and,
according to some reports, can be rewritten as many as 1000
times. With packet writing software and a compatible CD-
RW drive, it is possible to save data to a CD-RW in the same
way as one can save it to a floppy disk. CD recorders
(usually referred to as CD burners), were once much too
expensive for the home user, but now are similar in price to
CD-ROM drives.

Celeron

Also see Pentium, Xeon, and Pentium 3.

Celeron is the low-end (and low cost) member of the family
of microprocessors from Intel that is based on its P6
architecture. Although it is based on the same architecture
as the Pentium II, it lacks some high-performance features of
the Pentium II line. Celeron models later than the 300A
include an L1 and L2 cache on the microchip, meaning that
the cache is accessed at the same clock speed that the
processor operates with. The Celeron L2 cache is smaller
(128 kilobytes) than the Pentium II's (512 KB). However,
because the Celeron L2 cache is on the processor chip and
the Pentium II's is not, their effective L2 speeds are closely
comparable. With clock speeds up to 466 MHz, Celeron
processors are attractive to power users at first glance, but
they should be compared to the Pentium II's computing
power in order to get an idea of their useful application.

In ZDNet's CPUmark 99 benchmark tests, the Celeron
processors compared favorably with Pentium II processors.
Intel is marketing the processor as a chip for the basic PC.
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They view it as providing performance good enough for
home and business users doing word processing and
Internet surfing. Power users and serious gamers may want
to think about spending more for the Pentium II's top
performance.

Celeron can be mounted in a Slot 1 motherboard or in a
Socket 370 motherboard. Like Intel’s other P6
microprocessors, the Celeron can be used for symmetric
multiprocessing (SMP).

cell

1) In wireless telephony, a cell is the geographical area
covered by a cellular telephone transmitter. The transmitter
facility itself is called the cell site. The cell provided by a cell
site can be from one mile to twenty miles in diameter,
depending on terrain and transmission power. Several
coordinated cell sites are called a cell system. When you sign
up with a cellular telephone service provider, you generally
are given access to their cell system, which is essentially
local. When travelling out of the range of this cell system, the
cell system can enable you to be transferred to a neighboring
company’s cell system without your being aware of it. This
is called roaming service.

The cell sites in a system connect to a Mobile Telephone
Switching Office (MTSO), which in turn connects to the
standard landline telephone system.

2) In a battery power source, a cell is a single energy or
charge-storing unit within a pack of cells that form the
battery. Each cell has a voltage rating that is combined with
the other cells” voltages to form the overall battery voltage
rating.

Cell of Origin

Cell of Origin (COO) is a mobile positioning technique for
finding a caller’s cell (the basic geographical coverage unit
of a cellular telephone system) location. It may be used by
emergency services or commercial use. COO is the only
positioning technique that is widely used in wireless
networks and is used for Phase 1 of 911 service in the United
States.

For COO positioning, the location of the base station is
ascertained and considered to be the location of the caller.
COQ is a variable and not a very precise locator; depending
on the number of base stations in the search area, accuracy
may be as close as within one hundred meters of the target
(in an urban area) or as far off as thirty kilometers away from
the target where base stations are less densely concentrated.
For this reason, when precision is important COO is often
used in conjunction with some other technology, such as the
Global Positioning System (GPS) or Time of Arrival (TOA).

Although COO positioning is not as precise as other
methods, it offers unique advantages: It can very quickly
identify the location (generally in about three seconds) and
does not require equipment or network upgrades, which

makes it easily deployed to existing customer bases. The
American National Standards Institute (ANSI), and the
European Telecommunications Standards Institute (ETSI)
recently formed the TIP1 subcommittee dedicated to
creating standardization for positioning systems using TOA,
Assisted GPS, and Enhanced Observed Time Difference in
addition to COO.

cellspace

According to writer David S. Bennahum, cellspace is the
kind of cyberspace you experience when equipped with a
cellular telephone that can be connected to the Internet.
Bennahum describes being able to receive e-mail through an
air shaft in a subway tunnel, reading the mail on the
subway, and sending the replies back after ascending to the
street. Bennahum envisions new services that could be
provided for mobile users, especially one that combined all
the map, restaurant, airline reservation and timetable, rental
car, and hotel information into a single site. Already, he
notes, there are special services for travellers providing
remote access to corporate intranets. Apart from services,
Bennahum notes one characteristic common to many
cellspace travellers: Because packet delivery is relatively
slow with today’s technology, services or users tend to
dispense with the graphic images.

Bennahum’s concept of cellspace is based on experience
with his 3Com Palm Pilot, a Novatel Minstrel modem, and
connection to a Cellular Digital Packet Data (CDPD) packet-
switched network at 19 kilobits per second.

Cellular Digital Packet Data
See “CDPD”

cellular telephone

Cellular telephone is a type of short-wave analog or digital
transmission in which a subscriber has a wireless connection
from a mobile telephone to a relatively nearby transmitter.
The transmitter’s span of coverage is called a cell. Generally,
cellular telephone service is available in urban areas and
along major highways. As the cellular telephone user moves
from one cell or area of coverage to another, the telephone is
effectively passed on to the local cell transmitter.

A cellular telephone is not to be confused with a cordless
telephone (which is simply a phone with a very short wireless
connection to a local phone outlet). A newer service similar
to cellular is personal communications services (PCS).

centimeter

The centimeter (abbreviation, cm) is a unit of displacement
or length in the cgs (centimeter/gram/second) system of
units. One centimeter is the distance traveled by a ray of



electromagnetic (EM) energy through a vacuum in
3.33564095 x 107! of a second. It is equivalent to 0.01 meter.
There are about 2.54 centimeters in one linear inch.

Power-of-10 prefix multipliers facilitate the derivation of
other, often more convenient, distance units from the
centimeter. One meter (m) is equal to 100 cm, one millimeter
(mm) is equal to 0.1 cm, and one kilometer (km) is equal to
100,000 (10°) cm. These units are found in nonscientific as
well as scientific literature. Smaller units are the realm of the
scientist and engineer. One micrometer (symbolized pm or
W), also called a micron, is equal to 0.0001 (10% cm. One
nanometer (nm) is equal to 107 cm. One Angstrom unit
(symbolized A) is equal to 10°® cm, or 0.1 nm.

The centimeter and its kin are used to specify the
wavelengths of EM fields, particularly at ultra-high and
microwave radio frequencies. The so-called radio spectrum
occupies an informally defined range of wavelengths from
roughly 1 mm to several tens of kilometers. A 300-cm radio
wave falls near the middle of the standard FM (frequency-
modulation) broadcast band; a 1-cm radio wave corresponds
to a frequency of approximately 30 gigahertz (GHz). The
range of visible light wavelengths is from approximately 390
nm (violet) to 770 nm (red). The speed of EM-field
propagation in a vacuum, to nine significant figures, is
299792458 x 10'° centimeters per second.

Also see displacement, meter, prefix multipliers, and
International System of Units (SI).

central office

In telephone communication in the U.S., a central office (CO)
is an office in a locality to which subscriber home and
business lines are connected on what is called a local loop.
The central office has switching equipment that can switch
calls locally or to long-distance carrier phone offices.

In other countries, the term public exchange is used.

Centronics parallel interface

The Centronics parallel interface is an older and still
widely-used standard I/O interface for connecting printers
and certain other devices to computers. The interface
typically includes a somewhat cumbersome cable and a 36-
pin male and female connector at the printer or other device.
The cable plugs into a 25-pin parallel port on the computer.
Data flows in one direction only, from the computer to the
printer or other device. In addition to eight parallel data
lines, other lines are used to read status information and
send control signals. Centronics Corporation designed the
original Centronics parallel interface for dot matrix printers.
In 1981, IBM used this interface as an alternative to the
slower one-bit-at-a-time serial interface.

When the Centronics parallel interface was first developed,
the main peripheral was the printer. Since then, portable
disk drives, tape backup drives, and CD-ROM players are
among devices that have adopted the parallel interface.

Centronics parallel interface

These new uses caused manufacturers to look at new ways
to make the Centronics parallel interface better. In 1991,
Lexmark, IBM, Texas instruments, and others met to discuss
a standard that would offer more speed and bi-directional
communication. Their effort and the sponsorship of the IEEE
resulted in the IEEE 1284 committee. The IEEE 1284 standard
was approved for release in March 1994.

The IEEE 1284 standard specifies five modes of operation,
each mode providing data transfer in either the forward
direction (computer to peripheral), backward direction
(peripheral to computer), or bi-directional (one direction at a
time).

e Compatibility mode is the original Centronics parallel
interface and intended for use with dot matrix printers
and older laser printers. The compatibility mode can be
combined with the nibble mode for bi-directional data
transfer.

e Nibble mode allows data transfer back to the computer.
The nibble mode uses the status lines to send 2 nibbles
(4-bit units) of data to the computer in two data transfer
cycles. This mode is best used with printers.

e Byte mode uses software drivers to disable the drivers
that control the data lines in order for data to be sent
from the printer to the computer. The data is sent at the
same speed as when data is sent from the computer to
the printer. One byte of data is transferred instead of the
two data cycles required by the nibble mode.

e ECP mode (Enhanced Capability Port mode) is an
advanced bi-directional mode for use with printers and
scanners. It allows data compression for images, FIFO
(first in, first out) for items in queues, and high-speed,
bi-directional communication. Data transfer occurs at
two to four megabytes per second. An advanced feature
of ECP is channel addressing. This is used for
multifunction devices such as printer/fax/modem
devices. For example, if a printer/fax/modem device
needs to print and send data over the modem at the same
time, the channel address software driver of the ECP
mode assigns a new channel to the modem so that both
devices can work simultaneously.

e EPP mode (Enhanced Parallel Port mode) was designed
by Intel, Xircom, and Zenith Data Systems to provide a
high-performance parallel interface that could also be