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Preface 

Nanoscience encompasses all scientific phenomena that transpire in dimensions spanning the 
range of multiple atom clusters, molecular aggregates, supermolecular structures, polymers and 
biomolecules. In other words, nanoscience is the science of the nanoscale--or the very, very 
minute. Nanotechnology, the technological use of these properties and phenomena, has the 
potential to revolutionize a breathtaking range of fields, across practically all domains of human 
activity. The intense interest in using nanostructures stems from the promise that they boast 
superior electrical, optical, mechanical, chemical, or biochemical properties. There is little 
doubt that the use of these new materials and systems will lay the ground for the new 
technological revolution of the 21st century. Research in nanoscience is exploding as scientists 
from chemistry, physics, and biology, including colloid and polymer chemistry, materials and 
surface science, and biochemistry, biophysics and molecular biology have begun to examine 
the superior properties that characterize materials and phenomena at the nanoscale. 

The Dekker Encyclopedia of Nanoscience and Nanotechnology is a vehicle by which 
scientists and the interested public can explore the most recent developments in today's 
nanomaterials, and preview several of their foreseen applications of tomorrow. The subject 
areas of this five-volume collective work include, but are not limited to, chemistry, physics, 
molecular and quantum biology, materials science and engineering, and computer science. The 
topics include fullerenes and carbon nanotubes, quantum dots and inorganic nanowires, 
interfacial chemistry, nanostructures, analytical and characterization methods, design and 
fabrication techniques of nanocomposites, properties of functional nanomaterials, nanostruc- 
tured catalysts, molecular electronics, optical devices, bionanotechnology, colloidal phenom- 
ena-even future and environmental considerations about nanotechnology. In short, the 
reference strives to encompass, document, and organize the enormous proliferation of 
information that has emerged from the revolution at the nanoscale. 

It is the editors' hopes that the Dekker Encyclopedia of Nanoscience and Nanotechnology 
will help researchers, graduate students, undergraduate students, and nonprofessionals all better 
understand and participate in this remarkable emerging field. To keep the reference accessible, 
the Encyclopedia is published in both online and print formats. The print version consists of 
multiple traditional hardbound volumes with articles arranged alphabetically. The front matter 
to each volume provides an alphabetical Table of Contents and a Topical Table of Contents. An 
index at the back of each volume is intended as a further guide. 

The online version of the Encyclopedia has been created by coupling the content of the print 
edition with a powerful search engine and user-friendly interface. The online database is 
dynamic, with additional articles added each quarter. As with the print edition, users will be 
able to browse the alphabetical and topical Table of Contents, but they will also be able to 
search for entries by keywords. 

The editors of the Dekker Encyclopedia of Nanoscience and Nanotechnology could not have 
accomplished their feat without the help of many. We first thank the authors of more than 300 
articles which, as recognized experts in their fields, lend their credibility and prestige to the 
Encyclopedia. In addition, the editors were joined by an esteemed International Editorial 
Advisory Board whose input was crucial to shaping the reference. Success in the coordination 
of the activities that has resulted in this final product is due to the remarkable staff at Marcel 
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Dekker, Inc. We are indebted to the direction provided to us by Ellen Lichtenstein, Carolyn 
Hall, Oona Schmid, Susan Lee, Joanne Jay, and Jeeran Ok. In particular, the creative ideas and 
boundless energy that Oona Schmid has demonstrated is greatly acknowledged by the three of 
us. We also thank Anita Lekhwani for her confidence in us as editors and Russell Dekker for his 
support and encouragement. 

James A. Schwarz 
Syracuse University, Syracuse, New York 

Cristian I. Contescu 
Material Methods LLC, Newport Beach, California 

Karol Putyera 
Shiva Technologies, Syracuse, New York 



A Note on Terminology 

New terms, based on the prefix nano, have gained broad circulation, unified the older 
terminology, and defined the topics of newly found disciplines. Just as the research community 
has struggled to restrict when and where the prefix nano can be appropriately used, we too 
struggled with the Dekker Encyclopedia of Nanoscience and Nanotechnology to avoid 
puncturing every sentence with the prefix nano. As this terminology develops, the online 
edition of the Encyclopedia will be able to incorporate these new conventions. 

But at the time of publication of the first edition of the Encyclopedia these questions are still 
unresolved. One definition that has been proposed in order to remove the ambiguity would limit 
the use of the nano prefix to research and development of objects having the key property that 
they have at least one dimension in the range of 1 to 100 nanometers. New advances in 
synthetic methods for making such structures, combined with new analytical and manipulation 
tools, made it possible to refine methods to the point where de novo designed objects with 
nanoscopic dimension can, in many cases, be assembled in molecule-pure form or spatially 
organized structures. These systems, designed through processes that exhibit fundamental 
control over the physical and chemical attributes of molecular-scale structures, can be 
combined to form larger structures. 

However, the Dekker Encyclopedia of Nanoscience and Nanotechnology has numerous 
entries that include the words micro and meso. Thus the use of the term nano, which, according 
to one broadly circulated definition, only limits research and technology to development in the 
length scale of approximately 1-100 nanometer range, is not simply a metric of length. Science 
at the nanoscale does not accept rigid limits on dimensionality. Indeed the very utility of 
nanoscience may be compromised by arbitrarily circumscribing its reach. After all, for ancient 
Greeks, the term "nanos" meant a dwarf. Keeping this in mind, we attempted in this reference to 
use the term nano to refer to objects and their subsequent processing into newly created 
structures, devices, or systems that have novel properties and functions because of their small 
and/or intermediate size. In other words, size and performance are the critical parameters that 
provide the requisite conditions to justify the use of the term nano. 

By adopting a more elastic definition, which on one hand spans sizes from a few 
nanometer(s) to one (or a few) hundred(s) nanometers, but at the same time recognizes that the 
properties and performance of nanoobjects are rooted in their nanoscopic size, we believe that 
we made justice to all views that currently shape this field of continuous development and 
hope that other investigators-at universities, state laboratories, and in industries-will follow 
our lead. 
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Near-Field Microscopy Techniques 
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University of Wisconsin, Madison, Wisconsin, U.S.A. 

INTRODUCTION 

While force interactions are most commonly employed 
for probing, manipulation, and addressing of nanoscale 
features, dielectric contrast mechanisms are also poten- 
tially useful means of probing nanostructures. Optical 
absorption or emission, dielectric contrast in the infrared 
(IR), far-infrared (FIR), or microwave regime are all part 
of a rich pool of phenomena observable with electromag- 
netic interactions, with applications in nanoelectronics, 
spintronics, and biotechnology being developed. To attain 
the highest resolution, it is necessary to confine the area in 
which the probing field interacts with the sample to 
subwavelength dimensions. This is accomplished by 
fabricating probes with subwavelength-sized features 
and scanning such near-field probes very close to the 
sample. This article summarizes such near-field tech- 
niques in the visible, IR, and microwave regime and re- 
lates them to current and future applications. 

HISTORICAL OVERVIEW 

Doing microscopy with electromagnetic waves usually 
implies using visible light. This is because ~bbe ' s" ]  
much-cited criterion limits resolving power to -212 
(where A is the wavelength), so using millimeter wave 
and infrared frequencies would result in unattractively low 
resolution. While this criterion is correct for far-field 
microscopy, it is not limiting when near-field interactions 
are taken into account. Theoretical considerations were 
first published by synger2' in 1928 and ~ e t h e ~ ' ]  in 1944. 
The first practical implementation of near-field micros- 
copy was developed for radio frequency applications by 
~ r a i t ~ ~ '  (1959) and ~ o o h o o ~ ~ ~  (1962). Further important 
milestones were the first use of a coaxial waveguiding 
probe to localize microwave fields for measuring material 
properties by Bryant and ~unn[ "  in 1965 and A160 
wavelength-relative resolution achieved by Ash and 
~ i c h o l s [ ~ '  in 1972 using a subwavelength aperture. The 
advent of scacning tunneling microscopy (STM)[~' and 
subsequent scanning probe techniques provided a means 
by which accurate nanoscale tipsample distance control 
became possible for the first optical near-field micro- 

Finally, the advent of scanning force micros- 
copy (SFM) in 1986["] allowed for near-field scanning 
optical microscopy (NSOM or SNOM) instruments 
relying on (shear-) force feedback['21 in 1992. From that 
point, near-field microscopy has spread through a wealth 
of techniques and applications to form a diverse and very 
active field of research. 

SCANNING NEAR-FIELD 
OPTICAL MICROSCOPY 

Fiber Probes 

For visible wavelengths, the most common probe type 
today uses tapered optical fibers that are coated with an 
opaque metal layer except at the apex where a small 
opening defines the optical output (Fig. 1). The shear-force 
feedback signal is commonly electronically detected using 
tuning fork feedback.[I4] In comparison to SFM probes, 
straight SNOM fibers are much stiffer and more fragile, 
leading to slower scan speeds and difficulties in establish- 
ing reliable feedback, particularly on soft samples. 
Another major concern for optical near-field microscopy 
is the low-power throughput of NSOM fibers because they 
act as cutoff waveguides for light near the apex. To 
improve transmission over that of the common technique 
of pulling heated fibers, meniscus etching[15' and double- 
tapered probes have been used.[I6] Tube etching, a 
technique where the polymer coating of the fiber is not 
removed prior to etching, has been introduced.["' Typical 
applications for fiber-NSOM instruments are found in 
chemistry, biology, material science, and integrated optics, 
e.g., single molecule spectroscopy,[181 cell membrane 
structure[19' analysis, and optical waveguide mapping[201 
(Fig. 2). Another field of activity is to use NSOM as a 
means for high-density optical data storage.[2" Further 
information regarding aperture NSOM can be found in two 
review articles by Hecht et a1.r221 and ~ u n n . [ ~ ~ ]  

Apertureless Probes 

Apertureless SNOM is the complement to aperture 
SNOM. Apertureless SNOM includes a wide variety of 
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infrared - .- 
detector 

Fig. 1 A scanning electron micrograph of a typical tapered 
aluminum-coated optical fiber tip. (From Ref. [13]. Copyright 
1995 American Institute of Physics.) 

related approaches, including the use of surface plasmons 
and scattering-type SNOM (s-SNOM). While the use of 
plasmon-guiding effects to localize light is still in its 
infancy, considerable interest in this field exists[241 be- 
cause light throughput might be increased by orders of 
magnitude, e.g., through the use of a tetrahedral tip with 
an integrated surface-plasmon guide as a scanning 
probe.[251 

The s-SNOM technique is a prime example of aper- 
tureless SNOM. '~~]  Here a sharp probe, typically an STM 
or SFM probe, is scanned over an illuminated surface 
(Fig. 3). The optical contrast of s-SNOM arises from the 

1201 
lock-in amplifier 

Fig. 3 Sketch of a scattering-type near-field optical micro- 
scope using higher-order modulation for background suppres- 
sion. (From Ref. [27]. Copyright 2000 American Institute of 
Physics.) 

dipoledipole interaction between the sharp tip and the 
sample, leading to characteristic local scattering [more 
about the theory can be found in the section about infrared 
(IR) near-field microscopy]. The main advantage of s- 
SNOM is that the resolution is not limited by an aperture 
or the skin depth of metal, but rather by the sharpness of 
the probing tip, potentially leading to better resolution. 
This advantage has been used to localize polymerization of 
commercial photoresists in an effort to push the resolution 
of optical lithography. Resolutions down to 70 nm were 
recently reported using this technique.[281 An s-SNOM 
setup was also used to simultaneously record optical am- 
plitude and phase contrast on a subwavelength scale.[291 

Integrated Probes 

Finally, researchers have been microfabricating SNOM 
probes that could be applied in the same fashion as can- 
tilevered SFM probes, with minor instrumental changes. 
Some of the proposed concepts are passive, such as metal- 
coated probes with circular[301 apertures and solid irnrner- 
sion lenses on cantilevers[311 (strictly speaking a far-field 
technique). Initial efforts have been made to fabricate 
active devices in GaAs that include integrated light 
sources.[321 Considerably more research has been per- 
formed to produce photodetectors integrated close to the 
probe[333341 or right at the apex of the sharp tip,[3s1 pre- 
ferably integrated with the cantilever and chip body.[361 

SCANNING NEAR-FIELD INFRARED AND 
FAR-INFRARED MICROSCOPY 

Fig. 2 Topography (a) and optical intensity map (b) of the TM 
mode in a Ti:LiNb03 waveguide, taken using a typical fiber 
NSOM setup. (From Ref. [20]. Copyright 2002 American Insti- 
tute of Physics.) 

Because of the wealth of chemical information available 
through vibrational band spectroscopy, many traditional 
infrared techniques such as Fourier-transform infrared 
spectroscopy (FTIR), thermal probing, and Raman scat- 
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tering have become cornerstones of chemical character- 
ization. In recent years, characterization of optoelectronic 
devices in the IR also gained importance for probing 
integrated-circuit lasers. Proximal probes offer a way to 
combine IR imaging with subwavelength resolution. 
Fiber-based aperture scanning near-field infrared micros- 
copy (SNIM) setups, similar to optical fiber NSOM ins- 
truments, have been developed, based on special infrared 
transmissive fibers and etching techniques.["] 

The far-infrared (FIR) spectrum (10 pm<1< 1 mm) is 
of particular interest because it is part of the molecular 
fingerprint regime. Here characteristic molecular rota- 
tional or vibrational absorption spectra offer the promise 
of chemical microscopy. Biological membrane absorption 
and conductive or dielectric properties of materials, e.g., 
superconductors and quantum dots, offer additional ap- 
plications for FIR near-field microscopy. Little work has 
been performed in this frequency regime, mostly because 
high-power FIR sources and sensitive FIR detection are 
not yet readily available. 

Aperture Techniques 

One practical FIR technique is to use a three-dimensional 
funnel or tapered cylindrical waveguide to confine ra- 
diation in an aperture approach. This geometry was em- 
ployed'"81 to overcome the imperfect focusing capabilities 
of traditional FIR optics. Power transmittance in the cutoff 
region is 

where t is the penetration depth into the cutoff region, and 
f and f, are the frequency of the radiation and the cutoff 
frequency, respectively. In practice, a sharp cutoff in 
transmitted intensity was found at an aperture size of 
about 112. This setup was then applied for far-infrared 
near-field spectroscopy of two-dimensional electron sys- 
tems.["' Aperture confinement of FIR radiation has been 
one of the leading techniques to date['9'401 because of its 
straightforward implementation. Keilmann et al. showed 
that by introducing a center conductor into the tapered 
hollow guide and creating an in situ coaxial waveguide, 
the aperture size can be decreased by almost an order of 
magnitude without losing transmitted power (Fig. 4). It 
was also found that the transmitted power varies with a 
period of 112 as the length of wire protruding from the 
aperture is extended because it acts as a resonant antenna. 

Apertureless Techniques 

Using apertureless (scattering) SNIM (Fig. 3) in the IR 
and FIR has even better prospects than in the visible 
regime. For one, because the resolution depends on the 
scattering tip, not the wavelength, the wavelength-specific 

with 
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Fig. 4 The relative transmittance at a wavelength of 1=392 
pm of focusing cones with different output apertures is inves- 
tigated. Adding a central, coaxial wire prevents cutoff reflection 
at d < i / 2 .  (From Ref. (391. Copyright 1995 Elsevier Science.) 

resolution is far better. Far-infrared microscopy with 
nanometer resolution is possible and has been demon- 
~ t r a t e d . ' ~ ' . ~ ~ '  Furthermore, because the wavelength is 
much longer than the occasional distance variations 
between tip and sample, optical interference effects play 
less of a role, reducing the risk of topographical artifacts 
in the optical data. In scattering-type instruments, it is also 
possible to eliminate topography contrast and record pure 
optical ~ o n t r a s t . ' ~ ~ , ~ "  Here when applying noncontact 
SFM, the nonlinear dipole-dipole interaction between the 
tip and sample leads to (purely optical) higher modulation 
harmonics in the scattered signal, which can be used for 
lock-in detection. Following one argument,'421 image 
contrast arises from the interaction between the polariz- 
able probe (modeled as a sphere with polarizability a and 
radius a )  and the dielectric or metallic sample with com- 
plex dielectric number E .  This results in an effective pola- 
rizability of the coupled system 

where p=(c- l)l(c+ 1 ) .  This formula shows both strong 
enhancement at short probe-sample separation z and the 
existence of amplitude and phase effects because a and P 
are complex. Thus the scattered far field ES,,=aeffE re- 
ports the phase and amplitude of the complex near-field 
interaction. With this technique, Knoll and ~ e i l m a n n [ ~ ~ ]  
have mapped conductivity of a silicon sample with nano- 
meter resolution using a scattering-type near-field micro- 
scope and 10.6-pm radiation as shown in Fig. 5. The same 
 researcher^'^^' reported contrast between polystyrene (PS) 
and polymethylmethacrylate (PMMA) on the nanometer 
scale using the same instrument and two wavelengths 
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Fig. 5 (a) Infrared s-SNOM image of a flat Si sample with subsurface doping (bright), taken at j,= 10.59 pm. (b) Line scans taken 
across doping stripes, measured at four different wavelengths, demonstrating 30-nm spatial resolution and a contrast reversal when the 
infrared wavelength tunes through the induced plasmon resonance, here at about 3.= 10 pm. (From Ref. [27]. Copyright 2000 American 
Institute of Physics.) 

around 10 pm (Fig. 6). Hillenbrand et a1.[451 applied this 
instrument to probe the local interaction with an S i c  
sample and found phonon-enhanced near-field coupling 
that is extremely sensitive to the chemical and structural 
composition of polar materials. 

Additional Techniques 

Another promising approach is to use antenna structures 
as near-field  source^.[^^^^'^ While any coaxial open-ended 
waveguide can be considered an antenna, guiding radia- 

Fig. 6 Simultaneously acquired topography (left) and infrared 
images (right) of PS embedded in PMMA using an s-SNOM. 
The upper row is recorded with an illumination wavelength of 
1=9.68 pm, where PS has an absorption maximum. The lower 
row shows the same spot, illuminated at the PMMA absorption 
maximum wavelength of 1=10.17 pm. The field of view is 
3.5 x 2.5 pm. (From Ref. [44]. Copyright 1999 Nature.) 

tion at visible or infrared wavelengths is not yet tech- 
nologically feasible. However, by using antennas that 
collect far-field radiation and channel it to near-field tips 
for exciting the sample, antenna concepts can be very 
effective. Other approaches for FIR near-field microscopy 
include THz time domain spectroscopy (TDS) using 
photoconductive THz emitters[401 pumped by femtosec- 
ond optical lasers and all-electronic generation of THz 
radiation with nonlinear transmission lines (NLTL). '~~] 

Aperture probes, scattering probes, and coaxial tips 
form the main body of research on near-field microscopy 
as it is applied in NSOM. An entirely different approach to 
infrared microscopy lies in the use of photothermal signals 
for near-field spectroscopy. 

Here a thermal probe in temperature-sensing mode 
directly measures absorption of incident IR radiation by 
sensing the induced heating of the sample. This heating 
can either be directly measured for each wavelength in the 
dispersive approach[491 or a Fourier-transform absorption 
spectrum can be acquired when using intensity-modulated 
illumination.[501 Many other thermal techniques exist, e.g., 
scanning thermal microscopy (SThM) where the tip is 
used to heat the sample and sense heat flow out of the 
probe. More about localized thermal imaging can be 
found in a review by Kolzer et al.r511 Reviews of near- 
field infrared microscopy and near-field vibrational 
spectroscopy have been written by Drapnea and ~ e o n e ~ ~ ~ ]  
and by Pollock and ~ m i t h . [ ~ ~ ]  

SCANNING NEAR-FIELD 
MICROWAVE MICROSCOPY 

Unlike in the visible or infrared regime, metals are good 
conductors for microwave frequencies. Metal wave- 
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guides are an efficient means of transmitting microwave 
power and can be subwavelength sized in cross section. 
Microwave near-field probes are either broadband or 
resonant, which can make them more sensitive, but also 
more limited in the frequency range in which they can 
be operated. 

Coaxial Waveguides 

An advantageous waveguide design is to use tapered 
coaxial waveguide probes that increase resolution and 
provide high throughput. For the highest resolution, a 
sharpened center helps concentrate the fringing fields 
emanating from the probe apex (lightning rod effect) and 
thus confines the interaction area between the probe and 
sample. Proof-of-principle experiments with a sample 
between two such sharpened coaxial transmission line tips 
by Keilmann et a~ . [ '~ ]  resulted in ~ 1 1 0 ~  wavelength-rela- 
tive resolution. Integrating coaxial structures with canti- 
levered SFMs enables microscale probing of passive or 
active samples in reflection or transmission mode, res- 
pectively. Initial probes by van der Weide et a1.r551 were 
made by coating a commercial silicon SFM probe with 
photoresist and gold, then opening the coaxial structure by 
gently rubbing the tip on a substrate while in feedback. 
These probes allowed for local measurements of wave- 
forms on fast integrated circuits. Microfabricated probes 
(Fig. 7)[361 have various advantages, among them higher 
resolution and batch fabrication. Probes made from GaAs 
report superior signal transfer.L571 

Scanning Tunneling Microscopy-Based 
Microwave Microscopy 

Just as with SFM, STM can offer a tip-sample distance 
feedback system for microwave near-field microscopy 

while providing a sharp conducting tip to localize high- 
frequency electromagnetic interaction. One such system 
was developed by Kramer et a1.[581 Here higher harmonic 
signals are generated because of tunnel junction nonli- 
nearities. Because the higher-harmonic generation strong- 
ly depends on the electronic properties of the surface, it 
is possible to differentiate different chemical species. 
McCarty and ~ e i s s ' ~ "  and Michel et a1.[601 have ex- 
plored this possibility in a number of publications. These 
instruments have been applied from d.c. to 20 GHz, re- 
cording linear or nonlinear (higher-harmonic)r611 micro- 
wave spectra. Usually, topography has been controlled 
using conventional STM while simultaneously recording 
millimeter wave amplitude in transmission or reflec- 
tion mode. 

Apertureless Approaches 

Scattering of incident far-field microwave radiation from 
a conducting tip in close proximity to a sample is ana- 
logous to s-SNOM in the visible, IR, or FIR regions. Thus 
numerical and theoretical treatments of s-SNOM can be 
applied to the microwave regime if certain material con- 
stants, such as indices of refraction, are revised. Surpris- 
ingly, although the resolution of such a microscope is 
defined by the sharpness of the tip and can lie in the 
nanometer range, little research has been carried out in 
this field. Keilmann et a1.[621 described the coaxial setup 
specified above[5x1 as essentially equivalent to an s- 
SNOM setup for the microwave regime. Instead of using 
far-field optics to focus the radiation, they use coaxial 
cables to direct the fields, which is much more convenient 
for microwave frequencies. They point out that the reso- 
lution achieved is already an order of magnitude higher 
than the microwave penetration depth of the tip material, 
indicating that no intrinsic physical mechanism seems to 
exist that would limit the resolution achievable. 

Fig. 7 (a) Scanning electron micrograph of a nanometer-scale Schottky diode at the apex of an SFM tip. (b) This SNOM detector is 
integrated on a cantilever and chip body that contains waveguides for straightforward connection to macroscopic instrumentation. (From 
Ref. [56].  Copyright 2002 American Institute of Physics.) 
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orobeL A / y o  STM 

STM bias generating switch 

Fig. 8 Localized pump and probe setup that uses photocon- 
ductive switches to trigger a pulse on the DUT and to probe the 
instantaneous voltage on the DUT through the tip. (From 
Ref. [65]. Copyright 1996 American Institute of Physics.) 

Ultrafast Scanning Tunneling Microscopy 

Ultrafast scanning tunneling microscopy (USTM) was 
independently invented by Weiss et a1.[631 and Nunes 
and  ree ern an[^^] in 1993. Both techniques rely on pump 
and probe experiments for highest temporal resolution. 
Using femtosecond lasers that repetitively illuminate 
photoconductive (PC) switches ensures high temporal 
resolution, while using a sharp tip gives the additional 
benefit of high spatial resolution. The nonlinear current 
vs. voltage tunneling characteristics are employed to 
measure the picosecond cross-correlation. In the setup of 
Nunes, pump and probe travel along one transmission 
line while Weiss employs the more common setup of 
pumping the sample and probing the tunneling tip as 
shown in Fig. 8. 

A related pump-probe technique was introduced by 
Kim et a1.[661 that relies on direct conduction through a tip. 
They brought a probe with Ti tip, PC switch, and electric 
lead into contact with a transmission line. The convolution 
between pump pulse and probe pulse could be mapped out 
by probing the instantaneous electric field at the tip 
position by opening the PC switch and collecting the 
signal transmitted through the tip. Takeuchi and Mizu- 
hara[671 improved on this concept by using an LT-GaAs 
tip and employing SFM feedback. A propagating pulse on 
a metal strip was mapped in 2-D and observed in 
sequential images with 0.8-psec time intervals. 

Oesterschulze et a1.[681 have also reported on an 
SFM setup with Lt-GaAs probe and PC switches. Here 
contact and noncontact images of a voltage pulse on a 

coplanar stripline were presented with picosecond tem- 
poral resolution. 

Resonant Probes 

Resonant structures are superior in that they allow local- 
ization of high field areas and are often more sensitive. 
However, most resonant techniques do not allow for re- 
solution on the single micrometer scale or below. Among 
those larger-scale probes are narrow resonant slots in a 
rectangular hollow ~ a v e ~ u i d e [ ~ ~ . ~ ~ ]  and open resonant 
coaxial  resonator^.'^'^ 

For higher resolution, Tabib-Azar et al.["] have used a 
tapered stripline resonator for near-field microwave 
microscopy in a series of publications. The resonator is 
designed by capacitively coupling to the stripline, and 
a sharpened stainless steel wire was used as a probe 
tip. Because the strong distance dependence of the re- 
flected signal is also present in this resonant setup, an 
independent distance control was employed. The re- 
searchers used a reflectance-compensated fiber optic dis- 
tance sensor next to the tip and maintained the probe- 
sample separation with an accuracy of 0.4 pm. The 
researchers claim 0.4 pm spatial resolution at 1 GHz for 
this instrument. 

High-resolution microwave near-field probes incorpo- 
rating 2 4  coaxial resonators have been produced by the 
group of ~ i a n ~ [ ~ ~ ~  using an STM-like tip as a point-like 
field emitter, protruding from a small aperture (Fig. 9). 
The sharp tip results from tapering the center conductor of 
the coaxial cavity. The instrument achieves a spatial 

7 TO Computer I 
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Fig. 9 Resonant SNMM setup using a coaxial cavity. (From 
Ref. [73]. Copyright 1997 American Institute of Physics.) 
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resolution of 100 nm and was used to image dielectric- 
constant profiles and ferroelectric Ferroelec- 
tric domains can be imaged using microwave fields by 
taking advantage of the nonlinear components in the di- 
electric constant for these materials. The contrast mech- 
anism is based on a low-frequency oscillating voltage 
between sample and substrate that modulates the effective 
dielectric constant of the sample. The slight shift of the 
resonance frequency in the coaxial resonator probe could 
be related to this variation in dielectric constant, allowing 
for quantitative mapping of the third-order dielectric 
constant in a ferroelectric domain structure as seen in 
Fig. 10. To decrease tip damage resulting from excessive 
forces on the tip, and to be able to image unprepared 
conducting samples, Duewer et a1.1751 introduced a t i p  
sample feedback scheme based on regulating the reso- 
nance frequency of the cavity to maintain a constant 
separation. In this experiment, conductivity was simulta- 
neously measured via the amplitude of the cavity 
resonance. The principle for resistivity microscopy is 
based on the fact that the reflection of electromagnetic 
waves from conducting surfaces is determined by their 
resistivity. Therefore measuring the reflected amplitude 
and phase of a near-field probe yields a resistivity map. 

The reflection coefficient of a plane wave from a con- 
ducting surface is 

- /zs -zo\ 

where Zo is the characteristic impedance of the line and Z, 
is the surface impedance, which is directly connected to 
the conductivity: 

where o is the radial frequency, po is the permeability of 
free space, and e is the dielectric constant. For thick 
conducting layers, much thicker than the skin depth, 
surface impedance is measured while thin layers yield 
sheet resistance. Another important application of eva- 
nescent microwave probing is to measure spatially re- 
solved surface impedance of high-temperature supercon- 
ductor films. By finding superconducting and normally 
conducting features on superconducting thin films, it is 
possible to localize defects and evaluate film quality. The 
contrast mechanism is based on variations in microwave 
absorption when keeping the sample close to the critical 
temperature.[761 Others employ room temperature normal- 
state measurements[771 and relate them to the film's super- 
conducting properties. 

Tabib-Azar et a1.[781 have used evanescent microwave 
probes for several nontraditional probing applications. 
These include transient and steady state thermography on 
semiconducting materials with 0.01 K thermal and 1 ps 
temporal resolution. We recently published a review of 
near-field microscopy in the microwave and infrared 
regime.[561 

CONCLUSION 

We have summarized recent and current trends in optical, 
infrared, and microwave near-field microscopy incorpo- 
rating surface force feedback. In the visible regime, the 
most common techniques are fiber-based aperture micro- 
scopes and scattering-type setups using AFM tips. On the 
other side of the spectrum in the microwave regime, me- 
tallic waveguide geometries play a dominant role. Future 
developments will enable combined probing of topogra- 
phy and field at the nanometer scale. The developmeit of 
tools and instruments for mechanical manipulation of 

Fig. 10 Linear dielectric constant image (a) and nonlinear structures at nanometer length has driven progress 

third-order dielectric constant image (b) of the same area of a in nanoscale science and technology. At these scales, the 
LiNb03 single crystal with periodically polarized ferroelectric doors to new worlds in biology, chemistry, and physics 
domains, recorded using a coaxial resonator SNMM. (From begin to open, enabling new applications such as real-time 
Ref. [74]. Copyright 1998 American Institute of Physics.) protein structure identification, molecular electronics, and 
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quantum computation. However, to approach these ambi- 
tious applications, a great instrumental challenge must be 
surmounted: Tools must not only be able to touch, hold, 
and move molecular-scale objects, but must also be able 
to identify and control molecules and molecular-scale 
objects such as nanowires based on their chemical species 
or function. Near-field probes that combine access to 
dielectric contrast mechanisms at the nanometer scale 
hold out this promise. 
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INTRODUCTION 

Near-field Raman' Spectroscopy (NFRS) combines the 
chemical-information-gathering power of Raman spec- 
troscopy with the spatial resolution of the atomic force 
microscope (AFM). In addition, it allows the researcher to 
correlate topographic and optical data in ways impossible 
via other techniques. This article presents an overview of 
the methods used in NFRS, a brief history of the field, and 
a tour of some recent achievements in this rapidly 
evolving field. As with any other field at this stage of 
development, there are still unanswered questions in 
NFRS; some of these will be addressed as well. 

NEAR-FIELD SCANNING 
OPTICAL MICROSCOPY 

Microscopy is one of the most powerful tools available in 
modern science. Much of our basic understanding of the 
world comes from our ability to see the details of how 
things operate. Until recently, however, the available 
resolution for optical microscopes has been limited by 
diffraction effects arising from the wave nature of light. 
Near-field scanning optical microscopy (NSOM) provides 
a means of surpassing those limits, thus bringing to the 
researcher a variety of research tools available in visible- 
light optics at resolutions previously unattainable at those 
wavelengths. Because near-field Raman microscopy 
(NSRM) obtains both its resolution and its enhancement 
effects from the characteristics of light in the near field, it 
is necessary to begin any discussion of NSRM with an 
overview of NSOM. 

Resolution Limits to 
Conventional Microscopy 

The fundamental limit to resolution of conventional 
optical microscopes arises from the nature of light. 
Because light is a wave, it diffracts on interaction with 
the sample being studied. The diffraction angle depends 
on the light frequency and the spatial frequency of the 
features on the sample. In order to resolve an object, it is 
necessary to collect not only the central zeroth-order 
diffracted light, but some of the higher orders as well.[" 
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These higher-order diffraction maxima contain the spa- 
tial information. 

As an example, consider a one-dimensional sample 
with some contrast mechanism having two distinct spatial 
frequencies (Fig. 1). Here, the contrast is represented as 
height; it could be contrast in color, refractive index, 
reflectivity, optical density, fluorescence, or anything else 
observable with light. The lens shown in Fig. 1 has 
sufficient numeric aperture (NA) to capture the light 
diffracted from the larger features, but light diffracted 
from the smaller features is not collected. Thus, the image 
formed does not include the components with higher 
spatial frequency. A lens with a higher NA could collect 
the light from these smaller features, but there is a 
practical limit to how far this sort of improvement can go. 
The highest NA obtainable with oil-immersion lenses is 
just over 1.4, resulting in a minimum resolution of roughly 
250 nm for visible light. 

How to Avoid Resolution Limits 

NSOM allows higher resolution than would be allowed by 
the Abbe limit. It does this by utilizing the continuity of 
the fields near an aperture or sharpened conductor. The 
illumination pattern cannot change instantaneously from 
subwavelength source spot to broad far-field spot. In the 
far field, defined as distances greater than a few tip radii 
from the source, light is diffracted at extremely high 
angles and illuminates a broad region. At the tip, the light 
is constrained to a region near the tip.[*' Close to the tip, in 
the near field, the light is still limited to a relatively small 
region, on the order of the tip radius. By holding the 
sample within this near-field region, the illuminated area 
on the sample is kept small-smaller than would be 
allowed by the Abbe limit. Light interacting with the 
sample can be collected in the far field with conventional 
optics. Although the collection optics are incapable of 
resolving that illuminated region, the light collected is 
known to have originated from a well-defined small spot; 
by scanning the aperture over the sample one can form a 
rasterized image with optical resolution approximately 
equal to that spot size. 

In the region near the tip, often called the near-field 
enhancement region, the electric field decreases exponen- 
tially with distance. This is of particular importance in 
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Fig. 1 The origin of the resolution limit in conventional 
microscopy. Object (a) has a contrast profile (b) with two 
distinct spatial frequencies. Light from the sample is diffracted 
by the larger features at angle (c), and by the smaller features at 
angle (d). The lens (e) collects only the light diffracted by the 
larger features, so the resulting image (f) contains information 
about only the larger features (g). Increasing the magnification 
would create a larger image of (g), with no increase in in- 
formation content. 

Raman applications, where the enhanced electric field in 
the near field can result in significantly increased Raman 
signal and may be responsible for other effects as well. 

The earliest NSOM systems used a sharpened optical 
fiber as a tip. This was prepared by either heating and 
pulling or boundary-layer chemical etchingC3] and then 
was coated with metal to constrain the electric field to the 
interior of the tip. An aperture at the end of this tip is 
formed by focused ion-beam machining or, more com- 
monly, by holding the tip at an angle during the metal- 
coating process so that the end was shadowed and not 
coated. This subwavelength aperture is held close to the 
sample and acts as a light source or detector, or both, 
depending on the experimental configuration. More recent 
systems have used a sharpened metallic tip or metal- 
coated AFM tip as a scattering source. This "aperture- 
less" tip is held near the sample as before, and then 
illuminated externally. 

Behavior of Light Near a Tip 

The problem of diffraction through a subwavelength 
aperture was first solved by ~ e t h e [ ~ '  and later improved by 
~ o u w k a m ~ . ' ~ ]  Their solution assumes a circular aperture 

Fig. 2 Near-field enhancement. Graph height represents the 
intensity of the light emerging from a circular subwavelength 
aperture with the incident ( x )  polarization, uith an aperture size 
a equal to one-fifth the wavelength, at a distance of one-tenth a. 

in an infinitely thin, flat, perfect conductor. Other work 
has been done, e.g., with numeric calculations of the field 
components near a two-dimensional tip (a slit) with a 
more realistic tip profile made of real materialsr6' and 
apertureless NSOM.[~-~] All of these calculations show 
the same basic characteristics in the resulting fields: very 
strong distance dependence, evanescent fields near the tip, 
and dependence on polarization. 

The square of the electric field for light emerging from 
a tip aperture with the original polarization (Bethe- 
Bouwkamp model) is shown in Fig. 2. Here the aperture 
radius is one-fifth the wavelength of the light, and the 
electric field magnitude is calculated at a distance of one- 
tenth the aperture radius. Some light emerging from the 
aperture is polarized at 90" to the incident light; this 

Fig. 3 Near-field enhancement, showing the component of the 
light intensity polarized at 90' (y) to the ~ncident light. The 
aperture parameters are the same as in Fig. 2. 
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Fig. 4 Near-field enhancement, showing the component of the 
light intensity polarized in the direction of the incident light (2 ) .  

The aperture parameters are the same as in Fig. 2. 

profile (with the same tip parameters) is shown in Fig. 3. 
There is also a relatively strong component of the 
emerging light that is polarized in the direction of 
propagation, which is shown in Fig. 4. All of these fields, 
with the exception of the central component of the first, 
die out rapidly with increasing distance from the tip. Fig. 5 
shows the field profile at increasing distance from the tip 
for the first case, corresponding to Fig. 2. 

For apertureless tips, there is a similar enhancement 
region near the tip. Typically, the tip is modeled as a 
conical metal probe with a spherical apex. The enhance- 
ment region extends over a region approximately the size 
of the diameter of the tip apex, and only the component of 
the light polarized in the direction of the tip axis is 
strongly enhanced. This enhancement occurs for both 
metallic and dielectric probes, but for metallic probes 
there is additional enhancement because of surface 
plasmon-polaritons at the apex of the tip.[91 One signif- 
icant advantage to apertureless tips is that the incident 
light intensity is not subject to the limitations['01 imposed 
by the threat of thermal breakdown of the reflective 
coating on a fiber optic tip. Ordinary lenses are used to 
focus the light on the tip, either from the side or through 
the sample from below with a high-NA lens.["] The 
illuminated region is much larger than the tip; but the 
signal from the enhancement region at the tip is by far 
the dominant component of the collected signal. 

Tip-Sample Distance Regulation 

For either aperture or apertureless NSOM and NSRM, it is 
necessary to hold the tip at a close and well-regulated 
distance from the sample. The feedback mechanism 
responsible for maintaining this near-field distance is 
central to any microscope head design and depends on the 

type of tip used. Frequently, tips are formed by coating 
commercial cantilever AFM tips with metal. If this is the 
case, it is simplest to use standard AFM feedback methods, 
described elsewhere. If the tips used are formed from 
optical fibers or etched metal wires, or if it is desirable to 
control the tip-sample distance more precisely than is 
possible with relatively flexible cantilever AFM tips, then 
shear-force feedback must be used. In shear-force feed- 
back, the tip is shaken, at or near its resonance, in a plane 
perpendicular to the plane of the sample. Some measure- 
ment of the tip oscillation amplitude is made, and as the tip 
approaches the sample this amplitude decreases. The 
feedback electronics keep the tip positioned via piezo- 
electric actuators so that the amplitude remains at some 
intermediate value between its free-oscillation value and 
zero. By recording the adjustment necessary to maintain a 
constant tip-sample distance, it is possible to map the 
topographic features of the sample. This topographic detail 
can then be correlated to the optical information for a 
better understanding of the phenomena being observed. 

The earliest method of shear-force tipsample distance 
control was optical feedback. In an optical feedback 
system, a laser beam is focused on the oscillating fiber near 
the tip. The diffraction pattern "shadow" of the tip falls on 
an edge-masked detector. The signal from this detector 
serves as a measurement of the tip oscillation amplitude, 
and thus provides a shear-force feedback signal. 

In recent years, optical feedback has been largely 
superseded by tuning-fork feedback.[12' In the tuning-fork 
method for distance regulation, the optical fiber or wire, 

- 2 - 1 0 1 2 
Distance from aperture center, in aperture units 

Fig. 5 Line cuts showing distance dependence of near-field 
enhancement. The line at O.la is a cut through the center 
of Fig. 2; the others show how that enhancement changes 
with distance. 
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with the subwavelength aperture or tip at the end, is glued 
to the side of a small quartz tuning fork. The forkhip 
assembly is shaken at or near its resonance, and the 
piezoelectric tuning fork provides an electric signal 
proportional to the amplitude of oscillation of the tip. 
The tuning-fork method offers considerable advantages 
over the optical feedback method. It eliminates the dif- 
ficulty of aligning and focusing the feedback laser with 
the fiber and edge mask. With optical feedback, any drift 
in feedback laser power or alignment of the feedback 
optics can be misinterpreted as a change in feedback level, 
causing problems in low-light experiments requiring long 
integration times. Tuning-fork feedback provides a feed- 
back signal that is much more stable on long scans. 
Finally, tuning-fork feedback does not require a second 
laser beam, thus eliminating one more source of noise in 
spectroscopic or fluorescence applications. 

RAMAN SPECTROSCOPY 

Raman spectroscopy, discovered in 1928 by Chandrase- 
khara Venkata Raman, is the spectroscopy of vibrational 
transitions measured by the inelastic scattering of light. 
The energy of vibrational levels typically corresponds to 
wave numbers of lo2 to lo4 c m  ', compared with the lo4 
to lo6 c m '  of valence electron transitions seen with 
visible and UV spectroscopy. The light wavelength 
required for absorption spectroscopy in this energy range 
is in the infrared to far-infrared range. This range of 
wavelengths is inconvenient to work with: appropriate 
optical materials for this entire range of wavelengths are 
scarce or nonexistent, requiring different gratings and 
detectors for different portions of the region, entirely 
reflective optics, and relatively large sample volumes. By 
measuring these transitions with inelastic scattering, it is 
possible to cover the entire vibrational spectrum with a 
single recording using easily managed visible light. In 
addition, the selection rules for IR spectroscopy and for 
Raman spectroscopy are markedly different. Some vibra- 
tions are strongly IR active but weak or nonexistent in 
Raman; others are strongly Raman active but weak in IR. 
The two tools should be regarded as complementary: For a 
complete understanding of the vibrational levels of the 
material, it is often necessary to study both IR and 
Raman spectra. 

Raman spectroscopy has advantages over IR spectros- 
copy. The primary advantage is the ability to do the 
spectroscopy with visible light. The benefits of using con- 
ventional optics, readily available light sources, and 
visible-light alignment are not to be underestimated. 
Another advantage is the ability to work with small sam- 
ple volumes. Micro-Raman systems typically can work 

with a sample region of about 1-pm diameter on a surface, 
whereas IR spectroscopy, as an absorptive phenomenon, 
requires a larger volume of material to have a significant 
effect. Water is a strong absorber of IR light, so it is dif- 
ficult to do IR spectroscopy of compounds in aqueous 
solution, but water is a weak Raman scatterer, making it 
ideal for the study of biological materials in solution. 

In the classical one-dimensional derivation of the 
Raman effect,'13' the polarization P of the material 
depends on the polarizability cr of the material and on 
the incident electric field E, which is provided by the 
incident light at frequency v,: 

The electric field magnitude E, is presumed to be constant 
over the dimensions of the oscillation. This is an excellent 
approximation for visible light in the far field. Charges in 
the material may oscillate at some frequency v, about 
their equilibrium positions: 

This oscillation may induce a change in the polarizability 
of the material, which can be approximated by a Taylor 
expansion of a: 

Combining these and simplifying gives, to first order in q: 

The first of these terms is the Rayleigh scattering, which is 
unshifted in frequency. The second is the Raman scatter- 
ing, at the characteristic Stokes (-) and anti-Stokes (+) 
frequencies. The existence of Raman-scattered light 
depends on the Raman activity, daldq: if there is no 
change in the polarizability for a given vibrational tran- 
sition, daldq = 0 and the transition is not Raman active. 

In three dimensions, the equations become tensorial, 
but other than that the derivation is essentially unchanged. 
Change in the polarizability tensor a,  which is symmetric 
for conventional Raman scattering, still determines the 
activity, but now the vibration is Raman active if any one 
of the polarizability tensor components is changed during 
the vibration. Additionally, the three-dimensional form of 
the derivation brings to light the polarization dependence 
of the Raman activity. It is possible, in crystalline 
materials, e.g., to have normal modes of vibration that 
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are excited only by certain polarization states of the 
incident light. This is a great advantage in solid-state 
studies, because it allows investigation of anisotropic 
bonds for a more complete understanding of the material. 

The primary experimental difficulty with Raman spec- 
troscopy is signal-to-noise ratio. The quantum efficiency 
of Raman spectroscopy is typically on the order of lo-? 
for every million photons that strike the sample, one might 
be Raman shifted. This low signal level is exacerbated 
by the close proximity, spectrally, of the Rayleigh-scat- 
tered light. The spectrometer must be designed to min- 
imize internal scattering of this unshifted light, as even 
slight scattering will overwhelm the small Raman signal. 
A double spectrometer has long been the accepted mini- 
mum for Raman work, and triple spectrometers are not 
unusual. These cut the amount of light that reaches the 
detector, but they cut the amount of scattered light that 
reaches the detector even more. In recent years, the de- 
velopment of holographic notch filters has allowed re- 
searchers to block the unshifted light before it reaches the 
spectrometer. [I4-'" This allows use of single spectrome- 
ters and lessens the signal losses associated with double 

and triple spectrometers. Use of a holographic notch filter 
and single spectrometer also allows one to collect the final 
signal with a charge-coupled device (CCD). This permits 
collection of an entire spectrum at once, rather than one 
point at a time, which is a great advantage when-as in 
NSRM-long integration times are necessary. 

NEAR-FIELD RAMAN SPECTROSCOPY 

The primary difficulty with Raman spectroscopy is also 
the primary weakness of near-field scanning optical mi- 
croscopy: low signal levels. The amount of light that can 
be sent through a subwavelength probe aperture is 
severely limited by the shape and material of the probe."71 
The combination of this low excitation power and the low 
cross section for Raman scattering necessitates long 
integration times. In order to image the sample, this long 
integration time must be applied at each point in the scan. 

The first NSOM image successfully taken on a Raman 
line was achieved in 1995.~'" The image, a 4+m2 square 
area on a sample of Rb-doped potassium titanyl phosphate 

position [nm] position [nm] 

Fig. 6 Raman image of carbon nanotubes (a) together with simultaneously acquired topography (b). Line scans (c) and (d) are taken 
along the dotted lines in (a) and (b). and have vertical scales of kctslsec and nm, respectively. (Courtesy of Achim Hartschuh, 
Physikalische Chemie, Universitat Siegen.) 
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(KTP), used the difference in Raman spectra between the 
pure and the doped regions as a contrast mechanism. It 
used a tapered fiber probe, had a resolution of approxi- 
mately 250 nm, and took over 10 hr to complete. 

Apertureless probes offer much higher illumination 
power, and may offer greater near-field enhancement as 
well." The resolution of an NSOM image is dependent on 
the size of the probe, so the smaller tip size for an 
apertureless probe also offers a resolution advantage. The 
highest-resolution NSRM images published to date, with 
spatial resolution of less than 25 nm, have been produced 
using silver apertureless probes['91 (Fig. 6). The data rep- 
resented by Fig. 6 took approximately 40 min to collect. 

The significant decrease in the time it takes to obtain an 
NSRM image with apertureless probes has resulted in 
their almost universal adoption. It has also sparked a surge 
in research applications. Recent uses of NSRM include 
measurement of residual stress in a damaged silicon 
wafer,[201 imaging of organic  molecule^,'^'^ and measure- 
ment of variation in Raman spectra along single-walled 
nanotube~[ '~] as well as many others. 

Differences Between NSRM 
and Micro-Raman 

It is tempting to view NSOM-Raman spectroscopy as 
merely the next resolution increase in a well-understood 
chain of improvements. Micro-Raman spectroscopy in- 
creased the spatial resolution of Raman studies far beyond 
that of ordinary Raman and on a superficial 
level, NSOM-Raman is seen as the next step in resolution 
enhancement. This is not entirely the case: there are 
aspects of NSRM that are fundamentally different from 
micro-Raman. 

The differences between NSRM and other Raman 
spectroscopies originate with the nature of light in the near 
field. As discussed above, the electric field components 
near an NSOM tip are not uniform in either space or 
polarization. For an apertured tip, with x-polarized in- 
cident light, the transmitted light has x, y, and z com- 
ponents. With apertureless tips, there is a similarly 
strong enhancement of the polarization component along 
the tip axis. The total intensity of the radiation varies 
strongly with distance from the tip. This variation is due to 
the presence, in the near field, of evanescent (nonpropa- 
gating) modes, which exist for each of the three 
polarization states. 

"The magnitude of the enhancement is inversely related to the radius of 
curvature of the probe. Apertureless probes are typically much sharper 
than tapered fiber probes, although the geometry of the two is different 
enough that a direct comparison is difficult. 

The first of the effects in near-field Raman spectros- 
copy is due to the overall enhancement of the light 
intensity near the probe aperture. This enhancement does 
not extend to the far field, and thus does not contribute to 
measurements of the total radiation emitted from the 
probe. Because this total intensity near the probe tip 
includes the evanescent modes, which do not contribute to 
any far-field intensity measurements, there is actually 
more light available for Raman excitation in the near field 
than one would expect. This effect has proven useful in 
measuring the Raman spectra of extremely thin films: in 
the far field, there is no observed Raman signal from the 
film, but when a tip is in the near field there is a strong 
signal from the film.'231 The same effect may be useful for 
measurements of surface states on solids. 

The z polarization component of the light near the 
probe also leads to unusual near-field Raman effects.[241 
In conventional Raman spectroscopy, vibrational modes 
with x or y components are excited by the incident light, 
which is necessarily polarized in the xy plane. Modes with 
purely z components require an electric field in the z 
direction for excitation. In liquid- or gas-phase Raman 
work, this is not a limitation, likewise in amorphous ma- 
terials or polycrystalline materials with domain size less 
than the minimum spot size. In single-crystal work, the z 
modes are usually measured by reorienting the crystal so 
that the incident light has a polarization component along 
the desired axis. In near-field Raman, there is a z com- 
ponent of the field that provides excitation of these modes 
without reorientation of the crystal. This effect can be 
effectively "turned o f f '  by moving the tip out of the near 
field. Comparison of near-field and far-field spectra 
allows the researcher to determine the polarization de- 
pendence of the material. 

The third of the effects possible in NSRM is due to the 
strong gradient in the near-field electric fields.[251 In the 
standard derivation of the Raman effect (Eqs. 1-4) it is 
assumed that the electric field magnitude remains constant 
over the entire extent of the oscillation. For conventional 
Raman techniques, this is true. Even for confocal Rarnan 
spectroscopy, this is an excellent approximation; the in- 
tensity of the traveling wave is not going to change 
measurably over molecular distances. With NSRM, how- 
ever, the approximation no longer holds. The traveling- 
wave component of the transmitted radiation is only part 
of the oscillating field present in NSOM: the evanescent 
modes also contribute to the total electric field and to the 
Raman excitation. 

The effect of the field gradient can be explored by 
taking a Taylor expansion of the electric field. 
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Inserting that expansion in place of Eo in the derivation 
given in Eqs. 1-4 gives: 

The first two terms of Eq. 6 are the same as before. 
The third describes a scattering with the same Stokes 
and anti-Stokes frequency shifts as the Raman lines, 
but no dependence on the Raman activity dcrldq. 
Instead, this scattering term is dependent on the field 
gradient and the polarizability. Selection rules for this 
term depend on the characteristics of a, and so would 
have activity similar to IR absorption spectroscopy. 
The net result would be the observation of transitions 
that are normally seen in IR absorption spectroscopy 
but are not Raman active. 

The effect of a strong electric field gradient on Raman 
spectra has been discussed previously as a mechanism for 
some of the observed spectral lines in surface-enhanced 
Raman spectroscopy (sERs).'~~' Because there is no 
good, controllable method of regulating distance or field 
gradient in SERS, NFRS offers the first opportunity to test 
the distance dependence of this effect. The effect was also 
predicted as an effect in the Raman spectra of micro- 
particles suspended in laser traps.[271 This prediction was 
tested at the time, but for the gradients available in that 
experimental configuration the strength of the effect was 
calculated to be four orders of magnitude lower than the 
Raman effect and no lines were observed. There has been 
at least one possible sighting of this field-gradient effect in 
N F R S ' ~ ~ ]  although some other researchers who have 
looked for it have not seen it.'I9' 

CONCLUSION 

Near-field Raman spectroscopy allows researchers to 
make measurements of chemical bonds and vibrational 
transitions with spatial resolution unavailable via con- 
ventional optical methods. These high-resolution spec- 
troscopic data come with corresponding topographic 
information, allowing better understanding of how 
nanoscale features affect the nanoscale spectroscopic 

data. The enhancement region near the tip falls off very 
rapidly, so NSRM can be used for Raman measure- 
ments of thin films and surface effects that would other- 
wise be either too small to observe or washed out by the 
bulk signal. 

The primary difficulties in NSRM are low signal level 
and correspondingly long integration times. The develop- 
ment and use of apertureless tips has greatly increased the 
signal strength available, decreased the time required for 
image collection, and increased the resolution as well. 
These improvements have brought NSRM to the point 
where it is possible to obtain detailed high-resolution 
images, with separate topographic and Raman data, in well 
under an hour. 

NSRM is not simply the next resolution step beyond 
micro-Raman. The presence of the metallic probe near 
the sample causes changes in intensity and polarization 
of the incident light, resulting in effects similar to sur- 
face-enhanced Raman spectroscopy. It is also possible, 
although not yet entirely certain, that the strong field 
gradients created by the tip may make visible some lines 
that are not normally Raman active. 
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Near-Field Raman Spectroscopy: Enhancing Spatial 
Resolution Using Metallic Tips 
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INTRODUCTION 

Optical microscopy is a well-established technology of 
microanalysis for material science, biology, pathological 
diagnostics, industry, and so on. However, the smallest ana- 
lyzing dimension of the sample resolvable with a conven- 
tional optical microscope is a half wavelength of light or 
several hundreds of nanometers in visible region because of 
the nature of the light wave. This is a so-called diffraction 
limit of light, which is not small enough to observe the 
structures of interest in the current advanced sciences and 
technologies, including protein molecules, quantum nano- 
devices, and self-assembled molecules. Near-field optical 
microscopy is a tool to overcome the barrier of wavelength 
by confining photons in nanoscale volume. 

A combination of the state-of-the-art near-field tech- 
nology with the conventional optical measurements en- 
ables us to explore the nanoworld with visible light.['921 
Especially, near-field Raman spectroscopy makes it 
possible to assign molecules, to analyze chemical behav- 
ior of molecules, and to observe molecular dynamics at 
nanometric or molecular scale.["41 Lasers and detectors of 
visible region are available in Raman spectroscopy, and 
quenching phenomenon'51 and photobleaching could be 
avoided; hence near-field Raman spectroscopy is suitable 
for molecular sensing with a nanometric spatial resolu- 
tion. Because the cross section of Raman scattering is 
much smaller than fluorescence and infrared absorption 
cross section, it is necessary to enhance Raman cross 
section for its accurate measurement. This can be per- 
formed by using a metallic tip that also works as one of a 
near-field probe for detection. In this article, we present 
how the metallic tip works as a near-field probe at first 
and then show the current progress in near-field Raman 
spectroscopy using a metallic tip. 

LOCAL FIELD ENHANCEMENT 
AT A METALLIC TIP 

A small metallic structure with size smaller than the 
probing wavelength scatters light field and enhances the 
electric field intensely because of the strong interaction 

between the light field and the metal structure when the 
light is incident on such a structure. The reason for such an 
enhancement of the light field is that collective oscillation 
of free electrons in the metal resonates with the light field. 
This phenomenon is known as localized surface plasmon 
polaritons (SPPs). The electric field, which is coupled 
with the localized SPPs at the metallic structure, com- 
prises evanescent field. Because the evanescent field is 
localized around the structure, the superresolving capa- 
bility is attained by detecting the field for observation, 
measurement, and so on. Such a scheme of near-field 
scanning optical microscopy (NSOM) with a metallic 
probe of which the tip enhances electric field locally and 
strongly was first proposed in 1994.'~' The NSOM is 
called as an apertureless NSOM,'~.~] and the resolution is 
determined by the radius of the tip. 

An apex of a metallic probe, such as a tip of a scanning 
tunneling microscopy (STM), works as a scatterer for 
enhancing electric field locally.[91 Fig. l a  shows intensity 
distribution of the light field scattered at the tip that is 
obtained using a numerical analysis."] Fig. lb  shows a 
schematic model for calculation. In this model, it is 
considered that a silver metallic tip with radius 20 nm is 
placed in contact on a glass substrate (refractive index: 
1 S). The silver tip is illuminated with plane wave travel- 
ing in the substrate. Wavelength of the incident field is 
488 nm, and its polarization is TM mode (i.e., p- 
polarization). Incident angle is 45". Evanescent field is 
generated over surface of the glass substrate because the 
incident angle meets the condition of total internal 
reflection. Finite-difference time-domain (FDTD) method 
was used in the cal~ulat ion.[ '~~"~ Localized and enhanced 
field spot is observed in the proximity of the tip apex 
of Fig. la. The size of the small spot is around 30 nm, 
while approximately corresponds to the radius of the tip. 
Maximum intensity of the small spot was calculated to be 
80 times as large as intensity of the incident field. 
Considering the tip to be a glass probe having the same tip 
radius of 20 nm, enhancement factor of the glass tip was 
calculated to be 7 when illuminating with TM mode. No 
enhancement of electric field was estimated at the metallic 
tip when TE mode (i.e., s-polarization) is used for illu- 
mination light in the calculation. These analyses show that 
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p-polarization incident angle=4!j0 

Fig. 1 Field enhancement effect induced by a metallic tip. (a) Intensity distribution of electric field locally enhanced at a silver probe 
tip calculated by the FDTD method. (b) Schematic of the calculation model for the analysis. (View this art in color ut wn*w.dekker.com.) 

strong enhancement of the localized field requires the 
use of a metallic tip and TM mode illumination in an 
apertureless probe, and that the small light field spot 
strongly enhanced at the tip is caused by excitation of the 
localized SPPs. 

NEAR-FIELD RAMAN SPECTROSCOPY 
AND MICROSCOPY 

Fig. 2 shows illustrations of (a) near-field excitation of 
Raman scattering and (b) conventional Raman micro- 
spectroscopy (far-field detection). For near-field Raman 
spectroscopy, a metallic tip is placed in the vicinity of the 
specimen and local electric field is generated at the tip 
apex. Raman scattering of molecules, which are just be- 
low the enhanced electric field at the metallic tip, is 
selectively enhanced and detected with a sufficiently high 
spatial resolution. 

focused 

Fig. 2 Schematic illustration of illumination for (a) near- 
field Raman spectroscopy using a locally enhanced field, 
(b) conventional micro-Raman spectroscopy. 

An optical setup of near-field Raman microscopy is 
shown in Fig. 3.L3349123'31 An expanded and collimated 
light field from a laser enters into the epi-illumination 
inverted microscope. A circular mask is inserted in the 
optical path of the illumination light and located at the 
conjugate plane of the pupil of the objective lens with 
numerical aperture (NA) equal to 1.4. Because the mask 
rejects part of the beam corresponding to focusing angles 
that are less than NA= 1.0, the transmitted light forms a 
focused spot that produces an evanescent field on the 
sample ~urface.' '~' As the metallic tip approaches to the 
focused spot, a locally enhanced electric field is observed 
to be generated at the tip apex. Fig. 4 shows CCD images 
of the scattering of the evanescent field at the metallic tip 
that were observed from the side of the tip. In Fig. 4a, the 
tip is in contact with the sample surface placed on the 
focused spot, which corresponds to Fig. 2a. Strong 

w t a l l i z e d  cantilever 
PZT scanner 

mon~tor 

Polychromator 
+ Liquid N2 cooled 

CCD camera 

Fig. 3 Optical setup of near-field Raman spectroscopy using a 
metallic tip. (View this art in color at www.tlekker.com.) 
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Fig. 4 (a) Photograph of a metallized cantilever tip shining in the focused evanescent field. (b) Photograph of a metallized tip which is 
retracted 500 nm from the sample. 

Rayleigh scattering of the evanescent field at the tip apex 
is seen in the figure. In Fig. 4a and 4b, the tip is 0 and 500 
nm away from the sample surface, respectively. No 
scattering of the evanescent field is observed because the 
tip is out of the skin depth of the evanescent field, while 
only very weak Rayleigh scattering light at the focused 
spot is observed because of the sample roughness. The 
electric field enhanced locally at the tip is scattered 
inelastically by Raman active molecules, which corre- 
sponds to near-field Raman scattering. Raman scattering 
is collected by the same objective lens and is directed to 
the spectrophotometer (focal length=300 mm, 1200 lines/ 
mm) that is equipped with a liquid-nitrogen-cooled CCD 
camera (1340 x 400 channels) for Raman spectra mea- 
surement and with an avalanche photodiode (APD) for 
Raman imaging. The APD is located after the exit slit of 
the spectrophotometer so that a specific Stokes-shifted 
line can be detected. Excitation light or Rayleigh 
scattering is sufficiently rejected by a notch filter. The 
metallic tip is a silicon cantilever that is coated with a 40- 
nm-thick silver film by a thermal evaporation process. 
The evaporation is performed at a relatively slow rate of 

0.3 A per second to avoid undesirable bending of the 
silicon lever. Fig. 5 shows a scanning electron micrograph 
of a metallized tip. Diameter of the silver-coated tip apex 
is around 40 nm. The distance between the sample and the 
cantilever is regulated in contact-mode AFM operation, 
and the sample is scanned with piezoelectric transducers 
(PZT) in the X-Y plane. Near-field Raman images are 
reconstructed by detecting near-field Rarnan signal at a 
specific Stokes-shifted line with the APD while scanning 
the PZT stage on the sample. 

Raman spectra of Rhodamine 6G obtained with the 
near-field Raman microscope are shown in Fig. 6. 
Spectrum (a) is obtained with a silver-coated cantilever, 
and spectrum (b) is obtained without it. Intensity of spec- 
trum (a) is higher than that of (b) because of the local field 
enhancement at the silver tip. Several Stokes-shifted 
Raman lines are observed in the spectrum. Acquisition 
time of the spectrum was 5 sec, and no accumulation was 
performed. The sample was made by casting the solution 
of Rhodamine 6G (6.0 x lop4  wt) onto the 8-nm silver 
island-coated coverslip and depositing Rhodamine 6G 
because of evaporation of the solution. Raman scattering 

Fig. 5 Scanning electron microscopy images of the metallized cantilever tip. (a) Whole image of the tip. (b) Expanded image of the 
apex. (View this art in color at  www.dekker.com.) 



2698 Near-Field Raman Spectroscopy: Enhancing Spatial Resolution Using Metallic Tips 

Fig. 6 Raman spectra of Rhodamine 6G. (a) Spectrum 
obtained with locally enhanced field. (b) Spectrum of conven- 
tional micro-Raman measurement. 

is hence doubly enhanced because of surface-enhanced 
Raman scattering (SERS) both with the metallized tip and 
silver island film coated on substrate. 

The Raman spectrum of Fig. 6a includes not only near- 
field component, but also far-field component. Near-field 
spectrum is obtained by subtracting the far-field spectrum 
of Fig. 6b obtained without the tip from the spectrum 
shown in Fig. 6a. Fig. 7 shows the result of subtraction or 
a near-field Raman spectrum of Rhodamine 6G. Each of 
Stokes-shifted peaks can be assigned to vibrational mode, 
such as peaks at 1359, 1503, 1570, and 1647 cm-' which 
correspond to the aromatic C-C stretching vibrational 
modes, a peak at 1269 cm-' which corresponds to the 
asymmetric vibrational mode of C-0-C bonding, a peak at 
1 120 cm- ' which corresponds to the in-plane bending 
mode of C-H bonding, and a peak at 766 cm- ' which 
corresponds to the out-of-plane bending mode of C-H 
bonding. Assignment of all Stokes-shifted peaks observed 
in Fig. 7 is shown in Table 1. When a silicon cantilever was 
used for near-field Raman detection, no enhancement is 
observed.[41 

Fig. 7 Near-field Raman spectrum of Rhodamine 6G obtained 
by subtracting the spectrum of Fig. 6b from that of Fig. 6a. 

Table 1 Assignment of Rhodamine 6G molecules 

Stokes shift (cm- ') Assignment 

1 1647 arom C-C str 
2 1596 
3 1570 arom C-C str 
4 1532 
5 1 503 arom C-C str 
6 1359 arom C< str 
7 1308 
8 1269 C-0-C 
9 1185 
10 1120 C-H ip bend 
11 1084 
12 919 
13 766 C-H op bend 
14 608 C-C-C ip bend 

arom: aromatic; bend: bending; str: stretching; ip: in-plane; op: out- 
of-plane. 

Fig. 8 shows the Raman spectra of crystal violet 
molecules. Spectra (a) and (b) have been obtained with 
and without the metallic tip, respectively. The peaks at 
1383, 1537, 1586, and 1617 cm- ' are assigned to the C-C 

Fig. 8 Raman spectra of crystal violet. (a) Spectrum obtained 
with locally enhanced field. (b) Spectrum of conventional micro- 
Raman measurement. (c) Near-field Raman spectrum of crystal 
violet obtained by subtracting the spectrum of (b) from that 
of (a). 
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Table 2 Assignment of crystal violet molecules 

Stokes shift (cm- I )  Assignment 

1 1617 arom C-C str 
2 1586 arom C-C str 
3 1537 arom C-C str 
4 1475 arom C-C str 
5 1440 arom C-C str 
6 1383 arom C-C str 
7 1363 N-phenyl 
8 1290 
9 121 1 
10 1173 C-H ip bend 
11 1115 
12 980 
13 937 
14 908 C-H op bend 
15 798 C-H op bend 
16 757 
17 724 
18 557 
19 520 
20 435 
21 414 C-C-C op bend 
22 332 Ph-C-Ph 
- -- 

arom: aromatic; bend: bending; str: stretching; ip: in-plane; op: out- 
of-plane. 

stretching vibrational mode of the aromatic ring; the peak 
at 1363 c m '  is assigned to the N-phenyl vibrational 
mode; the peak at 1172 c m  ' is assigned to the C-H in- 
plane bending vibrational mode; the peaks at 908 and 
798 cm - ' are assigned to the C-H out-of-plane bending 
vibrational mode; the peak at 414 cm- ' is assigned to the 
C-C-C out-of-plane bending vibrational mode; and the 
peak at 332 c m '  is assigned to the phenyl-C-phenyl 
vibrational mode. These peaks are in good agreement with 
the results of other The peak at 2050 cm- ' 
is a ghost line, which arises from the laser diode that was 
used as feedback in AFM operation. The exposure time of 
the liquid-nitrogen-cooled CCD camera was lsec with 
230-pW laser power at the entrance of the inverted 
microscope. Fig. 8c shows near-field Raman spectrum of 
crystal violet which is obtained by subtracting the 
spectrum of Fig. 8b from that of Fig. 8a. Assignment 
of all Stokes-shifted peaks observed in Fig. 8 is shown in 
Table 2. 

NEAR-FIELD RAMAN IMAGING 

Molecular identification at nanometric scale is possible in 
two dimensions by detecting near-field Raman signal at a 
specific Stokes line with a monochromator and a point 
detector while scanning the sample laterally. A metallic 

tip reduces measurement time for Raman imaging dras- 
tically because of the amplification of near-field Raman 
scattering with locally enhanced field. Consequently, 
spatial distribution of molecules can be imaged at na- 
nometric scale during reasonable acquisition time."31 
Near-field Raman imaging enables us to attain direct and 
sensitive observation of many kinds of' molecules and 
their local distributions as well as biological cells without 
labeling with dye. 

In this section, we show such an example of molecular 
imaging. Mixed aggregates of Rhodamine 6G and crystal 
violet molecules are used as samples for near-field 
Raman imaging. The sample is prepared by casting ethanol 

Fig. 9 Near-field Raman images obtained at (a) 607 cm-'; 
C-C-C in-plane bending mode of Rhodamine 6G and (b) 908 
cm-'; C-H out-of-plane bending mode of crystal violet; 
(c) the corresponding topographic image of the scanned area. It 
took 10 min to obtain one image where 1 x 1 pm scanning area 
consisted of 64 x 64 pixels. 
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Rhodamine 6G 

Crystal Violet 4 I 

Fig. 10 Typical Raman spectra of the aggregated sample used 
in Fig. 9, (a) with and (b) without a metallic tip. Stokes-shifted- 
lines of Rhodamine 6G and crystal violet are observed. Arrows 
indicate the Stokes-shifted-lines used for near-field Raman 
imaging in Fig. 9. 

solution of Rhodamine 6G and crystal violet on a coverslip 
coated with an 8-nm-thick silver film and drying the solu- 
tion. The distribution of molecules for both samples is 
fairly inhomogeneous and is set to have a 1-nm average 
thickness of the layer of molecules. 

Fig. 9a-c shows near-field Raman images from 
the same area of the sample, where the concentrations 
of Rhodamine 6G and crystal violet are 1.25 x 10- and 
1.25 x lo-* wt.%, respectively. These concentrations 
resulted in a comparable Raman scattering intensity from 
Rhodamine 6G and crystal violet because Rhodamine 6G 
yields higher scattering cross section than that of crystal 
violet molecules. Fig. 9a shows an image corresponding 
to the peak at 607 cm-I, which comes from the Stokes- 
shifted C-C-C in-plane bending vibrational mode of 
Rhodamine 6G. Fig. 9b is obtained at 908 c m  ' of which 

peak corresponds to the Stokes-shifted line of the C-H 
out-of-plane bending vibrational mode of crystal violet. 
Fig. 9c shows a corresponding topographic image obtained 
simultaneously with Fig. 9a in AFM operation. The 
dimension of all the images comprising 64 x 64 pixels 
was 1 x 1 pm. The scanning rate used for each line was 
0.1 Hz. At this rate, a single image can be achieved in only 
10 min. Fig. 10 shows the Raman spectra of the mixed 
sample, which exhibits the Stokes-shifted lines of both 
Rhodamine 6G and crystal violet molecules. The arrows 
depicted in Fig. 10 point to the Stokes-shifted lines used 
for the near-field Raman imaging in Fig. 9. We can 
selectively obtain the distributions of each vibrational 
mode that we cannot distinguish in the topographic image. 
The distributions of each vibrational mode are quite 
different and show complicated structures corresponding 
to the inhomogeneous distributions of both molecules. 
According to Fig. 9a, Rhodamine 6G molecules are mainly 
localized at the lower right position of the figure; on the 
other hand, Fig. 9b shows that crystal violet molecules are 
randomly dispersed in the scanned area. In Fig. 9c, the 
island structures of the silver film are observed in the 
topographic image because the average thickness of the 
aggregated molecular layer is estimated to be 1 nm which 
is much thinner than the silver film (average thickness: 
8 nm). Accordingly, the distributions of both molecules 
are not clearly seen in the topographic image that reflects 
the pancake structure of the silver grains (30-50 nm in 
diameter and 8 nm in thickness). Note that without a 
metallic tip (far-field detection), we could not obtain such 
high-resolution images because the far-field signal is 
averaged out within the focused spot [Fig. 2b]. Fig. 9 
shows that the near-field Raman images attain the 
molecular vibrational distributions with a high sensitivity, 
even if the thickness of the molecular layer is 1 nm. In the 
experiment, organic dye molecules adsorbed on silver 
films were used. While the silver films are required for dye 

Fig. 11 Near-field Raman spectra mapping at several positions. (View this art in color at www.dekkur.com.) 
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molecules to quench the strong fluorescence, near-field 
Raman spectroscopy and imaging by an apertureless 
metallic probe scanning optical microscope are applicable 
not only to organic, but also to inorganic sample even 
without the support of the silver films. Single molecule 
detection can be performed after optimizing the tip 
material, shape,['*' and illumination method['91 because 
the enhancement factor is very sensitive to the tip and the 
polarization of the light. 

SPECTRAL CHANGE OF NEAR-FIELD 
RAMAN SPECTRUM 

Because near-field Raman spectroscopy using a metal- 
lic tip realizes surface-enhanced Raman scattering singly 
on its apex, chemical enhancement of Raman scatter- 
ing can be expected besides physically electromag- 
netic enhancement as mentioned above. Fig. 11 shows a 
one-dimensional near-field image of the Rhodamine 6G 
distribution at spatial steps of 30 nm. At each position, 
the near-field Raman spectrum is detected. The spectra in 
Fig. 11 are all enhanced by the tip apex, while some of 
them, e.g., spectra -e, -f, and -g, exhibit remarkable 
features which are quite different from others or from far- 
field spectrum. The distinguishable near-field features in 
those spectra replotted in Fig. 12 are marked with capital 
alphabetic letters, and the numbers in different spectra 
correspond to the same assignments as in Fig. 7. Some 
peaks are slightly shifted and their relative intensities are 
quite different from those of the far-field spectrum. 
Furthermore, some additional peaks, which are not 
observed in the far-field, appear. 

For the aromatic C-C stretching vibrational mode, the 
peaks between 1350 and 1650 c m  ' are heavily modified. 
New shifted peaks, e.g., A: 1457 cm- ' in spectrum -e, G: 
1483 cm- ' in spectrum -f, appeared. For the C-H out-of- 
plane bending vibrational mode (number 13), peak inten- 
sities are constant throughout the scanning, while for the in- 
plane bending (number l l ) ,  weak peaks are strongly 
enhanced and slightly shifted (see, e.g., J: 11 12 cm- I). For 
the C-O-C bending vibrational mode, the new Stokes- 
shifted peaks appear and those are largely enhanced (see 
peaks, e.g., B: 1278 cm- I, H: 1286 c m  ', and M: 1275 
cm-I). Furthermore, other new peaks which have not 
been assigned yet also appear in the spectra (see, e.g., C: 
1054 cm-', D: 1027 cm-I, E: 946 c m - ' ,  F: 902 cm-I, 
K: 1040 ern-.', L: 705 cm-I, 0: 1057 cm-I, P: 1027 
c m ' ,  Q, 700 c m ' ,  and R: 425 cm- I). Some of the 
peaks can be identified as the same vibrational modes 
(e.g., C, K, and 0 ;  D and P; L and Q). While some of 
Stokes-shifted peaks are strongly enhanced, the fluores- 
cence intensity is constant throughout the positions. This 

Fig. 12 Some features in the near-field region can be seen and 
the remarkable near-field characteristic Raman spectra -e, -f, -g 
in Fig. 11 are plotted. For comparison, spectrum -a and -h are 
also shown. The numbers correspond to the same assignments as 
shown in Fig. 7 and remarkable features are pointed out by 
arrows with capital alphabets (A-R). (View this art in color at 
www.dekker.com. ') 

can be explained by the chemical mechanism of surface- 
enhanced Raman scattering because of the charge transfer 
excitation between molecules and metal.[20' 

CONCLUSION 

Application of near-field optics to Raman spectroscopy 
brings microanalysis of most of materials to their nano- 
identifications. For example, molecules can be assigned, 
observed, and detected directly at the nanometric or 
molecular scale by using this technique without the need 
for staining a specimen with a dye. Low cross section of 
Raman scattering is amplified to detectable lever by 
the locally enhanced field at a metallic tip. Near-field 
Raman signal is also enhanced by the chemical interac- 
tion between molecules and metallic tip. The nanoscale 
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chemical phenomenon has a potential for determination of 
molecular orientation. Raman spectroscopy coupled with 
locally enhanced electromagnetic field, which may con- 
tribute to nonlinear spectroscopy such as multiphoton 
processes, second harmonic generation, and coherent anti- 
Stokes Raman scattering, will be one of the main topics of 
microspectroscopic or nanospectroscopic research in the 
next decade. 
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Near-Field Scanning Optical Microscopy: 
Chemical Imaging 

Bogdan Dragnea 
Indiana University, Bloomington, Indiana, U.S.A. 

INTRODUCTION 

Chemical near-field microscopy is a promising optical 
technique, which transcends the diffraction limit of classi- 
cal optical microscopy while maintaining its spectroscopic 
capabilities and sharing the benefit of topographic contrast 
from proximal probe microscopies. Several techniques 
and sources of chemical contrast are discussed, from the 
time-resolved mapping of electric field-induced molecular 
reorientation in polymer films to the vibrational Raman 
spectrum of single-carbon nanotubes with 28 nm spatial 
resolution in the optical image. 

BEYOND THE DIFFRACTION LIMIT 

With the advent of scanning probe microscopies, the past 
20 years or so have witnessed an explosion of analytical 
tools to explore materials at a nanometer scale. Advances 
in the understanding of physical and chemical phenomena 
at these length scales are expected to have a strong impact 
on microbiology, materials science, and microelectronics. 
At present, modified viruses are explored as nanobeakers 
for controlled chemical reactions in confined environ- 
ments."' New materials having exotic optical and elec- 
tronic properties have been s y n t h e s i ~ e d . ' ~ , ~ '  Novel 
polymeric resists for sub-100 nm photolithography[41 and 
alternative schemes for electronic component integration 
are intensely explored.'51 As a general feature, systems 
representative of these domains often possess a complex 
hierarchical organization, which requires the ability to 
map chemical phenomena on a certain range of length 
scales.16' Such studies, more often than not, involve some 
type of direct imaging technique, which is nonintrusive, 
has chemical specificity, and has adequate space and 
time resolution. 

Vibrational spectroscopy, encompassing infrared (IR), 
near-IR, Raman, inelastic neutron scattering, electron en- 
ergy loss, and cavity ring-down spectroscopy, has exquis- 
ite chemical specificity. The positions and intensities of 
vibrational absorption bands can be used to confirm or 
identify the presence of a particular group, whereas spec- 
tral correlations can be used to access structural and 

environmental information on selected groups.r71 IR and 
Raman spectroscopies are particularly nonintrusive, re- 
quire a small amount of sample, and can be easily coupled 
with microscopy to provide for spatial r e s~ lu t ion . [~+~ '  The 
importance of these qualities is reflected in the available 
range of commercial Raman and Fourier transform 
infrared (FTIR) microscopes, and in the multitude of 
applications ranging from materials science to forensics 
and identification of cultural artifacts. For basic research 
applications (usually concerning molecular relaxation 
phenomena), pulsed lasers and fast detectors provide for 
temporal resolution down to a few femtoseconds. 

Classical microscopes achieve a maximum spatial res- 
olution of about 10-20 pm in mid-IR (for wavelengths 
between 2 and 10 pm), whereas Raman microscopes ap- 
proach the I-pm limit. The current spatial resolution 
limitation in mid-IR is because of the lack of suitable 
dielectrics to build aberration-corrected lenses.[lO' Even if 
perfect materials were available, there is still a funda- 
mental limitation of imaging instruments based on 
spherical lenses or mirrors. This fundamental spatial 
resolution limit is known as the Abbe diffraction limit.["] 
Following Abbe's explanation, every object behaves as a 
superposition of diffraction gratings. In any classical 
imaging instrument, the front lens is placed, for practical 
reasons, at least several wavelengths from the object from 
which the scattered light is collected. The smaller the 
details of the object are, the higher are the diffraction 
orders or spatial frequencies of the scattered light. Not all 
the spatial frequencies will make their way into the lens; 
there is a cutoff spatial frequency necessarily connected 
to the geometry of the collection optics. Moreover, the 
highest spatial frequencies decay exponentially along the 
object normal.['21 Thus the geometry of the lens and the 
distance to the sample limit the achievable spatial reso- 
lution at: Ax=Al(2nNA), where is the wavelength and 
NA is the numerical aperture of the lens. 

Many problems studied by vibrational microspectros- 
copy would gain from better spatial resolution. Some of 
these problems are reviewed later in the section "Appli- 
cations of Optical Near-Field Microscopy in Chemistry" 
of this entry. Although the Abbe resolution limit of 
classical microscopes continues to be pushed in small 
steps, especially for visible wavelengths, by using special 
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(a) Metal-coated 
glass cone (b) 

Fig. 1 Synge's proposal for an ultrahigh resolution optical 
microscope to overcome the diffraction limit. The subwave- 
length source of light may be (a) a microscopic aperture defined 
in a metal screen, at the tip of a sharp dielectric cone, and (b) 
a nanoparticle with large optical polarizability. The proximity 
of the probe to the surface is an essential element in near- 
field microscopy. 

geometries of illumination['31 or nonlinear optical 
 effect^,"^"^] two other conceptually different approaches 
currently hold the promise of a major breakthrough in 
ultramicroscopy. The first is the near-field approach, an 
idea credited to synge,[16] who proposed the use of a 
subwavelength source of light such as a tiny hole in a 
metal screen illuminated by bright light or a gold particle, 
scattering light from a location very close to the sample 
surface in a dark-field illumination configuration (Fig. 1). 
A key element of Synge's approach is the location of the 
light source very close to the sample surface. As a 
consequence of the probe proximity, sampling of the 
evanescent waves bound to the surface occurs. Because in 
modem instruments based on Synge's idea, the subwave- 
length light source is scanned across the sample surface by 
maintaining a constant gap between the surface and the 
probe to sequentially map the near-field optical interac- 
tion, such a microscope is called a near-field scanning 
optical microscope (NSOM or SNOM),['~] as opposed to 
far-field instruments, which deal with propagating waves 
only. The second approach is the negative refraction 
concept upon which pendry[18] built his idea of a super- 
lens. Such a lens may overcome the evanescent wave 
decay and therefore should focus light to considerably 
smaller areas than that allowed by the Abbe diffraction 
limit. Although numerous experimental realizations of 
Synge's proposal have broken the diffraction limit barrier 
by more than one order of magnitude, the more recent 
solution based on the Pendry superlens remains in the 
stage of theoretical concept. 

We are concerned here with those techniques and ap- 
plications of the NSOM principles that have been applied 
to chemical problems. A number of alternative nonoptical 
techniques, capable of nanoscale mapping with chemical 
specificity, will be also mentioned with the goal of sit- 
uating the near-field optical microspectroscopy within 
the broader context of chemical mapping methodologies. 

APERTURE, APERTURELESS, 
AND TIPLESS NSOM 

Three approaches have been used to date to generate near- 
field optical images with spatial resolution superior to the 
diffraction limit. The first approach, and the most often 
utilized at present, is the one based on a subwavelength 
optical aperture at the apex of a tapered transparent optical 
fiber, which has been metal-coated[191 (Fig. 1). The spatial 
resolution is limited by the size of the aperture and the 
electromagnetic skin depth of the metal coating. The sec- 
ond method is based on an apertureless sharp tip, usually 
metallic, which is acting as a scattering probe, converting 
surface sample-bound evanescent waves into propagating 
waves (Fig. 2). The spatial resolution attainable with this 
method is determined by the tip radius, rather than the 
electromagnetic skin depth of the metal.'201 The third 
proposal does not use a tip. The probe in this case can be a 
nanoparticle, which is manipulated by optical tweezers to 
scan the sample surface.[211 The theory of this microscope, 
including the excitation of particle eigenmodes, has been 
worked out by Lester et Tischer et al. have demon- 
strated a related nanoparticle-based technique that is able 
to provide topological three-dimensional (3-D) images of 
nanoscopic cavities accessible to the particle with 20-nm 
spatial resolution normal to the immersed surfaces and 
-200-nm lateral resolution. The accessible volumes are 
reconstructed from the histogram of thermal position 
fluctuations of the particle, hence the name of the tech- 
nique-3-D thermal noise imaging.[231 The 3-D thermal 
noise imaging has not been used yet in conjunction with 
near-field measurements. Palanker et al.[241 have used a 
localized nonequilibrium plasma concentration on a semi- 
conductor surface photoinduced by a tightly focused laser 
beam operating at visible wavelengths as a scanning local 
probe for near-field IR reflectivity measurements. 

incident 
light atomic force 

\ cantilever  ti^ 

' J , % * scattered 
light 

- 
.- 

0 to detector 

Fig. 2 Schematic of the optical probe region in an apertureless 
NSOM with grazing illumination. 
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Among the three near-field optical schemes, only 
the optical fiber NSOM and the apertureless NSOM 
have been applied to the spatial mapping of chemical 
properties. Nevertheless, the nanoparticle approach holds 
a special appeal because of intrinsic field enhancements 
at the particle surface,[251 which may provide for 3-D 
surface-enhanced Raman or IR microspectroscopy of 
fluid-immersed interfaces in the future.[261 Several com- 
prehensive reviews on the theory and applications of the 
optical fiber NSOM and the apertureless NSOM, espe- 
cially in the visible range of the spectrum, have been 
published to date.[27-301 Particularities and chemical ap- 
plications of the mid-IR NSOM have been reviewed by 
Dragnea and ~eone'"] and ~ e i l m a n . [ ~ ~ l  The far-IR and 
the microwave region have been covered by Rosner and 
van der ~ e i d e . [ ~ ~ ]  

Choosing an apertureless or a fiber optic aperture 
NSOM for chemical characterization depends on the type 
of application. The fiber-based instrument is closer to a 
scanning confocal microscope, which, instead of the 
NSOM aperture, would use the real image of a pinhole 
formed through a lens system. Therefore contrast 
formation is arguably more intuitive. An important 
advantage of the aperture scheme is negligible back- 
ground. For a perfect metal coating, the only light comes 
from the subwavelength aperture. As a consequence, 
sensitive detection schemes such as photon counting can 
be used. Bringing the light close to the sample through a 
fiber may represent a very important feature, which 
makes the aperture NSOM unique for certain applications 
dealing with samples immersed in an absorbing fluid. For 
example, Hong et a1.[341 have succeeded to image living 
cells in water using an IR near-field microscope. Such 
studies are not possible in far field or with an 
apertureless NSOM because of the strong attenuation of 
the incident beam caused by water absorption bands 
associated with H-0-H bending, which overlap with the 
protein amide bands at - 1650 cmp ' .  However, in 
aperture NSOM, because the gap between the fiber probe 
aperture and the cell membrane (sample surface) is of a 
few nanometers, most of the signal comes from absorp- 
tion by the cellular protein and not by the water layers 
between the probe and the sample surface. A disadvan- 
tage of the optical fiber approach is low transmission 
(10-~-10-~,  depending on the wavelength and on the 
fiber taper profile), combined with a limit on the incident 
light power dictated by the damage threshold of the metal 
coating (-- 10 mW for Al-coated fibers). The throughput 
problem is a challenge in particular at longer wave- 
lengths because the cutoff diameter for guided propaga- 
tion occurs earlier along the taper than for shorter 
wavelengths, and the light has to propagate evanescently 
over longer distances until it reaches the aperture. At IR 
wavelengths, one usually has to reach a compromise 

between spatial resolution, determined by the aperture 
diameter, and sensitivity. The fiber probe fabrication 
remains, at present, the main challenge and a key element 
for further improvements of the aperture NSOM, at least 
at IR wavelengths. 

The apertureless NSOM has four advantages on its 
side, with respect to the aperture NSOM. 1) The attainable 
optical resolution exceeds that of the aperture-based mi- 
croscopes. This is because of the fact that, for a suitable 
incident field polarization, field enhancement occurs in a 
very localized area of the size of the tip radius.[351 2) The 
problem of the strong attenuation in the fiber taper is 
alleviated in the apertureless scheme because the light is 
focused from the far field directly on the tip, without loss. 
This is why the apertureless NSOM has, until now, dom- 
inated microspectroscopy applications in the mid-IR and 
far-IR ranges, where the losses within the fiber taper are 
the largest. 3) The tip fabrication step can be avoided 
altogether because a large selection of commercial atomic 
force microscopy (AFM) tips is available. Apertureless 
tips are more robust and their fabrication is more repro- 
ducible than that of coated optical fiber tips. 4) The range 
of usable wavelengths is not limited, such as in the case 
of fiber-based NSOMs by material properties. The main 
disadvantage of the apertureless NSOM comes from 
strong scattered light in areas of the tip shaft, far from 
the sample, which creates a strong background for the 
detector. Furthermore, the background usually varies dur- 
ing scanning because of the z-motion of the tip in constant 
force scanning mode, hence the strong possibility of topo- 
graphic artifacts. Great care has to be taken to decouple 
the topographic artifacts, which often adds complexity to 
the experimental setup. However, several strategies have 
been found to eliminate this problem from apertureless 
NSOM images.[20,361 

Whether an apertureless or a fiber optic aperture NSOM 
is chosen, two issues have to be considered while inter- 
preting the data: one is the mechanism of contrast gen- 
eration; the other is scanning probe imaging artifacts.[371 
The electromagnetic field distribution around a nano- 
scopic object is extremely sensitive to both physical char- 
acteristics of the object and the illumination mode. A 
rigorous description of the interaction optical between the 
probe and the field close to the surface is necessary to 
properly describe the image formation. Numerous simu- 
lation schemes for numerically solving Maxwell's equa- 
tions have been used. The practical difference between 
these schemes lies in how the challenge of sharp corners 
and edges, much smaller than the wavelength, is han- 
dled.'381 Palanker et have provided an approximate 
phenomenological model for contrast formation in aper- 
ture IR-NSOM. The model relies on a photon tunneling 
picture in which the size of the barrier representing the 
tip/gap/surface system is determined experimentally 
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from tipsurface approach curves. The model correctly 
reproduces the observed differences between near-field 
and far-field IR absorption spectra obtained experi- 
mentally (Fig. 3). An analytical approximation for the 
scattered field in the apertureless case has been proposed 
by Hillenbrand et al.[361 

To avoid z-motion crosstalk in the optical images, the 
safest way is to turn off the force feedback on the z-piezo 
and scan at constant height. However, if constant gap 
scanning is required to be certain that the near-field op- 
tical images are not merely topographic artifacts, accord- 
ing Hecht et a ~ . , ' ~ ~ '  at least one of the following conditions 
should be satisfied: 

a) Near-field images and topographic images are uncor- 
related. This means that often the best way to use a 
near-field microscope is on samples that are flat, but 
have heterogeneities with strong optical contrast. 

b) When correlations between the topographic image 
and the optical image are apparent, they should be 
displaced by a constant amount. 

c) The spatial resolution of the optical image is different 
from that of the topographic image. 

APPLICATIONS OF OPTICAL NEAR-FIELD 
MICROSCOPY IN CHEMISTRY 

In a few NSOM applications, which take advantage of the 
presence of narrow absorption bands of the sample and 
tunable light sources, such as in the case of vibrational 
microspectroscopy or the fluorescence emission proper- 
ties of the sample, the near-field image contrast formation 
can be at least qualitatively understood in a more 
straightforward way than by numerically solving the 
Maxwell equations. A few examples from this category 
are described below. 

Fig. 3 (a) Differences between experimental infrared near-field 
(symbols) and far-field (dashed line) spectra. The continuous 
line represents a fit generated from a phenomenological model 
based on the photon tunneling picture. (b) Calculated spectra 
for tip diameters ranging from 0.3 to 1.5 pm. The amplitude 
of the near-field modulation is inversely proportional to the 
aperture diameter. (From Ref. [39], with permission) 

Fluorescence NSOM 

In fluorescence NSOM, the chemical contrast is achieved 
by measuring the local fluorescence spectroscopy of the 
sample. Because the fluorescence wavelengths of many 
organic materials lie in the visible range, this method has 
been extensively applied to organic materials. The visible 
wavelength range has the benefit of sensitive detectors, 
optimized optics, and powerful and relatively low-cost 
laser sources. These features, plus the fact that the strong 
excitation background can be easily filtered out, made 
fluorescence NSOM reach single-molecule sensitivity at 
room temperature.[401 Fluorescence NSOM has been used 
to directly identify molecular aggregations in amorphous 
conjugated polymer films of approximately 100 nm, 
which were detrimental to the photoluminescent and 
electronic properties of the film.[411 Such studies have 
clearly shown that the NSOM technique can contribute to 
a better understanding of the technologically important 
thin organic films. Barbara et a1.[421 have reviewed the 
characterization of complex organic thin film materials by 
time-resolved and wavelength-resolved near-field micro- 
spectroscopy. In organic materials for electronic devices, 
the device fabrication processes induce morphological 
changes at length scales for which NSOM became the 
method of choice. More recently, fluorescence NSOM 
investigations have proven instrumental in the direct 
observation of the influence of device operating condi- 
tions on local organic material morphology.[431 Fig. 4 is 
an illustration of how the dynamics of field-induced lo- 
cal reorientation of polymer-dispersed liquid crystal films 
can be measured using fluorescence NSOM. 
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Time (ms) 

Fig. 4 Measuring the local field-induced reorientation in 
molecular films. A sinusoidal electric bias is applied between 
the A1 coating of the fiber probe and the transparent support 
electrode on which a polymer-dispersed liquid crystal film is 
deposited. Frame (a) represents the shear-force topographic 
image acquired simultaneously with near-field optical images 
(b-d). Frames represent the modulated optical signal as a 
function of the applied voltage. (d) A map of the phase lag of 
the optical modulation signal with respect to the applied bias. 
Frames (e) and (f) represent time-dependent variations in the 
transmitted optical signal from central and edge probe loca- 
tions. The relaxation rate is faster in the edge region. (From 
Ref. [42].) 

Raman Near-Field Microscopy 

When chemical identification is required, few methods 
can be as specific as vibrational spectroscopy. In vi- 

brational Raman spectroscopy, the chemical contrast 
comes from a nonlinear effect: the molecule polarizability 
is modulated, depending on the molecular symmetry, by 
vibrational interactions. Because of its nonlinear origin, 
the Raman scattering has a much smaller molecular cross 
section ( 1 0 - ~ ' - 1 0 - ~ ~  cm2) when compared with typical 
IR absorption cross sections (10- " -10 l6  cm2). Howev- 
er, when a molecule is placed in close vicinity to a rough 
metal surface, the Raman scattering may be enhanced 
by an average factor of lo6. The surface enhancement 
is thought to be of both chemical and electromagnetic 
origin; however, the separation of contributions from 
these two effects continues to be elusive.[251 An additional 
enhancement for surface-enhanced Raman scattering 
(SERS) of approximately lo5 occurs when there is reso- 
nance between the pump wavelength and a molecular 
electronic transition. Even when combining these en- 
hancements, the resulting cross section seems to be too 
small to be used to generate aperture NSOM contrast, if 
one takes into consideration the limit imposed by fiber 
damage threshold on the pump power, 10 mW. How- 
ever, Emory and and Kneipp et a1.[451 showed that 
the aforementioned enhancements represent only ensem- 
ble-averaged values, and that selected silver colloidal 
particles may exhibit individual Raman enhancement 
factors of 10 '~ -10 '~ ,  or effective molecular cross sections 
for Raman scattering comparable with linear IR absorp- 
tion. The discovery boosted the interest in the possibility 
of using the surface enhancement to build near-field 
Raman scattering probes. The apertureless NSOM ap- 
proach has been the method of choice in this endeavor. In 
this case, the nanostructure generating SERS enhance- 
ment is the tip itself. To establish a strong electromag- 
netic local enhancement, the electric field polarization 
of the pump laser beam has to be oriented along the tip 
axis.r351 Two experimental apertureless schemes have 
been implemented, different in respect to the way in 
which this condition is accomplished (Fig. 5). The first 
approach has been to use the side illumination of the 
tip.[461 Its advantage is that opaque samples can be 

AFM tip 
/(silver) 

- sample -'. 
High NA 
lens 

Fig. 5 Apertureless Raman NSOM approaches. (a) On-axis 
illumination. The contour lines in the center of the focused beam 
represent schematically the distribution of regions of equal 
intensity. (b) Grazing incidence illumination. 
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imaged. The disadvantage is that long working distance 
Raman objectives have to be used, which limits the col- 
lection efficiency. An alternative illumination technique 
is to use on-axis illumination by strongly focused light, 
with the tip displaced from the center of the beam in the 
direction of polarization in one of the side lobes of the 
focal region.[471 An impressive optical 25-nm spatial res- 
olution and a photon rate of a few thousands of photons 
per second have been obtained on isolated single-walled 
carbon nanotubes using this approach by Hartschuh et al. 
Because of the large Raman signal, acquisition of simul- 
taneous near-field Raman and topographic images is 
possible. In this work, local variations in the Raman 
spectrum along a carbon nanotube have been found 
(Fig. 6). A clear proof of the near-field origin of the 
Raman enhancement has been made through tipsample 
distance measurements.r471 The Raman spectrum local 
variations reflect changes in the molecular structure, 
which can be caused by defects, the presence of catalyst 
particles, or variations in the tube lattice, clearly dem- 
onstrating the promise that SERS-NSOM hold for ex- 
perimental investigations of individual nanostructures, 
perhaps down to the single macromolecule level. 

Fig. 6 (a) Topographic image of a single-wall nanotube on 
glass. (b) Near-field Raman spectra detected at the marked 
positions 1-4 in (a). The three bumps in the topographic image 
are probably metal catalyst nanoparticles. (From Ref. [47].) 

Infrared Near-Field Microscopy 

The impressive chemical sensitivity and spatial resolu- 
tion of the Raman NSOM are based on the local enhance- 
ment of the field very close to the tip. The decrease in 
enhancement is predicted to vary as (a+H)-12, with the 
distance H from the tip, where a is the radius of the tip.r251 
This means that apertureless Raman SERS is essentially a 
surface technique, which probes a 1- to 2-nm-thick layer. 
In the case of aperture NSOM, the axial length of the 
probing region roughly corresponds to the diameter of 
the aperture. For a 100-nm aperture, one may probe a - 100-nm film without loss in lateral resolution. However, 
the aperture scheme has not made the same progress as 
the apertureless NSOM in Raman microscopy because of 
the absence of surface enhancement. An alternative is IR 
near-field microscopy. 

Mapping the chemical composition of thin films by 
transmission IR-NSOM has proven particularly useful 
in the characterization of polymeric resists for deep ultra- 
violet (DUV) n a n o l i t h ~ ~ r a ~ h ~ . [ ~ ~ ~  In this example, IR ab- 
sorption near-field spectroscopy has been employed by 
taking advantage of the "fingerprint" region of the 
molecular spectra of different compounds resulting from 
the DUV-patterned exposure of the resist. The goal of this 
work was the characterization of the latent image for- 
mation during the technological steps of proximity mask- 
assisted DUV patterning and postexposure bake. Two 
polymeric species were present: poly(methacry1ic acid) in 
the exposed regions and poly(tert-butjlmethacrylate) in 
the unexposed regions, which is a photoresist from the 
acrylate family showing promise for DUV lithography. 
The most prominent differences in the IR spectra of the 
two polymers reside in the 2500-3500 cm- ' region, be- 
cause of the hydroxyl absorption of the poly(methacry1ic 
acid), and in the 800-1500 c m '  region, because of the 
loss of the t-butoxy group (Fig. 7a). Tuning the wave- 
length of the color center laser source on and off, the OH 
stretch absorption band resulted in generating chemical 
contrast in near-field images of the latent pattern (Fig. 7b). 
The attained optical resolution was approximately 280 nm 
for a 3-pm wavelength. McDonough et have ex- 
tended this work in a promising direction by measuring 
the water vapor uptake in photolithographic polymers in a 
controlled environment. 

Although the IR fingerprint region offers a very 
convenient way for chemical identification, there are 
three main experimental challenges to consider when 
working with IR-NSOM. The first is the limited avail- 
ability of tunable laser sources in IR. The closest to the 
ideal source from the point of view of spectral brightness, 
tunability, and collimation is the free electron laser,[501 
which has the best chances at present to support the real- 
ization of an IR near-field microspectroscopic instrument 
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Fig. 7 (a) Infrared spectra of as-coated (left) and irradiated and 
postexposure baked polymeric resist films (right). The horizon- 
tal double arrow represents the tunable wavelength range of the 
IR color center laser. (b) IR-NSOM mapping of 8 pm18 pm line/ 
space pattern latent images written by DUV exposure on a l-pm- 
thick chemically amplified photoresist film. The images are 
taken at wavelengths outside (2.80 pm) and within (2.94 pm) the 
OH stretch absorption band of the exposed polymer, in constant 
height mode (shear-force coupling with the sample disabled). 

that would surpass the spatial resolution of an FI'IR 
microscope, while covering the same spectral range. 
Another possible approach is to use a tabletop ultrafast 
broadband laser source. By difference frequency mixing, 
the signal and the idler beams in a nonlinear crystal 
tunable IR radiation between 2.5 and 12 pm can be 
obtained at reasonable average powers (around 10 
mw).I5l1 Another popular choice, especially for aper- 
tureless IR-NSOMs, are C 0 2  lasers. Knoll and Keil- 
r n a n ~ ~ ' ~ ~ '  used a tunable C 0 2  laser coupled with such a 
microscope to demonstrate vibrational band contrast 
around A=10 ym on polystyrene particles embedded in 
polymethyl methacrylate. On the biological applications 
side, Akhremitchev et al. reported on monolayer-sensi- 
tive imaging of DNA hexadecanethiol stripes, using a 
similar instrument. In this case, chemical contrast was 
achieved because of absorption by phosphate stretching 
band of D N A . ' ~ ~ '  Interestingly, the measured infrared 
contrast, free of topographic artifacts, was significantly 
greater than the calculated one in both examples. This 
result was interpreted as evidence for surface-enhanced 
IR absorption.1541 

Besides the light source challenge, other experimental 
issues to be aware of when dealing with IR-NSOM are: 
probe optimization, to increase coupling with the near- 

field; and improved detection, because the detectivity of 
available detectors for IR is approximately four orders of 
magnitude less than in the visible. Moreover, vibrational 
absorptions in IR are a few orders of magnitude weaker 
than the average electronic absorptions in the visible. 
These aspects have been considered in detail by Dragnea 
and ~ e o n e ' ~ ' ]  in their review of submicron infrared vi- 
brational band chemical imaging. 

Nonlinear Near-Field Spectroscopy 

The various field enhancements present in the near field 
make possible the observation and use of coherent 
nonlinear effects for near-field imaging. Nonlinear tech- 
niques are appealing because: 1) the signal wavelength 
is shifted with respect to the pump wavelength. As a 
consequence, these techniques have low background and, 
sometimes, the signal wavelength is situated in a spectral 
region where detectors have higher sensitivity (such as in 
the IR-visible sum frequency generation, a vibrational 
spectroscopy where the measurements are done in the 
visible although molecular vibrational bands are probed). 
2) Based on same principles as SERS, resonant enhance- 
ments may boost the nonlinear optical response by orders 
of magnitude. It follows that in certain situations, the 
nonlinear optical contrast will be significantly enhanced 
with respect to linear absorption microspectroscopy. 
3) Within the dipole approximation, depending on the 
symmetry of the sample and the order of the nonlinear 
effect in use, interfacial or bulk selectivity can be obtained. 
Techniques and applications of nonlinear chemical 
imaging microspectroscopy have been reviewed by 
Schaller et al.'551 

OTHER TECHNIQUES OF 
CHEMICAL MICROSCOPY 

The resolution range of near-field optical microscopy 
covers length scales between a single molecule and a few 
microns. At the smallest scales, it overlaps with scanning 
tunneling microscopy (STM), from the same family of 
scanning probe techniques. The single-molecule chem- 
istry, imaging, and manipulation by STM have been 
described in detail in a recent review by ~ 0 . ~ ' ~ '  An al- 
ternative scanning probe technique with chemical speci- 
ficity is chemical force microscopy (CFM), a variant of 
A F M . [ ~ ~ I  CFM overcomes the chemical nonspecificity of 
AFM by covering the tips with well-defined layers of 
molecular groups having specific interactions with the 
surface species to be studied.[571 CFM is a complementary 
technique to chemical NSOM in several respects: first, it 
is a surface technique, which probes only the topmost 
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atomic layers of the sample; second, chemical identifica- 
tion of unknown compounds is not possible-a priori 
knowledge of the sample is necessary; third, transient 
species cannot be studied by CFM, which is essentially a 
static method; and, fourth, the contrast mechanism arises 
from different molecular forces between the tip and the 
surface, whereas in optical microscopy, chemical infor- 
mation is usually gathered using molecular vibrational or 
electronic transitions. 

CONCLUSION 

Instrumental advances in chemical near-field optical 
microscopy have been the focus of the majority of articles 
published in the past decade in this area. However, at 
present, the field starts to emerge from the stage of method 
development. The selected examples mentioned above 
have been chosen to provide an illustration of notable 
concepts, which already have begun to shape the research 
areas where they have been applied, rather than to faith- 
fully illustrate the breath of this rapidly emerging field. At 
present, these applications mostly span topics in molec- 
ular materials, where interesting property variations oc- 
cur at submicron length scales. Although the potential 
of the chemical near-field microscopy for biological 
sciences has been demonstrated with high-resolution 
Raman, 1R near-field, and nonlinear optical spectroscopy, 
significant contributions to solving problems in this area 
are still to come. 
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Nucleation of Nanoparticles in Ultrathin Polymer Films 
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INTRODUCTION 

In recent years, the fabrication of nanostructured materials 
and exploration of their properties have attracted the at- 
tention of physicists, chemists, biologists, and engi- 
neers.1'4' Interest in such systems arises from the fact 
that the mechanical, chemical, electrical, optical, mag- 
netic, electrooptical, and magnetooptical properties of 
these particles are different from their bulk properties 
and depend on the particle ~ i z e . ' ~ - ~ ]  There are numerous 
areas where nanoparticulate systems are of scientific and 
technological interest. To produce these systems in ap- 
propriate matrices is a significant challenge. This article 
considers nanoparticles in nanofilms of polyelectrolyte. 
First, we will briefly review some key areas of applica- 
tions of nanoparticle systems, with an emphasis on na- 
noparticles in matrices, and then we will address the area 
of layer-by-layer deposition of polyelectrolytes. Finally, 
nucleation and growth of nanoparticles in nanofilms of 
polyelectrolytes will be discussed. 

OVERVIEW 

Semiconducting Nanoparticles 

Nanoparticulate systems are deemed technologically im- 
portant in the design of miniaturized, ultrahigh density 
integrated circuits and information storage devices of the 
future and in some sense an alternate route to overcoming 
the 100-nm barrier in conventional electronics and develop 
nanodimensional molecular electronic devices.[I0-' 31 

Owing to their semiconducting properties, group II-VI 
and IV-VI compounds have been intensively examined by 
various authors.[141 The size-dependent optoelectronic 
properties of nanoparticles (diameter 1-100 nm) are at- 
tributed to quantum confinement effects.['-'31 Briefly, 
electronic excitation in semiconductors arises from an 
exciton (an electron and hole bound pair) localized in a 
potential well. Theoretical c a l ~ u l a t i o n s ~ ~ - ' ~ ~  have dem- 
onstrated that when particle sizes corresponding to the De 
Broglie wavelength of the free charge carriers are 
approached, quantum confinement effects become domi- 
nant. One manifestation of such an effect is an increase in 
the optical band gap energy with decreasing particle size 

that is readily manifested as sharp changes in color visible 
to the naked eye. Depending on the particle size, the 
color of CdS colloids may vary from blue to red, whereas 
PbS nanoparticles may appear pale yellow, orange, red, 
or black. 

Nanoparticles has been studied in m i ~ e l l e s , [ ' ~ - ' ~ ~  
 vesicle^,^'^"^^ sol-gel g l a s ~ e s , ' ~ ~ , ~ ' ~  z e ~ l i t e s , [ ~ ~ * ~ ~ I  Lang- 
muir-Blodgett (LB) films,[243251 and polymers.[262271 In 
most cases the clusters have poorly defined surfaces and a 
broad distribution of particle sizes. Empedocles et a1.[281 
have demonstrated control in preparing monodisperse 
CdSe clusters using a synthesis medium consisting of 
trioctylphosphine and its oxide. While size exclusion 
chromatography permits a narrow size distribution of 
particle sizes, only minute quantities of the materials are 
obtained, which is unsuitable for any large-scale appli- 
cations. On the contrary, the synthetic route used by 
Empedocles et permits the production of gram 
quantities of nanoparticulate solids. Chemical reactions 
initiated within the microscopic cavities of zeolites, 
glasses, polymers, and micelles provide another process of 
preparing nanoparticles. The shape and sizes of the 
nanoparticles in these "microreactors" are largely con- 
trolled by the restricted geometry of the cavities in which 
nucleation and growth of these particles occur. Thermo- 
dynamic and entropic requirements also play a crucial role 
in determining the size of these clusters. 

Iron Oxide Nanoparticles 

In the attempt to improve magnetic recording technology, 
great effort has been made for obtaining high-density 
recording media. For this purpose, the production of 
nanoparticles that are uniform, highly dispersible, and 
oriented in a matrix is essential. Controlled coercivity 
(between 500 and 1500 Oe) and high saturation magne- 
tization are important tasks. Increasing the coercivity to 
an applicable level has been fulfilled by doping or coating 
the maghemite particles with ~ 0 . ~ ~ ~ ~  The production of 
nanoparticles has been achieved on the basis of a mimetic 
approach, i.e., with the utilization of an organic support 
that plays an essential role in crystal nucleation and in its 
growth control. 

Nguyen and Diaz reported a simple synthesis of 
bulk poly(pyrro1e-N-propylsulfonate) polymer composites 
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containing nanosized magnetite (y-Fe203) particles.[301 
Using FeC13, they polymerized pyrrole-N-propylsulfo- 
nate, resulting in a black polymeric powder. Using sul- 
fonate groups as nucleation sites for the growth of 
nanoparticles was a new technique introduced by Ziolo 
et a1.[31,321 when they reported a matrix-mediated synthesis 
of maghemite (y-Fe203). The bulk magnetic material that 
they synthesized, a y-Fe203/polymer nanocomposite, was 
optically active at room temperature. Using FeC13 and 
FeC12 they ion-exchanged sulfonated polystyrene cross- 
linked with divinylbenzene which yielded a polymer with 
iron cations ionically bonded to sulfonate groups. Washing 
with NaOH, then heating to 60°C, while adding aqueous 
H202 solution, oxidized the iron to y-Fe203. Ziolo et al. 
proposed that the sulfonate groups of the polymer matrix 
provide spatially located sites for the growth of y-Fe203, 
while the void volume in the cross-linked resin imposes a 
limit on the maximum size of the crystals grown, thereby 
minimizing aggregation of the iron oxide particles. Parti- 
cles ranged in size from 5 to 10 nm, as determined by 
transmission electron microscopy (TEM). 

A similar technique was used to prepare a superpara- 
magnetic form of goethite in pores of sulfonated, highly 
cross-linked poly(diviny1benzene) rn i c r~s~he re s . [~~ ]  The 
synthesized iron oxide had a calculated magnetic sus- 
ceptibility, which was about 3 orders of magnitude larger 
than bulk goethite. Chemically, ferrous ion oxidation re- 
action leads to the formation of y-Fe203/polymer com- 
posites, using a commercial ion exchange resin consisting 
of sulfonated, lightly cross-linked polystyrene. The use of 

Polystyrene sulfonate, 

(P-W 

polymers with different pore diameters and grade of cross- 
linkage lead to the oxidation of ferrous chloride to dif- 
ferent iron oxides. In this behavior it could be shown that 
organic matrices have a dramatic influence on the crys- 
tallization product. 

Biomineralization 

Biomineralization occurs naturally in many biological 
systems including bacteria.[41 In the presence of a super- 
saturated solution, minerals may form on the surface of a 
living organism. The formed structures are characterized 
by a high degree of regularity and the supramolecular 
architectures are finely controlled. Although biomineral- 
ization had been widely s t ~ d i e d , [ ~ . ~ ~ - ~ ~ '  the mechanisms 
of growth are not always understood. The supramolecu- 
lar organization of the organic support seems to have 
an essential role in the process; these organized archi- 
tectures (such as vesicles, micelles, polymeric networks) 
provide functionalized surfaces that act as templates 
and assist in the interfacial molecular recognition. In 
many cases the organic matrix provides precise sites for 
oriented nucleation. 

LAYER-BY-LAYER DEPOSITION 

The layer-by-layer deposition technique of building su- 
pramolecular multilayers on solid substrates by adsorb- 
ing polyelectrolytes has emerged as a simple means of 

Polydiallydime(hlyammonium chloride, 
(PDDA) 

Fig. 1 Schematic representation of layer-by-layer deposition for a positively charged surface 
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producing templates of controlled thickness. ~ e c h e r ' " ~ ~ ~ '  
has established that such multilayers may be reproducibly 
built and the resultant structure is mechanically and 
thermally stable. Such films have been utilized in the 
preparation of electroluminescent devices, Zener diodes, 
and the possibility of their use in flat screen displays has 
been The porous and supramolecular 
structure of these films provides opportunities for study- 
ing chemical reactions in the nanoscale regime. Fig. 1 
shows pictorially an example of the layer-by-layer depo- 
sition technique for sequential deposition of a polyanion 
followed by a polycation on a positively charged surface. 

The procedure of layer-by-layer deposition is simple. 
For example, poly(diallyldimethylammoniumchloride) 
(PDDA), a polycation, and poly(styrenesu1fonate) (PSS), 
a polyanion, can be deposited sequentially on a negatively 
charged surface as follows. The polyionic solutions of 
PDDA and PSS can be prepared separately in 20-mM 
concentrations: the former is dissolved in deionized water, 
whereas the latter is dissolved in a 0.1-M NaOH solution, 
and then adjusted to a pH of 4.5 by drop wise addition of 
0.1 M HCl. All concentrations are calculated based on the 
monomer molecular weights. Polymer films can be as- 
sembled on negatively charged substrates if one starts 
with PDDA. A PDDNPSS deposition cycle is termed the 
deposition of one layer-pair. For nanoparticle nucleation, 
deposition is preferably ended with the first half of a 
layer-pair in order to terminate the film with a PDDA 
layer, as will be discussed later. The deposition of the 
layer-by-layer films can be followed by UV-visible 
spectroscopy as shown in Fig. 2, and the absorbance is 
linear with the number of layer-pairs deposited. For the 
above conditions each layer-pair is approximately 4-5 nm 
thick, so that a 10.5-layer-pair-thick nanofilm is about 
50 nm in total thickness. 

NUCLEATION OF NANOPARTICLES IN 
NANOFILMS OF POLYELECTROLYTES 

It has been demonstrated by Stroeve and coworkers[39431 
that divalent and trivalent ions can bind to the negatively 
charged sulfonate groups in layer-by-layer polyelectrolyte 
nanofilms and that the absorbed ions can be oxidized to 
form nanoparticles of oxides, or reduced to form nano- 
particles or other compounds. For example, nucleation 
of metal oxide nanoparticles within a nanofilm of poly- 
electrolyte occurs by cycling the polymer-coated sub- 
strates first in M'+ and then in NaOH or NH40H solutions 
(absorption-oxidation cycles or oxidative hydrolysis 
cycles). The M ~ +  solutions can be prepared in con- 
centrations of 4-40 mM by dissolving a M ~ +  salt [e.g., 
MCI2 or M(NO&] in purified water. The solutions of 0.1- 
1.0 M base are made using purified water. Before cycling, 
all solutions are vigorously sparged for 45 min with ni- 
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Fig. 2 a) UV-visible absorption for a number of layer-pair 
(LP) deposition (without absorption-oxidation cycles); b) ab- 
sorbance at 225 nm with respect to the number of layer-pairs 
deposited. (From Fojas et al. [Ref. 391, with permission.) 

trogen gas to remove any dissolved oxygen in solution. In 
Schlenken tubes, under nitrogen gas, the polymer nanofilm 
on a substrate can be exposed to the M ~ +  solution for a few 
minutes. Typical substrates can be quartz, silicon wafers, 
ZnSe wafers, membranes, or more complex-shaped sub- 
strates such as catalytic particles. The substrates are rinsed 
with degassed and purified water to remove excess ions 
absorbed in the film, and then exposed to NaOH or 
NH40H solution for several minutes. Substrates are then 
rinsed with degassed and purified water and dried com- 
pletely before the absorption-oxidation cycle is repeated. 
Fig. 3 shows that the process of oxidative nucleation and 
growth can be followed by UV-visible spectroscopy.~391 
Fig. 3b shows that the nucleation of nickel hydroxide 
nanoparticles with the number of oxidative hydrolysis 
cycles is linear. The resulting nickel hydroxide nano- 
particles after x cycles is shown in Fig. 4. Each oxidative 
hydrolysis cycle nucleates new nanoparticles, while 
nanoparticles from previous cycles grow in size. 
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Dante et al.'401 demonstrated the formation of akaga- 
nCite (P-FeOOH) in multilayered, polymer films of PDDA 
and PSS produced by the layer-by-layer technique. Fer- 
rous chloride was used as the starting metal ion solution. 
Uniform, needlelike nanoparticles of P-FeOOH were 
obtained inside the nanofilm. Transmission electron mi- 
croscopy showed uniform needles with a diameter of 
10 nm and a length of 100 nm. Deposition of the nano- 
films had to be terminated with the last layer being PDDA. 
In the case that the last layer was PSS, two types of 
nanoparticles were obtained: P-FeOOH and y-Fe203. The 
y-Fe203 nanoparticles were spherical and 10 nm in size. 
Presumably, the mechanism of oxidation of iron ions on 
the outermost PSS surface layer was different from the 
oxidation of the iron ions bound to the inner PSS layers. 

Dutta et a ~ . ' ~ l '  studied the nucleation and growth of 
lepidocrocite (y-FeOOH) crystals in a nanofilm generated 
as a result of a layer-by-layer adsorption of PDDA and PSS. 
Interest in lepidocrocite stems from the fact that it is para- 
magnetic at room temperature having a low Nee1 temper- 
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Fig. 3 a) UV-visible absorption spectra for 6.5 layer-pairs 
cycled in a 40-mM NiCI2.6H20 solution and in 1.0 M NaOH 
solution; b) absorption at 300 nm with respect to number of 
oxidative cycles. (From Fojas et al. [Ref. 391, with permission.) 

Fig. 4 TEM image of 2.5 layer-pairs aith eight oxidative 
hydrolysis cycles using 4 mM NiC12.6H20 and ammonia base 
(50 K x magnification). The smaller particle\ are about 50 nm in 
length, while the larger particles are about 300 nm in length. The 
smaller nanoparticles are generated with each cycle, whereas 
existing particles continue to grow in size with each cycle. 
(From Fojas et al. [Ref. 391, with permission.) 

ature of 77 K and is easily converted into other industrially 
important magnetic oxides, namely, maghemite and he- 
matite upon heating. Nanothin films were formed by the 
layer-by-layer deposition technique on a quartz substrate. 
Nucleation of nanoparticles in the nanofilm of polyion was 
initiated by adsorbing ferric nitrate and its subsequent hy- 
drolysis with ammonium hydroxide. Repeating the above 
process resulted in an increase in the density of the nano- 
particles initially formed followed by the appearance of 
crystallites that grow in dimensions with the number of 
adsorption and hydrolysis cycles. The size of the crystals 
can be controlled by the number of cycles used. Analysis of 
the steady-state UV-visible absorption spectra of the films 
revealed the formation of lepidocrocites, which was con- 
firmed by FTIR and selected area electron diffraction 
(SAED) studies. An important feature of this work was that 
lepidocrocite (y-FeOOH) is formed instead of akagantite, 
which was generated when ferrous chloride was used as the 
starting material as reported in the work of Dante et al.1401 It 
therefore appears likely that the initial starting material 
plays a key role in determining the structural and mor- 
phological characteristics of iron oxyhydroxides although 
their chemical compositions are the same. 

Nucleation and growth of lead sulfide (PbS) nano- 
particles in a PDDA-PSS film produced by the layer-by- 
layer deposition technique has been studied by Dutta 
et al.[421 Interest in PbS arises from the fact that it is a 
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Fig. 5 (Continued.) 

Fig. 5 TEM micrographs of a 3.5 layer pairs of PDDA-PSS 
films at different stages of the absorption-hydrolysis process 
in a nitrogen-enriched environment: (a) two cycles, and in 
an oxygen-enriched microenvironment panels: (b) four cycles 
(c) eight cycles. The concentrations of cobalt chloride and 
sodium hydroxide solutions were 4 and 10 mM, respectively. 
(From Zhang et al. [Ref. 441, with permission.) 

semiconductor having a small band gap (0.41 eV) and large 
exciton diameter (18 nm) that permits size-quantization 
effects to be observable even for large-sized particles or 
crystallites. Moreover, the nonlinear optical (NLO) prop- 

erties of PbS nanoparticles show large differences in their 
optical limiting behavior below and above the absorption 
edge, suggesting that such systems may be utilized in high- 
speed switching.r4" Chemical reaction within the polymer 
film was initiated by Dutta et by absorbing pb2+ 
from an aqueous solution of Pb(N03)2 followed by ex- 
posing the film to H2S gas. Electron microscopic exami- 
nation of the films revealed that while nanoparticles are 
formed in films that were subject to one or two reaction 
cycles, large crystallites were formed when these films 
were exposed to a large of reaction cycles. In 
the latter case a broad distribution of particle sizes is ob- 
served and may perhaps be attributed to a form of Ostwald 
ripening. Detailed studies show the nucleation and growth 
of the PbS nanoparticles into larger crystallites. UV- 
visible absorption studies reveal that the absorption spec- 
tral profiles of the films are dependent on the size of the 
PbS crystallites. The broadened absorption spectral profile 
observed for films subject to a large number of reaction 
cycles may be attributed to the superposition of the spectral 
profiles of the small clusters that tend to be blue shifted due 
to quantum confinement effects and the large clusters that 
are red shifted. Crystal size can be controlled by the 
number of cycles. Essentially, a single cycle only gives 
nanoparticles that continue to grow in size with more 
cycles. Instead of using a reducing reaction, it was also 
possible to oxidize the Pb ions to make PbS04 particles.'421 

Zhang et a1.'441 reported the oxidative hydrolysis of 
c o 2 +  ions absorbed in organized, multilayered, polymer 
films to form cobalt hydroxide nanocrystals. It was found 
in this study that using more polymer layer-pairs result in 
more crystal growth. Hydrolysis of the co2+  ions in a 
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nitrogen-rich environment gave rise to mainly needlelike 
crystallites of ~ - C O ( O H ) ~  that were initially about 100 nm 
in length and then increased in size with the number of 
absorption-hydrolysis cycles. However, in an oxygen-rich 
microenvironment, hexagonal crystallites were found to 
be predominant. X-ray diffraction (SAED) and TEM 
studies revealed that these hexagonal crystallites are 
mainly that of P-CO(OH)~. Fig. 5 shows the transition 
from the alpha to the beta form as observed by TEM. 
These studies suggest that by varying the nitrogen-to- 
oxygen ratio the formation of ~ - C O ( O H ) ~  and P-CO(OH)~ 
may be controlled. 

Rubner and colleagues[453461 have further improved the 
method of Dante et a1.[401 by using weak polyelectrolytes, 
such as poly(acry1ic acid) (PAA), instead of a strong 
polyelectrolyte such as PSS. The advantage of their tech- 
nique is that the linear charge density can be varied with 
pH. Thus it is possible to control the charge density of the 
adsorbing polyelectrolyte and the charge of the previously 
adsorbed polymer. This technique allows the control of the 
thickness of the nanofilm, the composition, surface prop- 
erties, and the level of polymer interpenetration. Rubner 
and colleagues synthesized layer-by-layer nanofilms con- 
taining silver nanoparticles and semiconductor nano- 
particles. They showed that it was possible to stratify the 
nanofilm in layers with nanoparticles and layers without 
nanoparticles. Dai and Bruening used postreduction of 
metal ions to obtain layer-by-layer films of catalytic metal 
nanoparticles with a size range of 4 to 30 nm.[471 Recently, 
Rubner and colleagues nucleated palladium nanoparticles 
as catalytic seeds for further growth of electroless nickel 
on the nanoparticle seeds.[481 The size of the seeded nickel 
nanoparticles could be controlled and up to 14-nm-diam- 
eter nanoparticles were obtained inside the nanofilms. 

CONCLUSION 

The layer-by-layer technique of depositing polyions on 
substrates to build nanofilms of specific thickness, com- 
position, and surface charge can be used to carry out 
nanoreaction inside the films to form nanoparticle-poly- 
mer complexes. Nanofilms of nanoparticle-polymer are 
useful in coatings, catalysis, electrical, optical, magnetic, 
electrooptical, and magnetooptical applications. Manip- 
ulation of film type and reaction conditions allows for 
control of the nanoparticle product, distribution, and size 
inside the polymer matrix. 
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INTRODUCTION 

This chapter summarizes the design and synthesis of 
conjugates resulting from the combination of nucleic acid 
base derivatives, particularly nucleosides and nucleotides, 
with oligopyrrole macrocycles. In addition to detailing 
the methods of preparation and fundamental chemical 
properties, the vision behind such projects and the various 
applications targeted for use by these conjugates are also 
described. These systems combine into one chemical 
entity two of the more important biological building 
blocks found in Nature, namely, nucleic acid bases 
(nucleobases) and porphyrins, and this leads to new con- 
structs with rather unique chemical features as well as 
novel molecular recognition properties. Although the 
focus of the present chapter will be on systems containing 
natural nucleobase components, it is important to appre- 
ciate that the porphyrin portion of these constructs can 
include a range of synthetic oligopyrrole macrocycles that 
have no biological equivalent. This gives rise to products 
with unexpected supramolecular properties, including 
those associated with anion recognition. 

BACKGROUND 

Nucleotides and nucleic acids play key roles in many 
biological processes ranging from information processing 
to energy storage and transduction. In addition, a number 
of nucleotide and nucleoside analogues exhibit antiviral 
activity. As a consequence, considerable study is devoted 
to simple, monomeric nucleic acid bases ("nucleobases"; 
NBs), both in terms of understanding their fundamental 
properties and in terms of developing potential new drug 
leads. Activity is also high in the areas of synthesis (e.g., 
new methods development) and sensing (i.e., finding 
ways to detect specific nucleic acid derivatives selective- 
ly). The NBs also inspired supramolecular chemists as a 
result of their ability to undergo complementary Watson- 

Crick-type base pairing. This, of course, represents the 
most ubiquitous and fundamental kind of hydrogen bond- 
based molecular recognition. It thus provided an incentive 
to construct new, rationally designed conjugates, includ- 
ing covalent combinations of nucleobase with oligopyr- 
rolic macrocycles (OPMC). These latter systems, which 
are the focus of this review, possess unique photophysical 
and molecular recognition properties that are specifically 
defined by the nature of the constituent NB and OPMC 
components, as well as the extent of "chemical commu- 
nication" between two parts of what may be considered a 
complex, multifunctional receptor molecule. In this entry 
the chemistry and properties of NB-OPMC conjugates 
will be reviewed with a focus on the specific choice of 
NB, OPMC, and/or covalent linkage. However, to keep 
the discussion within reasonable limits, only naturally 
occurring purine and pyrimidine NB component(s) will 
be considered. By contrast, our coverage of known sys- 
tems containing various linking spacer (SP) subunits and 
OPMCs attempts to be more comprehensive. Of the latter, 
which run the gamut from biomimetic to wholly syn- 
thetic, porphyrins have received the greatest attention. 
Thus we start our discussion with NB-SP-OPMC con- 
jugate systems that are based on this biologically all- 
important chromophore. 

Nucleobase-Porphyrin Derivatives 

The first porphyrin nucleoside conjugates, represented by 
structures 1, were synthesized by Kus and coworkers in 
1990.'" Unfortunately, these systems proved essentially 
insoluble in water,'21 a feature that diminished their 
biomedical significance and limited their utility in terms 
of various targeted therapeutic applications. To overcome 
this problem, the meso-(I-methylpyridinium-4-yl),por- 
phyrin core was chosen as the key OPMC subunit. This 
choice was dictated by solubility considerations and by 
the recognition that N-methylated pyridyl porphyrins and 
related systems bind strongly to DNA with a preference of 
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G-C base pair regions[31 and that certain methylated 
derivatives can be photoactivated to generate active 
species, such as single oxygen, that are known to cleave 
oligonucleotides.[41 The remaining meso positions were 
then used to attach the nucleoside parts. In this way, the 
first water soluble porphyrinyl nucleosides 2 were 
prepared, specifically via the condensation of meso-(pyr- 
idin-4-yl),-(p-hydro~ylphenyl)~ -,porphyrins (n= 1-3) 
with 5'-0-tosylate of 2',3'-0-isopropylideneuridine and 
subsequently subjecting the pyridine cores to methyla- 
t i~n . [~"]  The same synthetic strategy was used to prepare 
analogues containing other porphyrinyl-nucleosides, in 
particular the thymidine derivatives, 3,r61 the fluorinated 

thymidine (4a, 4b),"] and guanosine (4c) porphyrinyl 
derivatives.[" The biological properties of the porphy- 
rinyl-nucleoside conjugates 2a and 3 and their porphyrin- 
centered Co(I1) complexes were then studied in terms of 
growth suppression of malignant melanoma cells.[61 Sig- 
nificant suppression was achieved using the Co(I1) com- 
plex of porphyrinyl4ithymidine 3b. In this instance, the 
extent of inhibition reached 95%. By contrast, in the case 
of the corresponding Co(I1) complex of 3a, containing one 
thymidine unit, only a low level of suppression was ob- 

(Scheme 1). 
A strategy analogous to that described above was also 

used to prepare the two adenine-containing porphyrinyl- 

Scheme 1 
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NB derivativesLx1 5a and 5b. The synthesis was modified, 
however, such that: 

i) The N-methylation step was carried out prior to 
forming the hybrid molecule. 

ii) The bromo derivative of the nucleobase-function- 
alized alkyl spacer was used instead of the tosylate 
employed in the case of more tightly coupled con- 
jugates 1-4. Unfortunately, this procedure failed to 
provide a more loosely linked thymidine analogue of 
3a (e.g., 6). Thus an alternative approach was de- 
veloped. It involved the treatment of 5,10,15-tris(1- 
methylpyridinium-4-yl)-20-(pyridin-4-yl)porphyrin 
with a 6-carbon bromoalkyl derivative of thymidine; 
this gave target 6 in almost quantitative yield.[x1 

Once in hand, the interactions of 5 and 6 with nu- 
cleosides and polynucleotides were studied via UV-VIS 
and fluorescence-based spectroscopic titration methods. 
The calculated K, values (1: 1) for all combination of 5 and 
6 with simple nucleosides were the same within the error 
of the method (ca 1.6 x lo4 M-I). In other words, no 
preference was observed between the porphyrin-nucleo- 
base conjugates and the corresponding complementary 
Watson-Crick nucleotides. The absence of any significant 
Watson-Crick-type hydrogen bonding selectivity was 
interpreted as reflecting the dominance of intermolecular 
stacking interactions, as opposed to base-pairing ones. In 
the case of polynucleotide, two binding processes were 
inferred from the fluorimetric titration experiments. First, 
a set of spectroscopic changes at o-0.1 (r=ratio porphy- 
ridpolynucleotide) were attributed to an intermolecular 
association of the porphyrin portion of the conjugate with 
the polynucleotide polyanion. Second, a set of different 

emission features were observed when the intercalation 
binding sites were present in large excess (r<0.1) that 
were explained in terms of the porphyrin subunits 
intercalating into the polynucleotide backbone. Interest- 
ingly, some selectivitiesrx1 were observed in the case of 
titrations carried out with polyU, with different results 
being seen for conjugates 5 containing complementary 
bases than for the corresponding noncomplementary con- 
jugate 6[" (Scheme 2). 

With a different focus, Masiero et al. constructed the 
alkyl-tethered porphyrin-guanosinyl derivative 7. The 
propensity of guanosine derivatives to self-assemble into 
so-called G-quartets was then used to prepare a novel 
circular porphyrin array.[91 In terms of specifics, these 
researchers showed that system 7 self-assembles in 
chloroform solution in the presence of potassium picrate 
to form a supramolecular complex that consists of eight 
units of 7 arranged in the form of two G-quartets, as 
evidenced by UV-VIS, CD, and 'H NMR spectroscopic 
studies. In the context of this work, complexation of the 
cation has a dramatic effect on the CD spectrum. In 
particular, the addition of K+ leads to the appearance of 
excitation couplets in both the guanine absorption and 
porphyrin Soret spectral regions. The couplet observed in 
the Soret region was deemed particularly significant 
insomuch as it indicates an intermolecular electronic 
interaction between the porphyrin chrom~~hores.[~ '  This, 
in turn, supports the conclusion that the porphyrins are 
arrayed unsymmetrically around the central [GI8K+ 
"core" (Scheme 3). 

Nucleobase-porphyrin constructs containing nucleo- 
sides with free ribofuranose hydroxyl groups have also 
been prepared. For instance, Li and Czuchajowski 
prepared the porphyrin nucleoside analogues (8) that are 

Scheme 2 
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7 

Scheme 3 

attractive as a potential building block for porphyrin- 
01igonucletideDNA systems wherein the number and po- 
sition of the porphyrin subunits can, at least in principle, 
be c~ntrolled.[ '~ '  This system (8) was generated from (+)- 
6-iodo-2'-deoxyuridine and the 5,10,15-tri(4-pyridy1)-20- 
(p-acrylamidopheny1)porphyrin using a Heck reaction. 
Its interactions with the 20-mer oligonucleotide duplexes 
(dG)20-(dC)20 and (dA)20-(dT)20 were then studied by 
UV-VIS spectroscopy, as were those with the DNA 
plasmid-pRIT6. Comparisons with the methylated starting 
5,10,15-tri(4-pyridy1)-20-(p-acrylamidophenyl)porphyrin 
revealed that, in every case, the porphyrin Soret band was 
red-shifted by 6-14 nm. Hypochromicity in the range of 
10-54% was also observed. Interestingly, derivative 
8 gave rise to a greater degree of bathochromic shift and 

a lower level of induce, d hypochromicity than the 
corresponding 5,10,15-tri(1-methylpyridinium-4-y1)-20- 
(p-acrylamidopheny1)porphyrin "~ontrol.""~' 

In all of the above examples, the nucleosides were 
covalently attached to the porphyrin subunit via function- 
alization of a meso aryl substituent. This is not, however, 
the only way to link these two kinds of components, a 
point that was elegantly underscored by Goh and 
Czuchajowski. These researchers bound two nucleosides 
to the axial positions of phosphorus(V) porphyrins 
through the ribofuranose 3'-hydroxyl and 5'-hydroxyl 
s~bsti tuents '"~ The resulting products, potentially a 
mixture of three 0-P(V) coordination isomers (vide infra), 
contain free 3'-hydroxyl and the 5'-hydroxyl groups (cf. 
structure 9) and can thus be used, at least in principle, to 

Scheme 4 
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prepare oligo-porphyrin DNA analogues linked through a 
positively charged phosphorus(V) porphyrin "back- 
bone." They were prepared by subjecting a dichlorophos- 
phorus(V) tetraphenylporphyrin to nucleophilic substitu- 
tion using a nonprotected nucleoside as the nucleophile. 
The least polar and least sterically hindered 5'-,5'-0- 
isomer was formed with the highest yield from the three 
possible (and observed) products (i.e., the 3'-,3'-, 3'-,5'-, 
and 5'-,5'-0-isomers). However, this isomer proved less 
stable than the corresponding 3'-,3'- and 3'-,5'-isomers and 
was found to undergo rapid hydrolysis to the cor- 
responding dihydroxyl phosphorus(V) porphyrin unless 
protected from light and moisture (Scheme 4). 

A different kind of linked system was described by 
Cornia et al. These workers prepared porphyrin-uridine 
derivatives wherein the uridine subunits are anchored to 
the porphyrin macrocycle by means of robust carbon- 
carbon bonds (i.e., systems 10 and ll).'I2' The synthesis 
of these systems, which contain direct meso-ribofuranose 
bonds, began with the coupling of two equiv. of pyrrole 
to one equiv. of 2',3'-0-isopropylidene-5'-0x0-5'-deoxy- 
uridine under conditions of acid catalysis (SnC14). The 
intermediate dipynyl-uridinyl methane was then subject 
to macrocyclization (BF3 etherate) in the presence of 
2',3'-0-isopropylidene-5'-0x0-5'-deoxy-urine or 4-fluo- 
robenzaldehyde, followed by DDQ-mediated oxidation 
to produce the corresponding 2',3'-0-isopropyliden-pro- 
tected porphyrins, 5,10,15,20-tetrakisuridinylporphyrin 
10a, and 5,15-bisuridyl- l0,20-Q~fluoropheny1)porphyrin 
l l a ,  r e ~ ~ e c t i v e l ~ . ~ ' ~ '  Deprotection with aqueous trifluo- 
roacetic acid at ambient temperature followed by neu- 
tralization with ammonia then yielded the free hydroxyl 
products l o b  and l l b  in nearly quantitative yield 
(Scheme 5). 

Yet another approach to generating nucleobase- 
porphyrin conjugates was pursued by Hisatome et al. 
These workers targeted the connection of a nucleobase 
moiety to a porphyrin via amide linkages, relying in 

particular on the reaction of an aminophenylporphyrin 
with an activated form of a nucleobase-bearing alkanoic 
acid."39141 Unfortunately, initial efforts to affect the 
coupling of anti 5,15-bis(2-aminopheny1)porphyrin de- 
rivatives with nucleobase-alkanoic acids using standard 
coupling agents such as N,N'-dicyclohexylcarbodiimide 
and N,N1-carbonyldiimidazole under a variety of condi- 
tions gave only small amounts of the expected amide or 
no product at all. On the other hand, very good results 
were obtained in the presence of ethoxycarbonyl chloride. 
However, in this case, only the corresponding singly 
functionalized, mixed monoamide monocarbonate de- 
rivatives 12 could be separated from the reaction mixture. 
In light of this finding, a decision was made to protect one 
of the two amino groups present in the starting bis- 
aminophenyl porphyrin with a benzyloxycarbonyl 
group.r131 Subsequent coupling with a nucleobase alka- 
noic acid afforded monofunctionalized compounds of 
general structure 13.L'3"" The adenine and thymine 
derivatives 14 bearing free amino group were then 
prepared by removing the carbobenzyloxy groups from 
the corresponding precursors 13. Coupling of thymine 
butanoic acid to 14a-A then led to the anti adenine- 
thymine derivative 15. The corresponding syn atropoi- 
somer 18 was also using the same synthetic 
strategy, although in this instance the "intermediates" 
consisted of 16 and 17, rather than 13 and 14 (Scheme 6). 

As implied above, one of the prime motivations for 
generating porphyrinyl nucleoside, nucleotides, and oli- 
gonucleosides conjugates stemmed from a desire to pro- 
duce water soluble, site-specific DNA binding and 
modifying systems.''51 While systems involving species 
containing oligonucleotides lie outside the scope of this 
review, it is worth noting that the covalent attachment of a 
photosensitizing porphyrin unit to an antisense oligonu- 
cleotide produced a system that allowed for the sequence- 
specific photomodification of target DNA after activation 
of the porphyrin subunit by photoi l l~rninat ion. '~~~ 

\ q y N H  0 

OR' 

no 
"'= 'GrNrNH R'O OR' 

10a R = R,, R'-Rr = C(CH,), I l a  R =  R2, R'-R' = C(CH,), 
lob R=Rl, R ' = H  I l b  R=R2, R ' = H  

Scheme 5 
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for 12-14 a n = 3 
b n = 4  

Scheme 6 

NB-substituted porphyrins as a model 
for electron transfer system 

One of the more intriguing questions in the area of elec- 
tron- and energy-transfer chemistry involves how covalent 
pathways differ from noncovalent ones in terms of me- 
diating both short- and long-range transfer processes. 
Motivated by a desire to understand these issues, as well 
as to develop cytosine and guanine systems as new bio- 
mimetic modules for use in supramolecular ensemble 
construction, Sessler and coworkers prepared a series 
of noncovalent electron- and energy-transfer systems 

that contained porphyrinyl-nucleosides as key compo- 
nent~.[' '-~~' These systems, which can be considered as 
containing a hydrogen-bonded assembled photon antenna, 
relied on Watson-Crick nucleobase pairing interactions 
between donors and aceptors attached to functionalized 
guanosine and cytosine subunits. 

In one early system, guanosine- and cytidine-bearing 
methaleted (ZnP) and nonmethaleted (H2P) porphyrins 
were used to construct an ensemble where photoexci- 
tation led to energy transfer from the metalloporphyrin 
(characterized by a higher energy excited state) to a 
free-base porphyrin moiety (characterized by a lower 

I 

X = spacer H 

Fig. 1 Schematic representation of the hydrogen-bonded dimers 20-21 and subsequent energy transfer from ZnP 20 to H2P 21. 
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C 

Scheme 7 

energy excited state) in accord with Fig. 1. In this case, 
the requisite porphyrin-nucleobase conjugates 20 and 21 
were prepared by alkylation of a nucleobase derivative 
bearing an amine "tail" with an electrophilic porphyrin. 
This provided the protected intermediates 19. Subse- 
quent deprotection afforded the free-base porphyrins 20 
(H2P), whose metalation gave the Zn(I1) porphyrin ana- 
logues 21 ( Z ~ P ) [ ' ~ . ~ ' '  (Scheme 7). 

The photophysical characteristics of the porphyrin- 
nucleobase conjugates 20 and 21 and the supramolecular 
dimers formed as a result of their undergoing Watson- 
Crick-type association (Fig. 1)  were then determined by 
studying their spectroscopic properties in ethanol-free 
CHCI?. Here, both standard static fluorescence and 
time-resolved methods were used. The latter proved 
particularly revealing. For instance, when solutions con- 
taining roughly equimolar concentrations of both H2P 20 
and ZnP 21 were subject to laser excitation at 570 nm, the 
excited ZnP singlet state (ZnP*) was formed as the 
dominant product (ca. 85%). Emission from this species, 
essentially free of fluorescence signals arising from the 
corresponding free-base excited singlet, H2P*, could be 
monitored at 600 nm. Thus, varying the concentration of 
H2P and studying the emission behavior of the whole 
system allowed the monitoring of the dimeric ensemble 
formation and energy transfer dynamics within it as well. 
At low concentrations of H2P relative to ZnP, the fluo- 
rescence (as monitored at 600 nm) decayed with a lifetime 
T I  of - 1.5 nsec, a value that corresponds to the singlet 
state lifetime of a simple, monomeric (i.e., noncomplexed) 
photoexcited zinc(I1) porphyrin (i.e., ZnP*). As the 
relative concentration of H2P increased, however, the 
decay profiles became increasingly dual exponential in 
character because of the appearance of a faster decaying 

component that was observed in addition to the longer ca. 
1.5-nsec lifetime seen in the absence of H2P. This shorter 
lifetime, Z~ (ca. 0.6-0.8 nsec), was assigned to a Zn sub- 
unit held within a base-tethered dimer that was undergo- 
ing deactivation as a result of the intra-ensemble energy 
transfer occurring between ZnP* and H2P. Energy trans- 
fer was observed also from the triplet excited state of 
the ZnP subunit, providing an ancillary set of data that 
could confirm the formation of the Watson-Crick asso- 
ciated ensemble. In fact, the extent of association could 
be calculated in quantitative terms from the observed 
singlet and triplet lifetimes. The resulting values, given 
in Table 1, confirmed the expected impression that the 
extent of nucleobase-nucleobase association increases in 
the order guanine-guanine < cytosine~ytosine < cytosine- 

In an effort to produce a model for electron-, as 
opposed to energy-, transfer, an ensemble involving the 
ZnP-guanosine derivative 21a and the quinone cytosine 
derivative 22 was constructed via noncovalent self-as- 

Table 1 Rate constants for energy transfer (k,,) within the 
nucleic acid base dimers and association constants (K,) 

TI r2 k ~ 1 0 '  K ,  
Porphyrins (nsec) (nsec) (sec- ') ( M  ') Reference 



2728 Nucleoside- and Nucleobase-Substituted Oligopyrrolic Macrocycles 

X = spacer 

Fig. 2 Schematic representation of the porphyrin guanosine and quinone cytosine ensembles and subsequent energy transfer from 
porphyrin to quinone parts. 

sembly (Fig. 2). In CH2C12, fluorescence from the por- 
phyrin subunit in 21a was increasingly quenched upon 
the addition of concentrations of 22 (to a limit of ca. 35% 
total quenching at the highest concentrations used). By 
contrast, no fluorescence changes were observed when 
similar experiments were carried out in the presence of 
methanol or when the exocyclic amine groups of 21a were 
blocked. Time-resolved fluorescence studies of an equi- 
molar mixture of porphyrinyl-guanosine 21a and quinone 
cytosine 22 displayed a biphasic profile that was almost 
identical to that displayed by the self-assembled dimer of 
20 and 21 (Table 1)."81 Such an observation was 
consistent with rapid intra-ensemble electron transfer in 

the case of the porphyrin-quinone pseudodimer formed 
from 21a and 22. 

While important in terms of demonstrating the utility 
of Watson-Crick base pairing as a means of constructing 
noncovalent electron transfer model systems, the above 
first-generation system suffered from considerable con- 
formation flexibility. Such flexibility was thought to limit 
the extent to which quenching could be achieved within 
the self-assembled pseudodimer formed from 21a and 
22 and, as such, complicated interpretation of the ob- 
served electron transfer process. For instance, quenching 
arising from inter- or intracomplex diffusional encounters 
between the donor and acceptor, rather than through a 

Fig. 3 Porphyrinic array wherein two ZnP 25 and one H2P 24a are held together in a trimeric conformation. 
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G= C= 

R'O OR. 

25 Rl=HRz=G, M=Zn 

Scheme 8 

hydrogen bond process, could be invoked to account for 
the observed quenching and presumed electron transfer 
events. Thus more rigid, second-generation, model sys- 
tems (Fig. 3) were d e v e l ~ ~ e d . [ ' ~ , ~ ~ ]  In particular, new 
porphyrin-nucleobase monomers were prepared from O- 
and N-protected guanosine- and cytidine-substituted 
benzaldehyde intermediates using the MacDonald-Chang 
porphyrin synthesis.[221 Subsequent deprotection and 
selective protection of the condensation products gave 
rise to the guanosine (23) and cytidine (24) porphyrins. 
Derivative 23 was then converted into its corresponding 
zinc porphyrin 25 (Scheme 8). 

The noncovalent donor-acceptor systems derived from 
porphyrin 25 and either quinone cytidine 26 (Fig. 2) 
or porphyrin cytidine 24 (Fig. 3) were then subject to 
analysis via time-resolved fluorescence spectroscopy. In 
accord with the earlier, first-generation systems described 
above, addition of 24 or 26 to a chloroform solution of 25 
caused a primarily monoexponential fluorescence decay 
profile to become biphasic. The resulting decay profiles 
were then analyzed in terms of two exponential lifetimes, 
corresponding to two excited state components (Table 1). 
The fractional amplitude of the shorter-lived component, 
considered to reflect an intra-ensemble quenching pro- 
cess, increased as the concentration of the acceptor com- 
ponent, either 24 or 26, was increased. The corresponding 
association constants, K,, were significantly higher than 
those derived for the more flexible aggregater''] formed 
between 21a and 22 (Ka=8990+600 M- ' for the complex 
formed between 25 and 26 vs. 1290+230 M ' ) . [ ' 9 1  

erties that are very different than those of porphyrin. 
While a large number of porphyrin-like oligopyrrolic 
macrocycles now exist, the fact remains that, with the 
exception of porphyrin itself, most work in the NB- 
OPMC area has been largely limited to the use of 
sapphyrin. Sapphyrins are a class of pentapyrrolic ex- 
panded porphyrin that were first reported by Woodward 
(for a review, see Ref. [23]). Characterized by two rela- 
tively basic "pyridine-like" pyrrolic centers, sapphyrins 
are readily protonated and, in marked contradistinction 
to porphyrins, form complexes with a wide variety of 
anions, including in particular phosphates.r243251 In fact, 
sapphyrin derivatives have been used to effect both 
nu~leoside '~~'  and n~cleotide'~" recognition. Further- 
more, a silica-bound sapphyrin proved useful as a solid 
support for the HPLC separation of monomeric and short 
oligomeric nucleotidesr2*' at pH 7, while certain water- 
soluble sapphyrins were found to bind DNA in aqueous 
solution at physiological p~ . [291  A variety of spectro- 
scopic studies as well as X-ray diffraction analysis es- 
tablished that phosphate-type species are bound to the 

Aq 1 

GMP 

h 
H,Sap [H,Sap +.GMP 

NB-Sapphyrin Derivative 

Very different kinds of nucleobase-oligopyrrole conju- 
gates may, in principle, be obtained when chromophores 
other than porphyrins are used. This is because other oli- 
gopyrrolic macrocycles are often characterized by prop- 

Fig. 4 Schematic representation of GMP transport effected 
under synport conditions using sapphyrin as the hydrophobic 
phosphate-binding carrier. 
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NB I \ 

Scheme 9 

protonated sapphyrin core via a "helicopter-like'' set of 
hydrogen bonding interactions between the phosphate 
oxyanion and the pyrrolic hydrogens of the protonated 
m a c r ~ c ~ c l e . [ ~ ~ '  

Although unique, the phosphate binding capability of 
the sapphyrins is rather nonselective. For instance, the 
use of sapphyrin to affect the transport of nucleotide 
monophosphate through a model membrane (Fig. 4) 
consisting of an initial aqueous phase (Aq. I), an organic 
barrier, and a second, receiving phase (Aq. 11) revealed 
that it is a very efficient but nonselective carrier at 
pH<4 (where it exists in its diprotonated form).'301 Such 
findings provided an incentive for Sessler and coworkers 
to develop more selective systems through the construc- 

tion of NB-sapphyrin conjugates. These workers con- 
sidered it likely that the combination of a NB (to 
recognize the complementary Watson-Crick nucleobase) 
and a sapphyrin (to effect phosphate binding) would lead 
to receptors with a unique ability to bind and transport 
nucleotides selectively. To the extent such species could 
be generated and might have an important application in 
the area of drug delivery; they could help affect the into- 
cell transport of nucleotide-based antiviral agents or, 
even in the limit, various antisense oligonucleotides. 
Important, however, as are these potential end-use ap- 
plications, the initial goal was less ambitious; it was to 
find a sapphyrin-based nucleotide carrier that would 
work at physiological pH. Here, it was hoped that the 

Table 2 Initial nucleotide-5'-monophosphate transport rates for the carriers 28a and 30a 

kT 5'-GMP 
Carrier Aq. I (pH) Aq. I1 (lo-' moI/cmZ hr) k s - G M ~ ~ S - C M P  k s - G M ~ ~ S - A M P  

28a 
28a 
28a 
28a 
28a 
28a 
30a 
30a 
None 
Sapphyrin 
Sapphyrin 

Hz0 
Hz0 
Hz0 
10 m M  NaOH 
10 m M  NaOH 
10 m M  NaOH 
Hz0 
10 m M  NaOH 
H20 
Hz0 
10 m M  NaOH 
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Fig. Proposed structure for the complex formed between the 
2'-GMP, respectively. 

"extra" recognition "power" derived by linking a 
nucleobase recognition subunit to a sapphyrin core 
would suffice to allow nucleotide transport at or near 
neutral pH. 

In light of the above design considerations, systems 
28 and 30 were chosen as initial targets. They were 
prepared by coupling protected derivatives of 2-amino- 
ethylcytosine and 2-aminoethylcytosine with activated 
forms of either a sapphyrin carboxylic acid or sapphyrin 
diacid. Following deprotection["' of the resulting inter- 
mediates, compounds 27 and 29, the nucleobase func- 
tionalized sapphyrins 28 and 30 were obtained in good 
yield (Scheme 9). 

As hoped, the cytosine-bearing carriers 28a and 30a 
exhibited selective transport of guanosine monophos- 
phate through a model membrane at near-neutral pH. 
Interestingly, in all cases, receptor 28a displayed a higher 
selectivity for GMP than its congener 30a (Table 2). 
Control experiments were performed using 3, 8, 12, 13, 

monoprotonated form of carrier 28a and monobasic 5'-GMP or 

Table 3 Initial rates of GMP isomer transport for carriers 28a and 30a 

17, 22-hexaethyl-2, 7, 18, 23-tetramethylsapphyrin (sap- 
phyrin).["21 

The regioselectivity of carrier 28a for the phosphate 
group in isomeric GMPs was also studied (Fig. 5). Here, 
the 2'-isomer of GMP was transported roughly 10 and 
6 times faster than its 5'- and 3'-substituted congeners, 
respectively (Table 3). The association constants, K,,, of 
complex 31 and 32 were determined to be 8 x lo3 and 
2.2 x lo4 M I ,  respectively, in methanol as judged from 
UV-VIS spectroscopic titrations.13'] 

In the case of the guanine-bearing sapphyrins 28b and 
30b, transport selectivity for cytosine monophosphate was 
observed. Compared to 28b, the relative rates of carrier- 
induced, through-membrane transport were found to be 
smaller for the monosubstituted system, 28b, than for 
doubly functionalized analogue, 30b (Table 4).13" 

To build on the above success, a new solid phase 
was prepared. It was produced by attaching a cytosine- 
substituted sapphyrin containing a carboxylic group to 

Carrier Aq. I (pH) Aq. I1 

28a 
28a 
28a 
28a 
28a 
30a 
None 
Sapphyrin 

H20 
1 mM NaOH 

H20 
H20 
H20 
1 mM NaOH 
H20 
H20 

kT 2'-GMP 
( 1 0  rno~cm* hr) k ~ . - G M P ~ ~ S - G M P  ~ ~ ' - G M P I ~ Y - G M P  

0.767 9.70 7.30 
2.989 9.55 5.30 
0.594 1 1 .06 7.82 
0.42 1 > lo2 > lo2 
0.352 > lo2 > lo2 
0.104 3.33 2.67 
c lop5 
2 x lop5 
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Table 4 Initial nucleotide-5'-monophosphate transport rates for the carriers 28b and 30b 

kT 5'-CMP 
Carrier Aq. I (pH) Aq. I1 (lo-' mol/cm2 hr) ks-CMFJ~S-GMP k s - G M ~ ~ S - A M P  

6.70 H20 0.129 
6.70 1 mM NaOH 0.54 1 
6.70 1 mM NaOH 0.147 

aminopropyl silica gel via an amide bound (Fig. 6). An 
HPLC column, generated by packing this stationary 
phase, separated guanosine 5'-mono-, di-, and triphos- 
phate effectively from a mixture of the mono-, di-, and 
triphosphates of cytidine, uridine, adenosine, and guano- 
sine under isocratic condition at pH 7. In addition, by 
using this column, it was found that all nucleotides mono- 
phosphate could be separated from one another readily 
under similar separation conditions.r331 Control experi- 
ments, affected using a column packed with a nucleoside- 
free sapphyrin-substituted silica allowed for the 
separation between mono-, di-, and triphosphates. How- 
ever, no selectivity was observed. In other words, sepa- 
ration between the different mono-, di-, and trinucleotides 
present was not affected.r331 

NB-Phthalocyanine Derivatives 

cifically, treatment of tetrahydroxyphthalocyanine with 
an excess of 9-(2-bromoethyl) adenine and K2CO3 gave 
the adenine-phthalocyanine conjugate 33a. The unsym- 
metrical analogues 33b and 33c were prepared by using 
only one equiv. of the appropriate 9-(bromoalkyl)adenine, 
followed by the addition of excess l - b r ~ m o ~ e n t a n e ~ ' ~ ~  
(Scheme 10). 

The base-pairing effects of 33a were studied by 
carrying out a fluorescence-type spectroscopic titration 
that consisted of adding a thymine-modified 9,lO-anthra- 
quione and monitoring the resulting decrease in emission 
intensity. Interestingly, in DMF/THF (9:1), the fluores- 
cence quenching of 33b and 33c was modest with the 
extent of quenching being almost the same as was ob- 
served in experiments involving the use of 9,lO-anthra- 
quinone as a control.1341 While not constituting an 
absolute proof, such findings argue against the adenine- 
substituted conjugates 33 being able to interact strongly 
with species containing their Watson-Crick complement, 

Although not expanded porphyrins, phthalocyanines rep- 
thymine, and, as a consequence, an ~nability to form 

resent a different kind of tetrapyrrole and one of the few 
hydrogen bond-tethered self-assembled ensembles. If this 

aromatic chromophores, other than porphyrin and sap- 
conclusion is correct, it underscores the benefit of using 

phyrin, to be conjugated to a nucleobase. While in prin- 
cytosine-guanine interactions as supramolecular motifs as 

ciple the rich chemistry of the phthalocyanines would lead 
originally put forward by Sessler and coworkers. 

one to consider that a variety of nucleobase-containing 
conjugates would have been prepared to date, in fact, only 
the adenine-containing zinc(I1) phthalocyanines 33 have NB-Calix[4]pyrrole Derivatives 
so far been reported in the literature. These conjugates 
were prepared using a procedure analogous to that used to While traditionally the term "oligopyrrole macrocycles" 
prepare the porphyrin-nucleobase systems 5 and 7. Spe- refers to aromatic systems, such as porphyrin, phthalo- 

Fig. 6 Cytosine-sapphyrin derivative immobilized on 3-aminopropyl-modified silica. 
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Scheme 10 

cyanine, and expanded porphyrins, in recent years 
increasing attention has been devoted to the development 
and study of nonconjugated oligopyrrolic macrocycles.~35- 
381 One of the best studied of such systems is calix[4]- 
pyrr~1e,'35~3633y1 a nonaromatic tetrapyrrolic product pro- 
duced by the condensation of pyrrole with acetone. This 
system, whose synthetic origins can be traced back to 
~ a e ~ e r , ' ~ ~ '  was "rediscovered" as a neutral anion- 
binding agent by Gale and coworkers in 1996.["] This 
rediscovery led, inter alia, to considerations that calix[4]- 
pyrroles could provide the basis for easier-to-make 
analogues of the sapphyrin-based nucleotide binding and 
transporting agents described above.1411 Toward this end, 
receptors 34 and 35 were prepared by condensing the 
corresponding calix[4]pyrrolecarboxylic acid with 2-ami- 
n ~ e t h ~ l c ~ t o s i n e . ~ ~ ~ ~  Again, the question was whether the 
combination of an anion binding subunit with a nucleo- 
base binding site would allow for selective nucleotide 
recognition and transport, with the added wrinkle being 
what would be the effect of using a weaker anion binding 
site (Scheme 1 I). (As they are neutral receptors, calix[4]- 
pyrroles show much weaker phosphate anion binding 
affinities than do the protonated, and correspondingly 
charged, ~ a ~ ~ h ~ r i n s . ' ~ ~ ~ )  

In order to test the efficacy and selectivity of the 
calix[4]pyrrole-derived systems 34 and 35, they were 

studied as nucleotide carriers, in analogy to what was done 
with the sapphyrin systems (vide supra), and as the key 
components in membrane-based ion selective electrodes 
(ISEs) (see Tables 5-7 and ensuing discussion). 

Ion-Selective Electrode Studies 

An important motivation for studying systems 34 and 35 
as carrier-based ion-selective electrodes (ISE) is that 
analysis of such systems provides another means of 
testing whether a given receptor displays selectivity for a 
targeted analyte.[27'43-481 As true for bulk membrane 
transport studies (cf. Fig. 4), this method can provide 
insight into recognition events that take place at an 
aqueous-organic interface. However, it does not directly 
monitor binding (andlor release) per se. Rather, what is 
studied is the change in membrane potential observed on 
exposure of a liquidlpolymer membrane electrode to 
solutions of various putative analytes. Read-out param- 
eters thus include response (total emf change engendered 
by a given concentration of analyte), sensitivity (change 
in emf as a function of analyte concentration), and 
selectivity, often expressed in relative terms as a selec- 
tivity coefficient KP or selectivity factor k k '  where I 
and J represent the two competing analytes in question, 

Scheme 11 
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Table 5 Results of transport experiments carried out with 
8434) and meso-(35) cytosine-functionalized calix[4]pyrroles 

These transport studies were carried out using the set-up shown in Fig. 4 
and in analogy to those discussed previously in the case of the sapphyrin- 
derived systems. The concentration of the camers in the organic phase 
was 0.1 mM, the pH of the initial and receiving aqueous phases were 6.0 
and 12.5, respectively, and the concentration of tetrabutylammonium 
perchlorate, added as a charge neutralizing cocamer to the organic 
phase, was 0.1 mM. 

and the linear range over which the response, Nernstian 
or otherwise, is seen. 

The original benchmark for nucleotide sensors was an 
electrode for 5'-adenosine monophosphate (5'-AMP) that 
was produced by Papastathopoulos and ~ e c h n i t z . ~ ~ ~ ]  This 
electrode consisted of a layer of suspended 5'-adenylic 
acid deaminase (AMP deaminase) in conjunction with an 
ammonia gas-sensing membrane electrode. The substrate 
was selectively deaminated by this enzyme to produce 
inosine 5'-monophosphate (5'-IMP) and NH3 in stoi- 
chiometric quantities. Monitoring the ammonia thus in- 
directly measured the 5'-AMP concentration present in 
the sample. 

Because the above method represents an indirect de- 
termination, efforts have been devoted in recent years to 
developing more biomimetic approaches. Complementary 
base pairing, directed multisite hydrogen bonding inter- 
actions, specific (n-n) stacking effects, and generalized 
electrostatic interactions, individually or in concert, are 
thought to contribute to the exquisitely sensitive nucle- 
otide recognition observed in the biological systems. 
Incorporating one or more of these recognition motifs 
into appropriately designed synthetic receptors could 

culminate in the production of highly specific ISEs more 
suited for use in various "real world" bioanalytical ap- 
plications. Whether this goal will be fully realized re- 
mains to be seen. However, its pursuit has stimulated 
the evolutionary development of several elegant nucleo- 
tide-targeting ISEs in recent years, including (as will be 
discussed below) those based on calix[4]pyrrole-nucleo- 
base conjugates. 

An electrode derived from a cytosine-pendant tri- 
amine was the first ISE system to affect the potentio- 
metric discrimination between guanine and adenine 
nucleotides by using complementary base-pairing and 
phosphate-ammonium electrostatic binding interactions 
within the ele~trode.'~'] However, the multiple pro- 
tonation equilibria that were a consequence of using 
polyamines as the electrostatic binding motif likely 
complicated the response mechanism and were also most 
probably responsible for the non-Nernstian emf slopes 
observed in these systems (5'-GMP: - 10 mvldecade; 
5 x 10-~ -10 -~  M). 

Recognizing the design limitations, i t  was thought that 
better phosphate recognition motifs ~ o u l d  lead to im- 
proved sensors. In a previous portion of this review, it was 
demonstrated how this approach led to successful sap- 
phyrin-based nucleotide carriers (e.g., systems 27a and 
2aa)[3 1.32,501 and, as implied above, efforts were made to 

generalize this success by using calix[4]pyrroles as the 
anion binding cores. Thus because the] were of inherent 
interest in their own right and because they would provide 
important controls for the newer calix[4]pyrrole-based 
systems, ISEs containing nucleobase-functionalized sap- 
phyrins were prepared. Specifically, the guanine-bearing 
sapphyrins (28b and 30b) were incorporated into poly 
(vinyl chloride) (PVC) membranes plastisized by o-nitro- 
phenyl octyl ether (0-NPOE), and the potential response 
as a function of nucleotide concentration was measured 
using a standard HgJHg2C1213 M KCIIIO.1 M HEPES- 
NaOH, pH 6.6llsamplelmodified PVC membranel0.1 M 
KCllAgCllAg cell assembly. Similar studies were carried 

Table 6 Potentiometric characteristics of PVC membranes based on mono-(28b) and bisguanine-substituted (30b) sapphyrins 
toward nucleotides 

28b 30ba 30bb 

Sensitivity Linear Sensitivity Linear Sensitivity Linear 
Nucleotide (mvldecade) range (M) (mvldecade) range (M) (mvldecade) range (M) 

a , b ~ h e  results were obtained with PVC-membranes derived from 30b soaked in solutions of the primary analytes for 20 min (for a) and overnight (for b), 
respectively. 
'No response. 
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out using the cytosine-substituted calix[4]pyrrole conju- 
gates 34 and 35. 

Guanine-substituted sapphyrins 

The ditopic receptor 28b was designed to allow for 
specific cytosine-base recognition as well as for more 
general phosphate binding recognition. Its bis(guanine)- 
bearing analogue, sapphyrin 30b, a potential tritopic 
receptor, was thought to allow for the formation of 
complex-derived "triple helix" such as G-C-G motifs, 
wherein the bound nucleobase C-subunit would be the 
beneficiary of two kinds of hydrogen bonding inter- 
actions, involving both Watson-Crick and Hoogsteen 
recognition patterns. 

At pH 6.6, sapphyrin exists as a monoprotonated, 
singly charged entity, whereas nucleotide monophos- 
phates are largely dianionic. The sensitivity expected for 
experimental electrodes at neutral pH should thus be equal 
to -29 mV/decade (theoretical Nernstian value for a 
divalent anion). The results obtained with systems 28b 
and 30b (Table 6) revealed that the doubly functionalized 
guanine derivative, 30b, provided a more effective elec- 
trode system than its mono-substituted analogue. It should 
be noted that the sensitivity of the PVC-membranes de- 
rived from the bisguanine receptor 30b was dependent 
on the time of contact between the membrane and the 
nucleotide (analyte) solution, as well as the nature of the 
measured nucleotide (Table 6). 

In predicative work involving unfunctionalized calix[4]- 
pyrroles,'451 it was demonstrated that simple, substituent- 
free calix[4]pyrroles display potentiometric selectivity to 
a range of anionic analytes, including phosphates, when 
incorporated into PVC-(0-NPOE) membranes and tested 
as ISEs. The question then became whether appending a 
cytosine "tail" onto the calixpyrrole skeleton would lead 
to the generation of nucleotide-specific ISEs and, to the 
extent this proved true, whether or not the choice of 
linkage (meso- vs. 8-pyrrolic) would effect the response 
selectivity.[421 

Before analyzing the "tailed" systems 34 and 35, their 
unfunctionalized analogues, i.e., octamethyl and cyclo- 
hexyl-substituted systems, were tested as ISE sensor 
elements. In neither case was evidence of pH-dependent 
behavior seen, at least at or near neutral pH. On the other 
hand, an inherent selectivity for 5'-AMP< 5'-GMP E 5'- 
CMP< 5'-UMPz5'-TMP was observed at pH 6.6 (a value 
chosen to ensure a significant concentration of the di- 
anionic forms of the nucleotides under investigation) for 
both systems, as judged from the extent of the anionic 
(negative) potentiometric response. By contrast, a slight 

selectivity for 5'-GMP and 5'-CMP was seen in the case of 
"control" electrodes made up from the hydrophobic cat- 
ion, tridodecylmethylammonium chloride (TDDMACI); 
h e r e ,  5 ' -AMP ( 0 . 0 0 )  < 5 ' - U M P  ( 0 . 0 7 )  < 5 ' -CMP 
(0.24)<5'-GMP (0.76), where the values in parentheses 
refer to the selectivity coefficients (log K ; ? X ~ ~ ~ ~ . ~ ~ ~ ) .  

Taken together, these findings are consistent with the 
conclusion that unfunctionalized calixpyrroles mediate 
their observed ISE response for nucleotides by acting 
more as specific, nucleobase-dependent molecular recog- 
nition elements than as pure anion extractants, as is known 
to be true for membranes made up from TDDMACI. 
Support for this conclusion comes from the observation 
that a greater response is observed in the case of the more 
hydrophobic cyclohexyl-substituted system than in the 
octamethyl system and that the selectivity pattern corre- 
lates with the number of accessible hydrogen bond 
acceptor elements (i.e., carbonyl groups) present in the 
nucleobase portion of the mononucleotides being studied 
[i.e.,5'-UMPE 5'-TM (two carbonyls) >5' G M P x  5'-CMP 
(one carbonyl)>S1-AMP (no carbonyls)]. This latter 
observation also rules out a response process that is 
dominated by direct phosphate-calixpyrrole "anion 
chelation"; rather, it supports the conclusion that, under 
the interfacial conditions of the ISE experiment, the 
strength and specificity of the nucleobase-calix[4]pyrrole 
NH interactions dominate the selectivity, even if it is 
the presence of the negatively charged phosphate groups 
that leads to the actual observation of an anionic poten- 
tiometric response. 

Transport experiment demonstrated that the meso- 
substituted cytosine calix[4]pyrrole conjugate, but not its 
j-pyrrole linked congener, is capable of acting as a ditopic 
receptor, binding concurrently both the phosphate anion 
and nucleobase portions of 5'-GMP to the calixpyrrole 
core and cytosine "tails" of the molecule, respectively. 
These findings were rationalized in terms only the former 
is capable of binding concurrently both the phosphate and 
nucleobase portions and provided a backdrop against 
which the corresponding ISE studies could be considered. 
In particular, the availability of two cytosine-substituted 
calix[4]pyrroles, bearing the appended cytosine on either 
a b-pyrrolic (34) or meso (35) position, respectively, 
would allow the potential importance that ditopic binding 
interactions might play in terms of regulating a selective 
electrode response. 

In the case of the transport studies, it proved necessary 
to add tetrabutylammonium perchlorate to neutralize the 
negative charge present in the calix[4]pyrrole-nucleotide 
complex that arises as a result of binding a phosphate- 
containing entity within a neutral receptor (cf. Table 5 and 
Ref. [42]). Thus a lipophilic electrically charged additive, 
such as TDDMACI, was also employed in the case of the 
PVC membranes derived from 33 and 35. Addition of this 
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Table 7 Effect of pH on the potentiometric selectivity of PVC membranes based on fl- and meso-substituted cytosine-functionalized 
calix[4]pyrroles 34 (log k5~?&,P15.XMP) and 35 (log k5,.&P15.XMP). These membranes additionally contained 50 mol% TDDMACl 

additive served to highlight the effects of base-pairing, 
which proved more discernable in the case of 35 than 34. 
Specifically, adding 50 mol% TDDMACl to the PVC 
membranes containing these two potentially ditopic 
receptors resulted in selectivity sequences that approxi- 
mated those seen in the transport experiments (Table 7; 
pH 6.6). Unfortunately, the inherent selectivity for 
5'-GMP seen in membranes containing just TDDMACl 
(vide supra) complicates analysis. Thus it is not possible at 
present to quantify in energetic terms the specific effect of 
the proposed cytosine-guanosine Watson-Crick binding 
interactions on the experimentally determined for-analyte 
selectivities. Nonetheless, there is little doubt that the 
effect is real, and in ISEs based on suitably designed 
receptors, can be quite substantial. 

Model membrane transport studies provide a useful 
potential complement to ISE studies in terms of ana- 
lyzing the specificity and mode of action of a particular 
receptor. The fact that the transport selectivity may be 
influenced strongly by the rate of receptor-substrate 
complex formation and dissociation, and hence the pH 
of both aqueous phases, made it important to compare 
the potentiometric selectivity of the PVC-membrane elec- 
trodes based on 34 and 35 when the contacting aqueous 
phase was held at pH 6.6 and at 8.5. The chosen pH should 
approximate the conditions of potentiometric measure- 
ment to transport model when the monitored nucleotides 
"enter in' ' and "release from" bulk membrane interface. 
As can be seen from Table 7, the selectivity sequence for 
the meso-linked conjugate 35 is more influenced by pH 
than its P-linked congener 34. In fact, the potentiometric 
selectivity of the meso-substituted receptor, 35, could be 
reversed by changing the pH from 6.6 to 8.5, as is evident 
upon inspection of the following sequences: 

The sensitivity to pH is as would be expected for a 
system where ditopic interactions are thought to be 
playing an important role. For instance, under conditions 
of high pH, where the nucleotide species would exist as a 
dianion, rather than a monoanion, and the nucleobase 

itself could bear negative charge, the ancillary benefit that 
would accrue from the proposed Watson-Crick base 
pairing interactions would be reduced if not altogether 
eliminated. On the other hand, the potentiometric data at 
high pH could help explain the relative lack of for-GMP 
selectivity observed in the case of the transport experi- 
ments involving receptor 34, where the receiving phase is 
also held at high pH; what is observed might simply 
reflect the inherent preference for cytosine binding that 
apparently pertains at high pH. To the extent this 
conclusion is correct, it underscores the benefit that can 
come from studying nucleobase-oligopyrrole conjugates 
under two rather different kinds of experimental condi- 
tions and via the use of two very different techniques. It is 
thus hoped that such comparisons will be carried out with 
other systems in the near future. 

CONCLUSION 

Nucleobase-macrocyclic oligopyrrole conjugates repre- 
sent a new class of potential ditopic receptor. With the 
ability to bind the Watson-Crick complementary nucle- 
oside or nucleotide via specific hydrogen bonding 
interactions and elicit some key, useful functional feature 
through the appended oligopyrrole, a range of chemical 
processes become possible that are without precedent in 
the case of simple, single-motif systems. These include 
the ability to affect selective recognition of appropriate 
oligonucleotide fragments, facilitate long-range energy- 
and electron-transfer processes, affect the specific trans- 
port and electrochemical sensing of individual nucleo- 
tides. Improvements in synthetic methodologies, coupled 
with an ever-increasing lexicon of available oligopyrrolic 
macrocycles, lead to the prediction that many new 
nucleobase-oligopyrrole conjugates will be constructed 
in the near future and that these systems will demonstrate 
utilities that range well beyond those that have already 
been described. 
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INTRODUCTION 

~ e ~ n m a n l ' ]  was correct when he predicted "There's 
Plenty of Room at the Bottom." Since Feynman's talk, 
given at Caltech in 1959, there has been an explosion of 
research in the ever-shrinking areas of nanoscience. A 
nanometer ( n a n e G r e e k  for dwarf) is one billionth of a 
meter, or ten times the size of an individual hydrogen 
atom. Since the mid-1980s, there has been a substantial 
increase in interest over the creation and use of nanocap- 
sules,12' a subset of nanoparticles. Nanocapsules have a 
number of potential applications, some of which include 
dye dispersants, nanoreaction vessels, and encapsulation 
media for fragrances, flavors, or drugs. This article will 
discuss the specific case of oil-filled nanocapsules. Such 
structures readily encapsulate lipophilic/hydrophobic and 
oil-soluble compounds, allowing them to be dispersed and 
transported through aqueous media. 

DEFINING OIL-FILLED NANOCAPSULES 

Nanoparticles have their largest dimension in the 1- 
200 nm range. Nanoparticles can be made of a wide range 
of materials: inorganic, organic, and biological. Nanopar- 
ticles are of interest in materials science for a number of 
reasons. Because chemical characteristics such as optical, 
magnetic, electrical, adsorptive, and catalytic are size- 
dependent, a nanoparticle may exhibit useful properties 
not seen in the larger bulk sample.'" The surface area-to- 
volume ratio can be very high, which can increase the 
performance of catalysts.[3' For these reasons, material 
scientists are investigating a wide number of nanostruc- 
tures, hoping to find new applications. One possible 
application is the encapsulation of guest moieties, which 
would be possible with hollow or filled nanoparticles. 
Nanocapsules are superior to nanospheres and other 
nanoparticles for these applications because of their high 
loading capacity. 

The general definition of a nanocapsule is a spherical, 
hollow structure with a diameter less than 200 nm. The 
cavity can be empty or filled with a solvent, either polar or 
nonpolar (Fig. 1). Nanocapsules can be distinguished from 
other nanoparticles because they have a well-defined core 
and shell, whereas the latter do not. Although this 

definition includes coated nanoparticles, the term nano- 
capsule as referred to here is a submicrometer colloidal 
particle with a cavity surrounded by a shell. When made 
from polymers, nanocapsules have also been referred to as 
"hollow polymer nanostructures,' ' "polymer/oil compos- 
ite particles' ' ,[41 and ' 'colloidosomes. ' '[s361 Nanocapsules 
have been made for many years, following the example of 
nature, using phospholipids, which are amphiphilic. 
Phospholipids will self-assemble in aqueous environments 
to form vesicles, which have a water core and a bilayer of 
the phospholipid forming the shell. This is the basis of 
cells. In a similar manner, a single layer of phospholipid 
can stabilize oil droplets, resulting in liposomes (Fig. 2). 

Micro-Pak, Inc. has produced lipid vesicles that can be 
tailored to have either aqueous or oil-filled central 
cavities.17' This central cavity can be filled wholly or in 
part with oil such that it can be used to encapsulate 
hydrophobic molecules.[71 The core of these vesicles is 
large and unstructured, which makes it ideal as a transport 
vehicle. Phospholipid vesicles have two major draw- 
backs.''] First, phospholipids can be degraded by a 
number of enzymes, thus causing problems in biomedical 
applications. Second, the most common phospholipids 
contain polyunsaturated acyl chains, which are prone to 
peroxidation, resulting in a fracture of the vesicle. Lipo- 
somes are generally unstable.[81 Although similar to lipo- 
somes, polymeric capsules are held together through 
covalent bonding in the shell, making them more robust. 
Thus polymeric oil-filled nanocapsules are just robust, 
man-made mimics of naturally occurring liposomes. 

The remainder of this review is divided into three 
major sections. The first deals with the characterization 
techniques used when making nanocapsules. The second 
deals with research published to date, and the third 
briefly describes some of the possible applications for 
oil-filled nanocapsules. 

CHARACTERIZATION TECHNIQUES 

Because of the small size and often complex formulations, 
a detailed characterization of nanocapsules is difficult. 
Some of the techniques used include quasi-elastic light 
scattering [QELS; also known as photon correlation spec- 
troscopy (PCS)], gel permeation chromatography (GPC), 
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observed. Quintanar-Guerrero et al.['O1 have already used 
SFM for oil-filled nanocapsules. Cryoelectron microscopy 
and SFM have a promising future for determining nano- 

oil-filled core capsule morphology and surface properties.[91 Scanning 
electron microscopy has also shown some applicability 
for examining the morphology of nanocapsules. It is lim- 
ited by its magnification ability, but when combined with 
x-ray analysis, it is a powerful tool to identify nano- 

shell 
capsules with specific atoms. For example, it would be 
possible to characterize nanocapsules incorporating the 
iodine-containing oil, Lipiodol .Ig1 

I 
< 200 nm 

I 
Size and Size Distribution 

Fig. 1 Schematic of an oil-filled nanocapsule. 

transmission electron microscopy (TEM), scanning force 
microscopy (SFM), and scanning electron microscopy 
(SEM). To date, none of these techniques has provided a 
clear picture of the nanocapsule shell.[91 It remains 
unknown as to whether the shell is a continuous or a 
porous network. The synthetic route used to attain the 
nanocapsules may also affect the nature of the shell. The 
characteristics of interest are morphology, size and size 
distribution, density, and zeta potential. 

Morphology 

Morphology refers to the structural shape of the nano- 
capsule. This can be determined using a number of mi- 
croscopy techniques. The most commonly used is TEM, 
with either positive staining using a heavy atom such as 
osmium, or negative staining where the medium sur- 
rounding the nanocapsule is stained (typically with phos- 
photungstate or uranyl acetate). Another technique, which 
has proven effective, is freeze-fracture TEM, where the 
polymer shell, inner core, and wall thickness are all 

For many applications, nanocapsules of specific, uniform 
size are desirable. Microscopy techniques are capable of 
giving information about size and size distribution, but 
have some limitations. First, the typical sample size in 
microscopy is very small, thus one has to make the 
assumption that it is representative of the whole. Second, 
the sample is usually dried, which may adversely affect 
the morphology. To obtain data on the whole population, 
QELS or PCS is typically used. Nanoparticles dispersed in 
a fluid are in constant Brownian motion. The speed of the 
particles is inversely proportional to their size. Photon 
correlation spectroscopy analyzes the frequency of shifts 
in the light intensity that results from the particles moving 
into and out of the lightpath. Time dependence provides 
the information needed to determine the diffusion coef- 
ficient of the nanocapsules in solutions. Once the diffusion 
coefficient ((D),) is determined, it can be related to the 
hydrodynamic radius (Rh) of the nanocapsule using the 
Stokes-Einstein law: 

where q is viscosity and kT is the Boltzmann coeffi- 
cient multiplied by temperature. The distribution of the 

B) 

Phospholipid bilayer 

Phospholipid 

Oil core 

A q u e o u s  bulk 4 

Fig. 2 Two-dimensional schematic of a 3-D phospholipid vesicle (A) and a liposome (B). The phospholipids shown actually form a 
shell around a 3-D sphere in each case. 
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frequency shifts in light intensity also provides the size 
distribution of the sample. 

It is important to note that the size determined in this 
method is Rh, which includes a sphere of solvation around 
the nanocapsule. As a result, the size may appear larger 
than that observed in microscopy images. 

Gel permeation chromatography can be performed to 
determine the molecular weight and polydispersity of 
the prepolymer. 

Density 

Chouinard et al.[l1' showed that nanocapsule density 
could be determined by isopycnic centrifugation. This 
technique can be performed using either a classical or 
analytical centrifuge. Isopycnography (or equilibrium 
density gradient centrifugation) is a separation technique 
based on the differing intrinsic densities of the particles. 
The nanocapsules migrate through the centrifuge tube 
until they reach a point where they are surrounded by a 
solvent of equivalent density. The solvent used for 
nanocapsule analysis is PercollTM. The particle density 
can be backcalculated by comparing with a calibration 
curve obtained from density-calibrated particles, by 
collecting the zone of the gradient in which the particles 
accumulated, and by measuring its density.["] 

Comparing densities is a good method to determine 
whether the nanoparticles observed by microscopy are 
solid nanospheres, hollow nanocapsules, or oil-filled 
nanocapsules. The density of nanocapsules tends to be 
intermediate between that of the polymer matrix and the 
oil.[91 Solid nanospheres have a density equal to that of the 
polymer matrix. By comparing the density achieved via 
isopycnography with the densities of the starting materi- 
als, one can determine whether nanospheres or nanocap- 
sules are present.[111 The density can also be used to yield 
the nanocapsule oillpolymer composition:[91 

where Xp,,l, and XOil are the mass fractions of the polymer 
and oil in the nanocapsules, respectively, and represent 
unknowns. PNC, ppoly, and poil are the densities of the 
nanocapsules, polymers, and oils, respectively. 

Zeta Potential 

Zeta potential is a surface characterization technique that 
can be used to investigate whether a guest molecule is 
truly encapsulated or simply adsorbed onto the surface of 
a n a n ~ c a ~ s u l e . [ ~ ]  

Particles, when dispersed in water, have a charge 
because of surface-solvent interactions. For example, 

silica particles lose a surface proton from silanol (Si-OH) 
groups to the aqueous solvent. The charged particle 
surface attracts a layer of counterions from the bulk 
solvent, leading to a double layer, whose thickness is 
dependent on the surface charge density. A large charge 
stops particles from getting close to each other because of 
electrostatic repulsion. Conversely, a small surface charge 
results in a smaller double layer, leading to flocculation. 

Zeta potential is a measure (in millivolts) of the energy 
needed to shear the particle and its inner layer of 
counterions away from the bulk solvent. The higher the 
zeta potential is, the larger is the double layer and the 
more stable the nanocapsule is in the solution. Changes in 
zeta potential can indicate the adsorption of moieties to 
the surface of the nanoparticle, which have affected its 
double layer. 

SYNTHETIC ROUTES 

Two main techniques are used to synthesize nanocap- 
sules: the first is interfacial polymerization around a 
droplet, and the second is deposition of a preformed poly- 
mer at the interface of a droplet. Both techniques utilize 
self-assembly. 

Interfacial Polymerization 

In this method, either a monomer or an amphiphilic 
polymer with a cross-linkable group is used and poly- 
merization is induced at the surface of an oil droplet. This 
technique requires a system that can polymerize on a 
faster time scale than the fluctuation in the droplet ge- 
ometry. The advantage of this technique is that the poly- 
meric shell is formed in situ, allowing it to follow the 
contours of the droplet.r91 The drawback is that the cross- 
linking or polymerization reaction may have side reac- 
tions with other species present in the system. For ex- 
ample, if the nanocapsule is being used to encapsulate a 
drug, the monomer or cross-linkable group may have 
reactivity toward the drug. At the least, this would result 
in a reduced availability of the drug and, at its worst, this 
could result in toxic by-products. 

Thurmond et a1.[12] of the Washington University, St. 
Louis have prepared nanocapsules containing a hydro- 
philic shell and hydrophobic core properties. Thurmond et 
al. rely on self-assembly to form micelles, which are then 
stabilized through covalent bonding of the outer shell 
(Fig. 3). The result is a surface cross-linked "Knedel" 
(scK)."*' The shell cross-linking provides two functions; 
first, it stabilizes the micelles; second, it offers the ability 
to control the permeability of the shell.'"] Thurmond et 
al.'s work was one of the first examples of chemically 
cross-linked nanosphere surfaces. Lowe et al.[14] and 
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< BlOcl'Aof 
diblock copolymer 
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Fig. 3 Two-dimensional schematic of a 3-D SCK. (Adapted from Ref. [12].) 

Butun et al.[15"61 have also created SCK structures. In this 
case, the core could be reversibly hydrated or dehydrated 
depending on the solution temperature resulting in a 
hydrophilic or hydrophobic core, respectively. 

Although SCKs have core-shell structures, they are not 
oil-filled. They are made from unswollen micelles, thus 
the core is composed of the hydrophobic, alkyl chain ends 
of the block copolymers used to make the shell.[I7] 
Despite this, depending on the properties of the core 
polymer chains (glassy, fluidlike, or crystalline), the SCKs 
can have a variety of core properties, including the 
fluidlike properties found in oil-filled n a n ~ c a ~ s u l e s . [ ' ~ ~  
These last properties can be achieved by using a block 
copolymer that has a degradable core. Huan et a1.[I9] and 
Zhang et a1.[201 showed the utility of this approach by 
hydrolyzing the poly-E-caprolactone core of SCKs. The 
hydrolysis products resulted in a polar core, but it is con- 
ceivable that a similar process could be used with different 
polymers to yield nonpolar, oil-like cores. 

The synthesis of oil-filled nanocapsules using amphi- 
philic surfactants follows a route similar to that used to 
make liposomes. Oil-filled nanocapsules are created when 
an oil-in-water microemulsion is used as the template for 

cross-linkable surfactant 1 

the interfacial polymer layer (Fig. 4). Micrometer-sized 
capsules have already been proven from reg- 
ular emulsions, and the chemistry can be extended to the 
formation of nanocapsules from microemulsions. Such 
nanocapsules are water-soluble, but coating the nanocap- 
sules with additional layers of polymers. proteins, or other 
materials can change solubility. Surface materials are 
chosen for their specific properties, such as chemical and 
biological resistance, adhesion, and reactivity. 

Water-in-oil emulsions have been used to make 
nanocapsules with aqueous cores.[221 The emulsions were 
stirred while a shell was polymerized at the oil-water 
interface. Similar techniques have been used to make 
nanocapsules with oil cores from oil-in-water microemul- 
sions.[4.23-261 Underhill et a1.[231 utilized a microemulsion 

stabilized with surfactants containing polymerizable head 
groups. Once the microemulsion has been formed, 
subsequent steps lead to the polymerization of the sur- 
factant with a comonomer to form a robust shell around 
the oil droplet. McDonald et al.[241 also used microemul- 
sions, but utilized the change in solubility between mono- 
mers and polymers to force a polymer shell to form at the 
interface between the oil droplet and the aqueous 

OIL-LlLLED 
/-- 'Ore NANOCAPSULE 

+ 
co-surfactant 
d 

+ 

oil 

water 

I polymer shell --J 

Fig. 4 Two-dimensional of the synthesis of nanocapsules using a microemulsion as a template. (From Ref. [23].) 



Oil-Filled Nanocapsules 2743 

Table 1 Research into nanocapsules via interfacial polymerization, classified by method, system and research group 

System investigated Research group Refs. 

SCK's-Polystyrene-block-poly(4-vinyl pyridine), Wooley et al., Armes et al. [12,14-201 
Poly(2-(dimethy1amino)ethyl methacrylate-block-methacrylic acid), 
Poly (E-capro1actone)-block-poly (acry lie acid) 

Monomer polymerization: Poly(alkylcyanoacrylate), 
Polystyrene, Poly(methacrylic acid), Poly(acrylonitri1e) 

Lenaerts et al., Couvreur et al., [l 1,22,24-261 
McDonald et al., Jang et al. 

Surface cross-linkable surfactants: Polysiloxanelsilicates Duran et a]. [231 

continuous phase. The monomer was dissolved in the oil 
along with a hydrophobe and an initiator. The hydrophobe 
was chosen such that it was not miscible with the polymer; 
thus as the reaction progressed, the polymer was forced to 
segregate to the oil-water interface, leaving the hydro- 
phobe forming the oil phase in the core. Typically, the 
hydrophobe is removed via vacuum or steam stripping. 
The hydrophobe diffuses through the shell to create 
hollow n a n ~ c a ~ s u l e s . [ ~ ~ ~  This is because the shell is 
porous enough to allow the hydrophobe to diffuse through 
the polymer. In the case of Jang and ~ a , [ ' ~ ]  the hydro- 
phobe was isooctane, which is a lightweight volatile 
organic. If the hydrophobe is not removed, then oil-filled 
nanocapsules result (Table 1). 

Preformed Polymer Assembly 

The alternate method to form nanocapsules is to self- 
assemble preformed polymers around an oil droplet 
(Fig. 5) .  Again the droplet acts as a template. This 
method avoids the issue of the reactivity of the cross- 
linkable group and the possible side reactions. The 
drawback is that there is less control of the size and size 
distribution of the resulting n a n ~ c a ~ s u l e s . [ ~ ~  

Nanocapsules, via the self-assembly of polymers at the 
interface of a droplet, can be made using natural (e.g., 
liposomes) and/or man-made [e.g., poly(ethy1eneimine)l 

0 assembly 

Fig. 5 Two-dimensional schematic of the layer-by-layer self- 
assembly of two different polymers (gray and black) on the 
surface of a template, which may be either a colloidal particle or 
an oil droplet. (Adapted from Refs. [27] and [28].) 

polymers. The deposition of a premade polymer at the 
surface of a droplet can be performed following a method 
introduced by Lvov et a1.[27,281 in the mid-1990s. The shell 
wall of a nanocapsule is made via layer-by-layer assembly 
through alternate adsorption of oppositely charged com- 
ponents onto a template.[291 Uncharged polymers can be 
used if the precipitation method is changed. In this case, 
the polymer is dissolved in the organic phase, which is 
mixed under high shear with an aqueous phase containing 
a hydrophilic surfactant. As the nanometer-sized droplets 
of oil form, the polymer precipitates at the interface with 
the aqueous phase and the whole nanocapsule is stabilized 
by the surfactant. The resulting nanocapsules can be fine- 
tuned to provide the desired characteristics by changing 
the type and amount of polymers, oils, andlor surfactants. 
The ratio of the organic phase to the aqueous phase also 
plays a role in the chemical nature of the n a n o ~ a ~ s u l e . [ ~ ~  

The number of layers adsorbed to the surface deter- 
mines the thickness of the shell. As an alternative to 
adsorbing polymers to the surface, colloidosomes have 
colloidal particles adsorbed to an emulsion droplet, 
resulting in a selectively permeable membrane, which 
allows submicron particles to diffuse in but excludes 
larger particles.r536930-"1 In th' is case, the resulting cap- 
sules exceed the size limit imposed on the definition of 
nanocapsules. Despite this limitation, it is plausible that 
this technique could be used for smaller entities. Of 

Table 2 Research into nanocapsules via preformed polymer 
assembly, classified by method, system and research group 

System investigated 

Emulsification-diffusion 

Colloidosomes 

Silicatelpolycation 
multilayers 
Cationidanionic 
polyelectrolyte multilayers 

Research group Refs. 

Quintanar-Guerrero [lo] 
et al. 
Dinsmore et a]., [5,6,30-331 
Velev et al. 
Lvov et al. [27,281 

Decher ~291 
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concern may be that with perfectly packed spheres, the 
pores are approximately 0.15d, where d is the diameter of 
the adsorbed spheres. Thus as the spheres decrease in size, 
so will the basic pore size, resulting in decreased per- 
meability (Table 2). 

APPLICATIONS 

Submicrometer-sized hollow particles have been explored 
for the encapsulation of a variety of guest molecules into 
their cores. They have an advantage over solid nanopar- 
ticles because their cores provide for high loading capa- 
city. Different authors have referred to them differently; 
some examples include m i c r o ~ ~ h e r e s , [ ~ ~ ~ ~ ~ '  hollow nano- 
particles,r36.371 silica particles,[38'391 nanocapsules,[' 1340,411 

solid lipid n a n ~ ~ a r t i c l e s , [ ~ ~ ]  and host-guest 
One of the advantages of oil-filled systems is that hydro- 
phobic chemicals can be encapsulated and then trans- 
ported at concentrations higher than their normal 
solubility in transport media. Supramolecular chemistry 
has involved numerous types of polymeric assemblies 
providing enhanced properties (e.g., stealthTM, which is 
the ability of a nanoparticle to remain invisible to defense 
mechanisms within the body, and molecular recognition, 
which gives the nanoparticles the ability to target specific 
areas within the body). One of the limitations of such 
assemblies is their weak stability under changing envi- 
ronmental conditions. Therefore a combination of self- 
assembly followed by covalent bonding to create novel 
macromolecular architectures may be employed. The 
SCK nanostructured particles are being investigated for 
application in areas as broad as drug delivery, encapsu- 
lating agents from fragrances to food flavors, coatings, 
dye dispersants, pollutant removal systems, and catalysis. 
In the case of drug delivery, nanocapsules may be 
advantageous by providing protection against proteolytic 
degradation. In the case of the food and fragrance in- 
dustries, nanocapsules are desirable because their use in 
encapsulating odors leads to a persistence of the odor long 
after application. This means a longer-lasting perfume, or 
a food product, which does not go "stale" as rapidly. 
Further variation over the three-dimensional (3-D) shape 
of polymer structures (e.g., the preparation of cylindrical 
or needle-shaped particles) is expected to generate ma- 
terials of unique behavior. 

As seen in the previous paragraph, oil-filled nanocap- 
sules have a variety of applications. There are a number of 
articles in the literature, which outline their use in drug 
application technologies (see Refs. [9], [13], and [34] and 
the references therein). Some of the biologically active 
compounds that nanocapsules have been proposed to 
encapsulate are hormonal substances, antibiotics, insulin, 

proteins, antigens, viruses,[451 bacteria,[i81 or cells.[461 One 
nonbiomedical application is in the cosmetic/dermatology 
industry. L'OrCal has been using liposomes since the early 
1970s to encapsulate cosmetic  ingredient^.''^] Liposomes 
have several problems associated hith their use in 
cosmetics.[481 First, encapsulation does not improve the 
bioavailability of the active ingredient. Second, liposome 
loading efficiency is Last, the liposomes are not 
necessarily stable over all environments. Nanocapsules 
are superior to liposomes for this application because they 
address all these problems. 

L'OrCal's nanocapsules have been on the market since 
1995.[45,47491 L'OrCal uses nanocapsules to encapsulate 
active ingredients such as vitamin A (retinal), vitamin E, 
vitamin C, and beta-carotene, which are most effective 
when they reach the deeper layers of the skin. Vitamin A 
is necessary for new cell generation and overall correct 
functioning of the epidermis.[481 Vitamin E "mops up" 
harmful oxygen free radicals. Both v~tarnins are more 
efficient when transported through the surface of the skin 
to the deep layers beneath. The nanocapsules facilitate 
transportation to these deep layers. The nanocapsules have 
a biodegradable shell, which is attached by cutaneous 
enzymes, releasing the contents to the deep layers of the 
skin.'481 

The nanocapsules created by L'OrCal, in collaboration 
with the French National Research Ministry (CNRS), are 
made using a microemulsion technique. Two solvent 
phases are present, both being totally miscible with 
each other. The first solvent S I  is a volatile liquid (e.g., 
acetone), which is used to dissolve the polymer (which 
will constitute the shell; e.g., poly-E-caprolactone), the oil 
phase (which will be the core), the lipophilic active 
compound (which will be transported within the nano- 
capsule), and a surfactant (which will prevent the 
nanocapsules from agglomerating once they are formed). 
The second solvent S2 is in aqueous phase and is a 
nonsolvent for the constituents dissolved in S I .  Both S1 
and S2 are mixed together via a fine stream and nanometer 
droplets of oil are formed, surrounded by the polymer, 
which is insoluble in both S I  and S2, thus creating 
nanocapsules. The surface is coated with a stabilizing 
surfactant. As a final step, the acetone is removed under 

A method of delivery alternate to the nanocapsules is 
the use of microemulsions. Nanocapsules are superior in 
terms of stability. Microemulsions can be destabilized by 
changes in the environment such as temperature and pH. 
Nanocapsules also provide increased bioavailability be- 
cause their shells protect the active ingredient(s) in the 
core from cutaneous enzymes, which may degrade them. 
Nanocapsules have been shown to penetrate the epidermis 
further than microemulsions (up to 30 pn).["] In the case 
of vitamin A, the nanocapsules act as reservoirs in the 
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uppermost layers of the epidermis, thus "stockpiling" the 
vitamin until the skin needs it.[481 

CONCLUSION 

Oil-filled nanocapsules consist of spherical structures 
typically <200 nm in diameter with a distinct core-shell 
structure, where the core is fluidlike and lipophilic. Oil- 
filled nanocapsules can be synthesized by either the 
polymerization of a shell, or by the self-assembly of 
preformed polymers around a lipophilic compound. 
Differing monomers, polymers, and hydrophobes have 
resulted in various sizes and morphologies on nanocap- 
sules. Oil-filled nanocapsules have been examined using 
SEM, TEM, and SFM. 

Oil-filled nanocapsules are a rapidly developing tech- 
nology that shows promise in a number of areas. The 
areas of application are broad, and include the areas of 
drug d e ~ i v e r ~ [ ~ . ' ~ ]  and removal,[231 food science,[501 
cosmetics/dermatology,[471 paintslinks and coatings, pol- 
lutant removal systems, and vessels for catalysis (e.g., 
nan~reactors).~~] The commonality in all these applica- 
tions is the need for a reservoir or host to encapsulate a 
guest moiety, which otherwise may not be soluble, or may 
be degraded by the environment in which it is needed. 
When used as nanoreactors, oil-filled nanocapsules can be 
considered as local areas of high concentration even if the 
overall solution concentration is low. This may help 
catalysis and reactivity. 

Research groups currently working on nanocapsules 
for drug delivery acknowledge that the nanocapsules 
would be more effective if the surface were altered to 
allow for stealth abilities (stealth refers to the nanocap- 
sules' ability to remain invisible to the body's defense 
mechanisms, e.g., white blood cells). This is possible 
through surface functionalization with poly(ethylene 
oxide). Nanocapsules would also be more efficient drug 
delivery vessels if they could target the specific site for 
drug delivery (e.g., a tumor). This is known as active 
targeting.['31 This can be achieved if the surface of the 
nanocapsule is modified with ligands, which are selec- 
tively recognized by receptors on the cells of interest (e.g., 
tumor cells). This is of importance because it provides 
maximum efficiency of the drug dosage and minimizes 
the side effects of the drug associated with it coming into 
contact with nontarget tissues. 

In the future, nanocapsules will be better applied to 
topical, biomedical, cosmetic, and dermatological appli- 
cations if a biomimetic approach is adopted. The nano- 
capsule structure will need to be engineered such that is 
resembles more closely the structure of single-celled 
organisms. The result would be a delivery device, which 
would deliver its contents to a specific activity site. 

Nanocapsules have already shown their utility in a 
number of areas and continue to show promise with the 
possibility of adapting them to a number of circumstances 
with a little bit of imagination. 
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INTRODUCTION 

Molecules (and supermolecules)"~21 form the smaller size 
range of nano-objects, especially those that allow a degree 
of rational design including control of size or other 
properties and those that possess some useful function. 
This article puts the spotlight on molecules whose use- 
fulness stems from the human comprehensibility of light 
signals. When a molecule is empowered with light ab- 
sorption/emission, its small size can be an advantage to 
operate in tiny spaces but yet remain under a degree of 
human remote control. Most of these are sensing and 
switching  device^,'^-^' the latter including some logic 
capabilities. Some of the design principles governing 
these will be outlined below. These are classified in terms 
of the formatting of chromophore/fluorophore and recep- 
tor components.[61 Chromophores and fluorophores are 
dyes that give light absorption signals and in the latter 
case, light emission signals as well. As their name sug- 
gests, receptors serve to receive species which are chem- 
ical in our cases. Thus chromo/fluorophores and receptors 
allow physical and chemical transactions, respectively. 

"CHROMOPHORE-RECEPTOR" SYSTEMS 

The most famous optical molecular devices of this kind 
are the pH indicatorst7] known to every student of high 
school chemistry. Occupation of the receptor by a proton 
disturbs the electron distribution of the former. Because of 
the direct coupling between the chromophore and the 
receptor, it is therefore natural that the electron distribu- 
tion of the chromophore itself is disturbed (Fig. 1). The 
consequence is a significant change of the absorption 
spectrum of the chromophore. Such acid-induced color 
changes have brightened up many a chemistry class 
around the world. A common example would be 1. In 
general, such n-electron systems have electron donor and 
electron acceptor terminals, which leads to charge 
separation in the excited state. Such fractionally charged 
regions in these internal charge transfer (ICT) excited 
states can easily lead to observation of spectral wave- 

length shifts as a result of electrostatic interactions with 
the newly arrived target ion. 

As simple as these indicators are, from a chemical 
standpoint, they also show a logic activity that has 
hitherto gone unnoticed. For instance, 2[81 shows a simple 
blue shift of its absorption spectrum upon interaction 
with ca2+. However, this blue shift can be examined as a 
series of optical transmittance values obtained at different 
wavelengths of observation. As Fig. 2 shows, four wave- 
lengths can be picked out to show clear ca2+-induced 
transmittance changes of the "low-high," "high-low," 
"low-low," and "high-high" variety. When "high" is 
coded as binary 1 and "low" is coded as binary 0, these 
digital input-output patterns can be identified as arising 
from single-input logic devices of the YES, NOT, PASS 
0, and PASS 1 types, respectively. Furthermore, all of 
these logic behaviors can be simultaneously observed 
because light signals are readily multiplexed. So it is 
clear that humble ion indicators can show superposed 
logic behavior, which is unknown in the semiconductor 
device world. 

"RECEPTOR1-CHROMOPHORE- 
RECEPTOR;' SYSTEMS 

It is only logical to add another receptor to a "chromo- 
phore-receptor" system to develop more sophisticated 
formats (Fig. 3). This can be particularly productive when 
the two receptors are chosen to be selective, each to its 
own target species. For instance, 3'81 takes in H+ and ca2+ 
at its quinoline nitrogen and amino acid receptors, res- 
pectively. The n-electron system again develops a dipole 
in the excited state with the positive pole being near the 
amino acid nitrogen and the negative end being close to 
the quinoline nitrogen. Thus admission of ca2+ causes a 
destabilization of the excited state and hence a blue shift 
of the absorption spectrum (Fig. 4). On the other hand, the 
entry of H+ causes a stabilization of the excited state and 
hence a red shift of the absorption spectrum. Of course, 
the simultaneous treatment of 2 with H+ and ca2+ gives a 
near cancellation of these spectral shifts. So an interesting 
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Fig. 1 The general format of a "Chromophore (C)-Receptor 
(R)" system. 

situation arises, where the spectral effect caused by two 
target ions is nearly the same as what is seen in their 
absence. Hence we can choose a monitoring wavelength 
where the transmittance of light is low (coded as binary 0) 
when the input target species are both low (H+ and c a 2 +  
both coded as 0) or both high (H+ and c a 2 +  both coded as 
1). Furthermore, each target ion on its own causes an 
absorption spectral shift away from the ion-free position. 
So now the transmittance of light is high (coded as binary 
1) when the one input target species is low and the other 
high (H+ coded as 1 and c a 2 +  coded as 0 or its permu- 
tation). When these results are cast into a logic truth table 
(Fig. 3), we see that 3 behaves as a two-input XOR gate. 

"FLUOROPHORE-RECEPTOR" SYSTEMS 

Fluorescent versions of ion indicators[91 also have a long 
history and their mode of action borrows extensively from 

NOT PASS 0 YES . . . . 
PASS 1 . . 

280 380 480 580 

Wavelength (nm) 

Fig. 2 Simultaneous observation of all four single-input logic 
types from a single experiment with a ca2+ indicator. 

their absorption-based cousins. One of the significant 
deviations of "fluorophore-receptor" systems arises as a 
result of the relative temporal delay before fluorescence 
emerges from an excited molecule (Fig. 5). Electrostatic 
repulsion between the photo-produced charge separations 
and the receptor-incumbent target species during this time 
period can cause decoordination of the target. Thus the 
target-induced spectral change will also dissolve away. 
Fluorescence emission spectra are therefore weakly in- 
fluenced by target binding in many "fluorophore-recep- 
tor" systems known so far, although several exceptions 
are available. Of course, the target-induced changes 
survive in the fluorescence excitation spectra, which are 
related to the absorption spectra anyway. Grynkiewicz 

Input, Inputz Output 

H+ caZ+ Transmittance 

Fig. 3 The general format of a "Receptor, (R,)-Chromophore 
(C)-Receptor;? (R2)" system and the logic truth table for the 
corresponding XOR gate. 
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et al.'s"O1 excellent ca2' sensor 4 illustrates this very well. 
Here is an iconic optical molecular device that has served 
the cellular physiology community for nearly two decades 
now by imaging c a 2 +  populations within living cells. 

"FLUOROPHORE-SPACER- 
RECEPTOR" SYSTEMS 

The apparently trivial addition of a spacer between a 
fluorophore and a receptor (Fig. 6) can completely change 
the device characteristics of the system. The spacer brings 
with it the ability to isolate components from the influence 
of short-range forces that normally abound in the chemical 
world. So the fluorophore and the receptor are forced to 
communicate via long-range interactions alone. These are 
few, and in many cases, can be reduced to one. Pho- 
toinduced electron transfer (PET), the celebrated mecha- 

280 380 480 580 

Wavelength (nm) 

Fig. 4 The realization of general XOR logic behavior in the 
transmittance output at 390 nm of the UV-Vis absorption 
spectra set of 3. 

Fig. 5 The general format of a "Fluorophore (F)-Receptor 
(R)" system. 

nism of green plant photosynthesis, is the commonest 
controller of optical molecular devices of the "fluoro- 
phore-spacer-receptor" type. The fluorescence emission 
capability of the fluorophore is arrested by PET success- 
fully competing for the energy of the excited state. Thus 
the device output is initially held in the "low" state 
(coded as 0). However, PET can be electrostatically 
stamped out, especially by charged target species when 
they take up residence in the receptor. Now excitation of 
the system will lead to no competition for the energy of 
the excited state. Consequently, the excited state returns to 
ground by emitting fluorescence as most fluorophores do. 
The device output is now "high" (coded as 1). Such 
target-induced fluorescence switching is logically a 
single-input YES gate. An example is the fluorescent 
sensor 5"" for Na+, which is marketed by Roche 
Diagnostics for blood analysis in hospital critical care 
units. Cases such as 5 use more than electrostatics to 
enhance the fluorescence switching. The receptor within 5 
is a N-(2-methoxypheny1)monoaza-IS-crown-5 ether, 
which suffers a major change in conformation upon 
capturing Na+. This act reduces the electron delocalization 
within x-system of the receptor, which, in turn, makes the 
PET process more difficult and the fluorescence emission 
stronger. An extra feature within systems such as 5 is the 
ease with which components can be substituted for, in 
order to change the species being targeted or even its 
concentration range. So K'-selective sensors with the 
same optical parameters found in 5 become available by 
simply replacing the receptor. Similarly, the Na'-selective 
relatives of 5 such as 6,'12' which communicate with 
different colors, of absorption and emission, are obtained 
by changing the fluorophore. Of course, the feasibility of 
PET must be conserved during such module replacements. 

Fig. 6 The general format of a "Fluorophore (F)-Spacer (S)- 
Receptor (R)" system. 
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'Ti 

"FLUOROPHORE-SPACER1-RECEPTOR,- 
SPACER2-RECEPTOR2" SYSTEMS 

As observed above, a spacer ensures a high degree of 
modularity of systems so that individual components are 
somewhat autonomous. This not only makes PET switch 
system design a predictive activity but also makes PET 
system expansion thoroughly logical. Addition of new 
modules will bring with them possibilities of PET, which 
are each predictable (provided that electron transfer data 
are available). Then it becomes possible to arrange sit- 
uations in which two target species arrive at suitable re- 
ceptors, either alone or together. Of course, we need to 
have adequate selectivity within the chosen receptors so 
that cross-talk of target species will be minimized. Now 

we have two-input, one-output devices that employ the 
same foundations as discussed above for one-input, one- 
output systems. In the simplest cases, "tluorophore-spac- 
erl-receptorl-spacer2-receptor2" systems will have two 
possible PET paths originating from each receptor and 
finishing at the fluorophore, unless each is blocked by the 
correct target species. So fluorescence emerges unchal- 
lenged only if both receptors are blocked by the two target 
species being applied as inputs. The condition of InputI=l 
and Input2=l is required before a "flunrophore-spacerl- 
receptorl-spacer2-receptor2" PET system will pass an 
output=l. This is clearly AND logic (Fig. 7). The first 
example of this, and the first molecular logic gate of any 
kind in the primary literature, was 7.[Iy This uses H' and 
Na+ as the two inputs. There are several excellent ways of 
arriving at molecular AND gates some of 
which have led to more complex logical b e h a v i ~ r . ' ~ ~ . ~ ~ - ~ ~ '  

" Fluorophore-spacerl-receptorl-spacer2-receptor2" 

systems can also be put to uses that do not depend on 
binary logic. For instance, receptorl can be chosen as an 
electron donor amine, whereas receptor: can be chosen to 
be poorly electroactive. A pyridine is the choice for 
practical reasons, where the fluorophore is an anthracene 
unit within Naturally, amines lose their electron 
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Input, Input2 Output 
Fluorescence 

Fig. 7 The general format of a "Fluorophore (F)-Spacer, (S1)-Receptor, (R1)-Spacer2 (S2)-Receptor2 (R2)" system and the logic 
truth table for the corresponding AND gate. 

donor activity upon binding to a proton. PET processes are 
suppressed. On the other hand, pyridines become good 
electron acceptors upon proton binding. PET processes are 
created. So the proton target species has opposite effects 
upon arrival at the two receptors, each with its own 
concentration threshold for reception. We note that a 
single-input species causes a single fluorescence output to 
be controlled in a relatively complex way. At low proton 
concentrations, both receptors are free and the amine 
launches a PET process to destroy fluorescence. At mid- 
range proton concentrations, the more avid amine receptor 
picks up a proton, thereby closing its PET channel. 
Fluorescence flares up as a consequence. At high proton 
concentrations, both receptors are protonated. The pro- 
tonated arnine remains PET-disabled, but the newly 
formed pyridinium launches its own PET channel and 
extinguishes the fluorescence. Thus the fluorescence out- 
put follows a "off-on-off' pattern in response to mono- 
tonically ramping proton concentrations (Fig. 8).[22-241 
Such systems are useful in being direct optical indicators 
of pH conditions of enzyme activity or even cellular 

activity. After all, the principle of "the happy medium" 
or "the middle way" affects everyone. 

"RECEPTOR1-SPACER1-FLUOROPHORE- 
SPACER2-RECEPTOR2" SYSTEMS 

Realizable permutations arise when a sufficiently large 
number of modules are contained in a system. This is the 
case with "fluorophore-spacerI-receptorl-spacer2-re- 
ceptor2" systems. A realizable permutation is to shift 
the fluorophore to the center of the system (Fig. 9). This 
act has an advantage for chemical design, because 
fluorescence switching efficiencies can be improved via 
accelerated PET processes arising from the shorter 
fluorophore-receptor distances involved. An example is 
9.'251 Even "receptor,-spacerl-fluorophore-spacer2-re- 

Fig. 8 The 'off-on-off fluorescence-pH profile of 8. 
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Fig. 9 The general format of a "Receptorl (R1)-Spacerl (S t 
Fluorophore (F)-Spacer2 (S2)-Receptor2 (R2)" system. 

ceptor2-spacer3-receptor3" systems are now in the hands 
of designers[261 to perform increasingly complex tasks 
with deceptively small molecules such as 10. 

The cases discussed above involved separate target 
species such as Na+ and H+ arriving essentially simulta- 
neously at their respective receptors. Of course, these 
target species can be independently controlled to test all 
the input combinations for setting up truth tables to assign 
logic behavior. It is also feasible to build, say, two target 
species into separate sites of a bifunctional molecule. Now 
the real target becomes the bifunctional molecule itself. 
Naturally, such bifunctional reception can lead to en- 
hanced selectivity of binding and detection. For example, 

ll'27.281 selectively targets amino acid zwitterions with a 
specified number of carbon atoms in between the 
ammonium and carboxylate functionalities. While the 
binding is enhanced, the fluorescence signaling suffers 
from a weakness. Indeed, the binding of the ammonium 
group leads to PET suppression and fluorescence en- 
hancement. However, the capture of the carboxylate 
moiety reaps no such fluorescence reward owing to the 
lack of sufficient PET activity in the guanidinium group. 
Nevertheless, a nice case with two PET-active receptors is 
available in the form of 12 from Cooper and ~ a m e s . ' ~ ~ ]  
Protonated glucosamine is the valuable target. The aza- 
18-crown-6 ether receives an ammonium group as in the 
case of 11. Additionally, a diol feature is held by the 
aminomethylboronic acid receptor, which leads to PET 
suppression. So now both PET channels are blocked upon 
arrival of the glucosamine species in an AND logical 
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manner. This application of AND logic systems for the 
enhanced binding and optical signaling is a very promis- 
ing avenue of research. 

CONCLUSION 

Dyes (fluorescent or not), receptors, and spacers are the 
building blocks that designers of optical molecular 
devices can play with. Combinations, or even some per- 
mutations, of these blocks can lead us to sensors, logic 
gates, and "off-on-off" systems already. Considering that 
at least some of these are demonstrably useful here and 
now, the number of players is bound to increase. The 
result will be even more interesting systems in the future. 
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INTRODUCTION 

Advances in nanotechnology and nanofabrication have 
begun to have profound effects on many different 
scientific fields in recent years. In the field of chemical 
and biological sensing, one of the most significant 
advances in the last several decades has been the 
development of nanosensors, for the probing of micro- 
scopic environments. Simply stated, nanosensors are 
devices with dimensions on the nanometer scale that are 
capable of monitoring the presence of a specific chemical 
or class of chemicals. Although many different types of 
nanosensors (i.e., optical, electrochemical, etc.)'l4' have 
been reported in the literature over the last two decades, 
this chapter will focus on nanosensors employing optical 
transduction methods. 

As with larger optical sensors, optical nanosensors can 
generally be classified into one of two different classes: 1) 
chemical nanosensors, or 2) nanobiosensors, depending on 
the type of recognition element (i.e., chemical or bio- 
chemical) used to provide specificity to the ~ensor . '~- '~ '  
Although both of these classes of optical nanosensors are 
capable of obtaining quantitative measurements in many 
different microscopic environments, they have found an 
ideal application in the analysis of chemical and bio- 
chemical species present within living cells. Their small 
sizes allow them to be inserted and precisely positioned 
within individual cells to obtain spatially localized 
measurements of chemical species in real time. 

OVERVIEW 

Prior to the development of optical nanosensors, chemical 
analyses inside individual living cells were limited almost 
entirely to the field of fluorescence microscopy, wherein a 
fluorescent indicator dye is introduced into a cell and 
allowed to diffuse throughout. When the dye comes in 
contact with the analyte of interest, a change in the 
fluorescence properties (e.g., intensity, spectral shift, etc.) 
of the dye occurs and fluorescence images of the entire cell 
are obtained. From these images, it is possible to monitor 
the presence of the analyte at various locations. However, 
because this technique relies on imaging of the fluorescent 

dye, its homogenous dispersion throughout the cell is 
required. Unfortunately, homogeneous dispersion of dyes 
is often limited by intracellular conditions (i.e., pH, etc.), or 
prevented entirely by compartmentalization of the dye by 
the cell.["' Therefore nanosensors offer significant 
improvements over such analyses in many cases, as they 
allow the user to obtain measurements at whatever location 
is desired without the need for homogenous dispersion of a 
fluorescent indicator dye. 

Because of their potential for providing an enhanced 
understanding of cellular responses to various stimuli, 
several reviews have already been devoted to the sub- 
ject of optical nanosensors, despite their short exis- 
tence.[5.12-161 This chapter will look at the evolution of 

optical nanosensors from their beginning (near-field 
optical microscopy) to the present (biosensors capable 
of probing subcellular compartments of individual cells) 
and discuss their application to biological measurements, 
as well as future directions in optical nanosensing. 

EVOLUTION OF OPTICAL NANOSENSORS 

Presently, the most widely reported class of optical nano- 
sensors is fiber optic nanosensors. These sensors employ 
fiber optics that have been tapered on one end to di- 
ameters typically ranging between 20 and 100 nm. Al- 
though such sensors are based on the same principles as 
larger, conventional fiber optic sensors, their excitation 
process is quite different. Because the diameter of the 
tapered end of a fiber optic nanosensor is significantly 
smaller than the wavelength of light used for excitation, 
photons cannot escape from the tip of the fiber to be 
absorbed by the species of interest, as is the case in larger 
fiber optic sensors. Instead, excitons or evanescent fields 
continue to travel through the remainder of the tapered 
fiber's tip, providing the necessary excitation energy. 
Because of the weak nature of these phenomena, ex- 
citation using such a sensor is highly localized, allowing 
only species close to the fiber's tip to be excited. The use 
of tapered fiber optics to produce highly localized ex- 
citation processes (i.e., near-field excitation) arose from 
an area of research known as near-field optical scanning 
microscopy (NSOM). 
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Near-field optical scanning microscopy is a relatively 
recent field of research, employing light sources and/or 
detectors that are smaller than the wavelength of light 
used for imaging.['7-201 B y using such small excitation 
sources or detectors, images of a sample can be obtained 
with nanometer-scale (i.e., 10-50 nm) spatial resolution. 
One common method for performing such experiments is 
to place a pinhole in front of the detector, effectively 
reducing the detector's size to nanometer dimen- 
s i o n ~ . [ ~ ~ ~ ~ ' ]  However, a variation of this technique that is 
growing more and more popular is to construct an 
excitation probe with dimensions that are smaller than 
the wavelength of light that is being used for sample 
interrogation, thereby providing a light source with 
subwavelength dimensions.[223231 The first such excitation 
probe was developed by Betzig et a1.[221 by tapering a 
single-mode optical fiber to dimensions of approximately 
20 nm, thereby confining the excitation radiation to the 
fiber tip. Using this nanometer-scale tapered optical fiber, 
NSOM images of a known pattern were reconstructed 
with signal enhancements of greater than lo4 [223231 over 
previous NSOM analy ses.[18,'9*249251 

Fiber tapering methods 

To construct tapered fiber optic probes for NSOM, two 
different processes have been developed: heated pulling 
and chemical etching, each capable of creating fibers with 
various tip diameters, taper angles, and smoothness. The 
first and most commonly employed of these procedures 
uses a heated pulling instrument, such as a laser-based 
micropipette puller. In this procedure, a fiber optic is 
placed in the micropipette puller, and a C 0 2  laser heats the 
fiber while it is stretched along its major axis by a tension 
device (Fig. 1). As the fiber is pulled, the heated region 

Step 1 : Fiber Heating 
L e r  

Optical Fiber with 
Jacketing Stripped \ 

Step 2: Flber Tapering 1 Laser Heating and Pulling 

,Tapered Fiber Optic 

' Tension Tension ' 
Pulling 

Step 3: Fiber Separation 

Fig. 1 Cartoon depicting the heated pulling process used for 
nanofiber fabrication. (View this art in color at www.dekker.com.) 

Fig. 2 A SEM of a tapered fiber optic probe. The diameter of 
the tapered tip is approximately 40 nm. 

begins to taper until, finally, the fiber is pulled into two 
pieces, each having one large end and one end with 
nanometer-scale dimensions. By varying the heating tem- 
perature as well as the tension applied during the pulling 
process, tip diameters ranging in size from less than 20 nm 
to greater than 1000 nm have been reported.[22,26-291 A 
scanning electron micrograph (SEM) of an optical fiber 
that has been pulled with such an instrument is shown in 
Fig. 2. Using this technique, it is possible to produce 
optical fibers with highly reproducible nanometer-scale 
tips in just seconds. 

In addition to the heated pulling process, optical fibers 
with nanometer-scale tips can also be produced via chemi- 
cal etching. Two different variations of chemical etching 
have been reported in the literature: 1) Turner etch- 
ing,[30.3'1 and 2) tube etching.['21 In both processes, hy- 
drofluoric acid (HF) is used to etch the silica core of a fiber 
optic to a point. In the Turner method, the fiber is placed in 
the meniscus between HF and an organic overlayer, 
causing the HF to etch the silica and the organic overlayer 
to protect it. This process creates fibers with larger taper 
angles than those produced via the heated pulling method. 
These larger taper angles allow excitation light to travel 
closer to the tip of the fiber before being trapped, providing 
a more efficient excitation process. Unfortunately, because 
of the dual chemical nature of the etchant solution, 
environmental parameters such as temperature fluctuations 
and vibrations can cause significant batch-to-batch varia- 
tions in the characteristics of the fiber tips. 
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Unlike Turner etching, the second chemical etching 
process, tube etching, employs a single-phase solution, 
thereby reducing the potential batch-to-batch variability 
induced by two phases. In this process, a silica core fiber 
having a polymer cladding is polished optically flat and 
one end is placed into a solution of HF. After being 
inserted into the HF, the silica core of the fiber begins to 
dissolve without affecting the cladding. Over time, the 
silica core continues to be etched away until it is no longer 
below the surface of the HF solution. When this occurs, 
capillary action draws HF up the walls of the polymer 
cladding. This HF then reaches the silica core of the fiber, 
where it drains back into the solution below, forming a 
smooth tip with a large taper angle (Fig. 3) within 
approximately 2 hr. To remove the surrounding polymer 
cladding and to expose the silica tip, the fiber is then 
simply placed in a suitable organic solvent. By varying the 
diameter of the fiber used and the depth at which it is 
inserted into the etching solution, accurate control over 
the fiber tip diameter and its taper angle can be achieved. 
Although this process can produce more reproducible 
tapered fiber optic probes than Turner etching, difficulties 
associated with submerging multiple fibers to the exact 
same depth in the HF solution make it less reproducible 
than the heated pulling process. 

Application of fiber optic nanoprobes to 
near-field optical microscopy 

One of the most significant applications of fiber optic 
nanoprobes to NSOM analyses of biological samples oc- 
curred when a single dye-labeled DNA molecule was 
detected using near-field surface-enhanced resonance 

Fig. 3 Cartoon depicting the tube etching process used for 
nanofiber fabrication. (View this art in color at www.dekker.com.) 

Raman spectroscopy (NFSERRS).[~'.'~] In that work, 
dye-labeled DNA strands were spotted onto a surface- 
enhanced Raman spectroscopy (SERS) substrate that was 
prepared by evaporating silver on a nanoparticle-coated 
~ u r f a c e . ' ~ ~ ~ ~ ~ '  Following preparation of the sample, a fiber 
optic nanoprobe was raster-scanned over the sample's 
surface, illuminating it point by point, while the resulting 
Raman signals were measured with a charge-coupled 
device (CCD). Based on the intensity of the Raman 
signals measured at every location, a two-dimensional 
image of the DNA molecules was reconstructed and 
normalized for surface topography based on the intensity 
of the Rayleigh scatter. 

With the advent of fiber optic nanoprobes, NSOM 
promises to be an area of research that holds a great deal 
of promise for biological analyses. Because many biolog- 
ical compounds produce luminescent signals following 
excitation, which are typically much stronger than Raman 
signals, it may be possible to map out the location of 
individual molecules of specific chemicals in human 
tissues (e.g., neurotransmitters in the brain) using NSOM. 
Such analyses could open new horizons in the investiga- 
tion of complex chemical reactions and pathways of 
biological systems. 

FIBER OPTIC CHEMICAL NANOSENSORS 

Shortly after the development of fiber optic nanoprobes 
for NSOM, they were applied to the field of chemical 
sensing, making it possible to obtain spatially localized 
measurements (i.e., less than 50 nm away from the fiber's 
tip) of specific chemicals in three-dimensional struc- 
t u r e ~ . ' ~ ~ ]  Unlike simple NSOM probes, these fiber optic 
chemical nanosensors have chemical recognition elements 
(e.g., fluorescent indicator dyes, etc.) bound to the tapered 
tip of the fiber to provide a degree of specificity. Because 
of this specificity and their ability to obtain spatially 
localized measurements, the monitoring of concentration 
gradients and spatial inhomogeneities in submicroscopic 
environments (e.g., cells, etc.) with chemical nanosensors 
is possible. However, because of the small sampling 
volume probed by such fiber optic chemical nanosensors, 
the amount of analytes present in the excitation volume at 
any given time is very small, making it important to use a 
sensitive spectroscopic analysis technique (e.g., fluores- 
cence, etc.). 

In addition to employing a sensitive spectroscopic 
technique, it is also important to employ a sensitive 
detection system, such as the one shown in Fig. 4. In such 
a system, the sample is excited by launching an intense 
light source (e.g., laser) into the proximal end of the fiber 
optic nanosensor. The nanosensor is then positioned in the 
desired location using an x-y-z micromanipulator or 
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Fig. 4 Schematic diagram depicting a typical measurement 
system for fiber optic nanosensor-based analyses. The nanosen- 
sor is manipulated to the location of interest using an x-y-z 
micromanipulator. (View this art in color at www,dekker.com.) 

piezoelectric positioning system mounted on a micro- 
scope. Once in place, the fluorescent indicator dye 
immobilized on the tip of the fiber is excited, and the 
resulting fluorescence emission is collected and filtered by 
the microscope before being detected with either a 
photomultiplier tube (PMT) or a CCD. 

Ion-Sensitive Fiber Optic Nanosensors 

The first fiber optic-based chemical nanosensors were 
reported in 1992 for the monitoring of p~ .1261  In that 
original work, multimode fibers and single-mode fibers 
were tapered via a heated pulling process to produce tip 
diameters ranging from 100 to 1000 nm.'26*271 These 
tapered fibers were then used to fabricate pH-sensitive 
nanosensors via a three-step process. Immediately fol- 
lowing the tapering process, a thick layer of aluminum 
was applied to the walls of the fibers using a vacuum 
evaporation system. This aluminum layer ensured that 
total internal reflection occurred over the tapered region 
of the fibers, where the cladding was stretched too thin. 
To prevent aluminum from depositing on the tips of the 
fibers, where the receptor molecules (i.e., fluorescent 
indicator dye molecules) were to be bound, the fibers were 
placed in an evaporator system with their tapered tips 
facing away from the source of the evaporating aluminum. 
This allowed the sides of the fibers to shadow the tips 
from the evaporating metal. This is illustrated in Fig. 5. 
Once the walls of the fibers were coated with aluminum, 
the silica tips were silanized to allow cross-linking to a 

polymer coating. The third and final step in the fabrication 
of these pH nanosensors consisted of attaching a pH- 
sensitive dye, acrylofluoresceinamine. to the silanized 
fiber tips through a variation of a photo-polymerization 
process that has been used in the construction of larger 
chemical  sensor^.^^^'^^^ However, unlike the larger non- 
tapered fiber optic chemical sensors, the near-field 
excitation provided by these small fiber probes restricted 
the cross-linking of the polymer solution to the near-field 
of the fiber, providing a small sensing volume. 

Following fabrication, the response characteristics of 
the pH nanosensors were evaluated. During this evalua- 
tion, the sampling volume of the nanosensors was de- 
termined to be more than six orders of magnitude smaller 
than conventional fiber optic chemical sensors, making 
them ideal for biological analyses. In addition, these 
nanosensors were found to be both stable and reversible to 
pH changes, and have response times of approximately 
300 msec, which is approximately 100-fold faster than 
conventional fiber optic chemical sensors. 

The application of fiber optic chemical nanosensors to 
a biologically relevant analysis was first performed by 
monitoring the pH of the extraembryonic space of rat 
conceptuses in an attempt to understand the role environ- 
mental factors play on embryonic In this study, 
pH nanosensors similar to the ones described above were 
inserted into the extraembryonic space of rat conceptuses, 
with minimal damage to the surrounding visceral yolk 
sac, and pH measurements were obtained. In a similar 

Fig. 5 Cartoon depicting the thermal evaporation procedure 
used to coat the sides of the tapered fiber optic probes with 
metal. 
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study using the same pH-sensitive nanosensors, indirect 
analyses of nitrite and chloride levels in the yolk sac of rat 
conceptuses were also performed.r371 

Since the construction of the first fiber optic nanosen- 
sors, additional fiber optic-based chemical nanosensors 
have been reported for the measurement of p~,[38-411 
various metal as well as nitric oxide.1441 In 
addition, the size of the environments in which they probe 
continues to become smaller. In fact, the measurement of 
chemical species inside individual living cells has even 
been reported using fiber optic chemical nanosensors. The 
first such intracellular measurements with fiber optic 
chemical nanosensors employed sodium ion (Na+)-sensi- 
tive indicator dyes immobilized onto the tips of tapered 
fiber optics through a process similar to that described for 
the pH nanosensors. These sensors were then used to 
measure sodium ion (Na+) concentrations in the cytoplas- 
mic space of a single mouse oocyte, one of the largest 
mammalian cells (ca. 100 pm in diameter), while ion 
channels were opened and closed by external stimula- 
tion.[15' In addition to intracellular analyses of Na+ ions, 
fiber optic chemical nanosensors have also been used to 
monitor intracellular calcium (ca2+) ion fluctuations in 
vascular smooth muscle cells, following stimulation.r451 
Because of the large number of cellular reactions that are 
signaled by fluctuations in the concentration of ionic 
species, and the demonstrated ability of fiber optic 
nanosensors to perform intracellular measurements of 
those ionic species, these sensors should prove to be 
valuable tools for future discoveries in cellular dynamics. 

FIBER OPTIC NANOBIOSENSORS 

Because of the complexity of biological systems and the 
number of possible interference to chemical nanosensors, 
the need for added specificity in cellular analyses can 
arise. To achieve this added specificity, fiber optic nano- 
biosensors are often employed. Like their larger counter- 
parts, conventional fiber optic biosensors, biological re- 
ceptor molecules (i.e., antibodies, enzymes, etc.) are used 
to provide added specificity. The different types of bio- 
receptor molecules that have been used for the fabrica- 
tion of fiber optic nanobiosensors include antibodies, oli- 
gonucleotides, and enzymes, thereby allowing for the 
detection of a wide array of analytes. 

Antibody-Based Fiber Optic Nanobiosensors 

The first fiber optic nanobiosensor was reported by Alarie 
and ~ o ~ i n h ~ ' ~ '  in 1996. In this work, antibody-based 
nanobiosensors for the DNA adduct, benzo[a]pyrene tetrol 
(BPT), were developed and characterized. The fabrication 
of these first nanobiosensors was performed in a process 

very similar to that used in the development of fiber optic 
chemical sensors. Initially, a 600-pm-diameter multimode 
fiber optic was tapered down to 40 nm at the tip. After 
tapering, a thick layer of silver was applied to the sides of 
the fiber in such a way as to prevent the coating of the fiber's 
tip. Next, the uncoated fiber tip was silanized, and anti- 
bodies were attached via a covalent-binding procedure.[281 
Following attachment of the antibodies, the fiber optic 
nanobiosensors were characterized in terms of antibody 
binding affinity as well as sensitivity and absolute detection 
limits. From these measurements, it was found that the 
antibodies had retained greater than 95% of their native 
binding affinity for BPT after being bound and that the 
absolute detection limit for BPT using these nanobiosen- 
sors was approximately 300 zmol (i.e., 300 x 10 - 2 1  mol). 

Shortly after the development of this first antibody- 
based fiber optic nanobiosensor, several others were 
developed and applied to in vitro measurements within 
individual living In one such study, nano- 
biosensors for BPT were prepared as described above and 
used to obtain quantitative measurements of intracellular 
concentrations of BPT in the cytosol of two different cell 
lines: 1) rat liver epithelial cells, and 2) human mammary 
carcinoma cells.'*" Unlike previous intracellular analyses 
that employed relatively large cells (i.e., mouse oocytes 
and neurons), the cells analyzed in this study were 
spherical in shape and had diameters of approximately 
10 pm, thereby demonstrating that fiber optic nanosensors 
and nanobiosensors could be used to analyze cells the size 
of typical mammalian somatic cells (i.e., 10-15 pm) 
without destroying them. In fact, this study also demon- 
strated that the insertion of a fiber optic nanosensor or fiber 
optic nanobiosensor into such a cell and the subsequent 
measurement seemed to have little effect on the cell's 
normal function. This was demonstrated by inserting the 
fiber optic nanobiosensor into the cytoplasm of a cell 
beginning to undergo mitosis and monitoring cell division 
following incubation of the nanofiber in the cell for 5 min. 
Fig. 6 contains an image of the fiber optic nanosensor 
being inserted into this cell, as well as a second image 
showing the two daughter cells that it divided into after 
approximately 2 hr. 

Molecular Beacon-Based Fiber 
Optic Nanobiosensors 

To detect the presence of oligonucleotides (i.e., RNA, 
DNA, etc.) in intracellular environments, a class of fiber 
optic nanobiosensors that employ a relatively new type of 
bioreceptor molecules known as a molecular beacon has 
been developed.'491 Molecular beacons are hairpin-shaped 
oligonucleotide probes that rely on the complementarity 
of nucleic acids (i.e., adenine:thymine, cytosine:guano- 
sine, etc.) to form the basis for the molecular recognition 
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1 120 minutes 
after probing 

with a fiber optic 
optic 

Fig. 6 Photograph of an individual cell that is probed with a 
fiber optic nanosensor as it begins to undergo mitosis, and a 
second photograph of that same cell approximately 2 hr later, 
having divided into two daughter cells. (View this art in color at 
www.dekker.com.) 

of a specific oligonucleotide sequence. As shown in Fig. 7, 
molecular beacons form a stem-loop structure in the 
absence of the target sequence, in which a fluorophore 
[e.g., fluorescein isothiocyanate (FITC), etc.] on one end 
of the stem is in close proximity to a nonfluorescing, 
quenching moiety [e.g., dimethylaminophenylazobenzoic 
acid (DABCYL), etc.] on the other end.[501 In this state, 
when the fluorophore on the molecular beacon is excited, 
an energy transfer takes place between the excited fluo- 
rophore and the quencher, either by direct energy transfer 
or fluorescence resonance energy transfer (FRET), and 
minimal fluorescence emission occurs. However, when 
the loop sequence of the molecular beacon comes into 
contact with its complementary sequence, the stem begins 

to unzip, creating a spatial separation between the fluo- 
rophore and the quencher. This spatial separation in turn 
causes a dramatic increase in the fluorescence intensity of 
the molecular beacon, with some reports stating enhance- 
ments exceeding 200-fold.[~'~ 

Because of their inherent sensitivity and specificity, 
molecular beacons have recently been used as bioreceptor 
molecules in the fabrication of fiber optic nanobiosensors 
for single-stranded DNA and R N A . ' ~ ~ , ~ ~ ]  In these works, 
Liu and Tan and Liu et al. attached molecular beacons to 
the silica core of a fiber optic nanosensor through biotin- 
avidin linkages. By binding the molecular beacons to the 
tapered tip of the fiber optic in this method, a strong 
attachment was achieved, while not degrading the activity 
of the beacon. 

Enzyme-Based Fiber Optic Nanobiosensors 

In addition to the use of molecular beacons and antibodies 
as bioreceptor molecules, fiber optic nanobiosensors that 
employ enzymes for molecular recognition have also been 
d e ~ e l o ~ e d . [ ~ ~ ~ ~ ~ ~  Using enzymes as bioreceptors not only 
provides nanobiosensors with a high degree of specificity, 
but their catalytic activity can amplify the species being 
measured, allowing for sensitive analyses. One such 
enzymatic-based fiber optic nanobiosensor was developed 
for the indirect detection of glucose.'551 In this work, 
Rosenzweig and Kopelman immobilized the enzyme, 
glucose oxidase, and the oxygen-sensitive indicator, 
tris(1,lO-phenanthroline) ruthenium chloride, in an acryl- 
amide polymer on the tapered end of a nanofiber via a 
photo-polymerization process. Therefore when the nano- 
biosensor is in the presence of glucose, the enzyme 
catalyzes the oxidation of glucose into gluconic acid, 
consuming oxygen. The resulting changes in oxygen levels 

0 = Fluorophore 
= Quencher 

Fig. 7 Cartoon depicting the mechanism of action of a 
molecular beacon. (View this art in color ar www.dekker.com.) 
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are then measured via the oxygen-sensitive indicator dye. 
By using an enzymatic receptor, these nanobiosensors were 
capable of absolute detection limits of approximately 
10.- l 5  mol and a sensitivity five to six orders of magnitude 
greater than current glucose ~ ~ t o d e s . [ ~ ~ '  

Another example of an enzymatic nanobiosensor was 
developed by Tan et al. for the indirect measurement of 
the neurotransmitter, glutamate. In this work, glutamate 
dehydrogenase is bound to the tip of the fiber optic 
nanobiosensor to achieve molecular recognition. When 
the sensor is in the presence of glutamate, the nonfluo- 
rescent species, NAD, is reduced into the autofluorescent 
species, NADH, which can then be monitored via fluo- 
rescence spectroscopy. By relating the intensity of the 
NADH fluorescence to glutamate concentration, sensitive 
analyses were performed. Following the construction of 
these nanobiosensors, their usefulness was evaluated by 
continuously monitoring the release of glutamate from 
individual neurons during stimulation. 

FIBER OPTIC NANOlMAGlNG SENSORS 

Although fiber optic nanosensors and nanobiosensors 
have proven to be useful tools for the spatially localized, 
quantitative analysis of chemical species in cells, only one 
sensor can be inserted into a typical mammalian somatic 
cell at a time, without causing significant damage.r561 This 
inability to monitor multiple locations simultaneously can 
dramatically limit the applicability of fiber optic nano- 
sensors and nanobiosensors to many types of cellular 
analyses. To overcome this limitation, a couple of re- 
search groups have recently begun to develop nanoscale 
fiber optic imaging probes and sensors comprised of 
thousands of individual fibers arranged in a coherent 
bundle.[572581 These nanoimaging sensors represent the 
latest advance in fiber optic-based nanosensors, and are 
capable of obtaining measurements at thousands of dif- 
ferent locations simultaneously with nanometer-scale spa- 
tial resolution. 

Fiber Optic Nanoimaging Probe Fabrication 

Similar to single-fiber-based nanosensors and nanobio- 
sensors, nanoimaging probes can be fabricated either 
through a chemical etching process, or a heated pulling 
process. In the chemical etching process, commercially 
available coherent imaging bundles with 30,000 individ- 
ual fibers are etched in HF to form an array of silicon 
tips.158' Following formation of the array of silicon tips, a 
layer of gold is sputtered over the entire surface to prevent 
light from escaping from the tapered sides of each fiber 
element. After deposition of the gold overlayer, a polymer 
is electrochemically deposited over the gold and heat- 

cured to expose the gold at the tips of the individual fiber 
elements. Finally, the exposed gold surface on each of the 
individual fiber element tips is dissolved to produce free 
silica surfaces for spectroscopic probing. 

In addition to chemical etching, nanoimaging probes 
have also been fabricated using a heated pulling pro- 
~ e s s . ~ ' ~ '  However, unlike the nanoimaging array created 
via chemical etching, the heated pulling process produces 
an array having a flat surface. This can be seen in Fig. 8A, 
which shows a side-on view of a fiber optic imaging 
bundle that has been tapered in a micropipette puller. To 
produce this flat surface, which is necessary for imaging, 
the delay between the final pull in the micropipette puller 
and the time at which the heating laser turned off is 
increased, thus allowing the fiber to cool off slightly and 
be broken, with all of the individual fiber elements being 
of the same length and diameter. By changing the heating 
temperature and the initial pull strength of the micropi- 
pette puller, fibers can be accurately and reproducibly 
tapered to all different diameters. Fig. 8 shows a fiber that 
has been tapered to have individual fiber element 
diameters of 800 nm on one end (Fig. 8B) and 4-pm 
diameters on the untapered end (Fig. 8C). 

Using these two different fabrication techniques, fiber 
optic nanoimaging probes and sensors that will not only 

Fig. 8 Photographs of a fiber optic nanoimaging probe that has 
been tapered using a heated pulling process. Panel A shows a 
side-on view of the fiber demonstrating the flat tip after pulling. 
Panels B and C are end-on views of the tapered end and the 
nontapered end of the fiber, respectively. (View this art in color 
at www.dekker.com.) 
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allow for the quantitative measurement of individual 
chemical species, but also the simultaneous measurement 
at many different locations are being developed. Although 
these fiber optic imaging bundles are too large to be 
inserted into individual living cells, they can be used to 
monitor cellular membranes without damage. 

NANOPARTICLE-BASED 
OPTICAL NANOSENSORS 

Although fiber optic-based nanosensors have had a large 
impact on the fields of cellular biology and biochemistry, 
significant advances and variations in optical nanosensors 
are constantly being made, from the use of more selective 
bioreceptors to the development of different types of 
optical-based nanobiosensors. One such advance in the 
last several years has been the development of nanopar- 
ticle-based optochemical sensors, with nanometer-scale 
sizes in all three dimensions. Because of the small sizes of 
these sensors, a large number of them can be implanted 
within an individual cell at one time, allowing for the 
monitoring of many locations simultaneously. Although 
many different nanoparticle-based sensors are currently 
being developed, three main classes have already shown a 
great deal of promise for intracellular analyses. These 
three classes are quantum dot-based nanobiosensors, 
polymer-encapsulated nanosensors known as PEBBLEs, 
and phospholipid-based nanosensors. Each of these 
different classes of nanoparticle-based sensors is de- 
scribed in more detail below. 

Quantum Dot-Based Nanosensors 

The first class of nanoparticle-based optical nanosensor 
that was developed involved attaching nanometer-scale 
semiconductor particles, known as quantum dots, to 
various biological receptor molecules including antibodies, 
oligonucleotides, and enzymes.[59431 The quantum dots 
used in these nanosensors comprised ZnS particles capped 
with Cd-Se. By using quantum dots instead of conven- 
tional fluorescent dyes, these sensors exhibit much more 
intense emission as well as a much greater degree of 
photostability. These properties are very important when 
trying to monitor changes in chemical or biochemical 
species concentrations over time because most fluorescent 
dyes exhibit rapid and significant photobleaching with the 
small amount used in cellular analyses. Unfortunately, 
because quantum dot-based nanobiosensors exhibit lumi- 
nescence emission whether bound to the analyte or not, 
there are limits to their applicability to cellular analyses. 
Additionally, a biocompatibility issue also exists for these 
sensors because the materials used to fabricate the quantum 
dots (e.g., Cd-Se, etc.) are toxic to cells. Because of their 

toxicity, there is a significant effort currently underway in 
many research groups to develop more biocompatible 
quantum dot-based nanobiosensors to perform long-term 
monitoring of cellular reactions or processes. 

PEBBLEs Sensors 

A second class of nanoparticle-based optical nanosensors 
that has already had a large impact on the fields of cellular 
biology and biochemistry was developed by Sasaki 
et al.,[@] Clark et a1.,[65.663681 SU mner et al.,L671 and Xu 
et a1.[69.701 in the last several years. These sensors, known 
as PEBBLEs (probes encapsulated by biologically local- 
ized embedding), are comprised of fluorescent indicator 
dyes sensitive to ionic species (i.e., H+, ca2+, etc.) that are 
embedded in 20-nm-diameter or 200-nm-diameter poly- 
mer or sol-gel spheres.[65s661 By encapsulating the fluo- 
rescent indicator dyes in a polymer matrix, they are 
protected from cellular degradation by proteins, while still 
allowing ions to pass and react with them. In addition, this 
polymer coating also protects the cell from the toxic 
effects of the dye. 

Since they were first developed in 1996, PEBBLEs 
have been applied to the measurement of many different 
species (pH, ca2+, NO, 02 ,  and zn2+) within individual 
~ e l l s . [ ~ ~ - ~ ~ ]  In these analyses, large quantities of PEB- 
BLES are inserted in a cell, either by a gene gun or a 
similar device, to ensure that sensors are present at every 
location in which a measurement might be desired. Once 
the sensors have been injected into the cell, the entire cell 
is illuminated and the fluorescence signal from the 
indicator dye is measured over the autofluorescent 
background of the cell. 

Because of the potential for intense autofluorescence 
from the cell, depending on the excitation wavelength 
used, the detection limits of such analyses can be rela- 
tively high. To overcome this problem, Anker et al.'"] and 
Anker and ~ o ~ e l m a n [ ' ~ '  have recentlj developed mag- 
netically modulated variations of these sensors, known 
as MagMOONs (magnetically modulated optical nano- 
probes). These MagMOONs are created around aspheric 
magnetic nanoparticles that can be rotated in the presence 
of a rotating magnetic field. As the particles begin to ro- 
tate, the optical emission from the sensor is modulated. 
During demodulation, the emission from the sensors can 
be separated from the continuous autofluorescence back- 
ground signals, thereby dramatically improving the detec- 
tion limit of such sensors. 

Phospholipid Sensors 

The third major class of nanoparticle-based sensors that 
has already demonstrated a significant impact on cellular 
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analyses is phospholipid-based sensors. Like the PEB- 
BLES described above, these nanosensors also employ an 
encapsulation technique to ensure biocompatibility with 
the cell being i nve~ t i~a t ed . [~"~~]  Within this class of 
nanosensors, two distinct subclasses exist: liposome 
 sensor^,^^^"^^ and lipobead sensors.[733751 The first of 
these subclasses, liposome-based nanosensors, employs 
fluorescent indicator dyes encapsulated in the internal 
aqueous compartment of a liposome. This allows the dye, 
which is sensitive to a particular analyte, to retain its 
solution-based characteristics (i.e., spectral emission pro- 
file, Stokes shift, response time, etc.) while preventing 
toxic dye molecules from diffusing throughout the cell. 
Currently, liposome nanosensors have been developed 
and applied to the measurement of molecular oxygen[781 
and p ~ 1 7 7 1  in various cellular environments, demonstrat- 
ing a high degree of sensitivity as well as specificity. 

Recently, a variation of these liposome-encapsulated 
nanosensors was developed by Ji et a ~ . , [ ~ ~ ]  McNarnara 
et a ~ . , ' ~ ~ ]  McNarnara and ~ o s e n z w e i ~ , ' ~ ~ ]  and DeCoster 
et al.[801 in which the fluorescent indicator dye molecules 
were immobilized onto a polystyrene nanoparticle prior 
to being encapsulated in a phospholipid membrane. This 
second subclass of phospholipid-based nanosensors, 
known as lipobead nanosensors, is more stable and less 
susceptible to biological degradation than liposome-based 
sensors. An additional advantage of these lipobead nano- 
sensors over liposome nanosensors or PEBBLES is that the 
fluorescent indicator dyes can be partially embedded in the 
phospholipid membrane, allowing the measurement of a 
much larger number of chemical species, because the 
analyte does not need to diffuse through a protective 
coating before interacting with the dye.[7.'9751 

CONCLUSION 

With interest in nanotechnology and its practical use 
rising, the development of optical nanosensors for 
microscopic analyses has increased dramatically over 
the last decade. Since the development of the first fiber 
optic nanoprobes for near-field scanning optical micros- 
copy, optical nanosensors have evolved into many dif- 
ferent forms, each having its own distinct advantages for a 
particular type of analysis. Furthermore, these optical 
nanosensors and nanobiosensors have begun to demon- 
strate their ability to obtain reliable and useful measure- 
ments of chemicals species within cellular and even 
subcellular environments. Based on the rapid impact that 
optical nanosensor and nanobiosensor technologies have 
already had on cellular biology and biomedical diagnos- 
tics, future developments (i.e., smaller, less invasive 
sensors; more biocompatible sensors; etc.) should revolu- 
tionize the fields of healthcare and pharmaceutical 

development by providing a much greater understanding 
of basic cellular reaction pathways for various biological 
functions and diseases. 
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Ordered Vesicles at the Silicon-Water Interface 
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INTRODUCTION 

The purpose of this article is to examine the stable, 
ordered near-surface phase of dichain cationic surfactants, 
which has been recently reported,''] and to determine 
whether this phase can be unambiguously assigned as a 
vesicular phase. Such a phase would be a remarkable 
example of an aligned near-surface phase, extending hun- 
dreds of nanometers into solution, which exists in equi- 
librium with the bulk aqueous phase, and may explain the 
superspreading characteristics of these ~urfactants,[~] 
providing a reservoir of surfactant near the surface. 

These surfactants are also widely used as fabric soft- 
eners and are the subjects of keen interest for pharma- 
ceutical applications. They have been shown to form 
vesicles in dilute solutions. This is particularly significant 
as it extends the range of standard vesicle-forming com- 
pounds beyond phospholipids, long the gold standard of 
the field. Furthermore, the vesicles formed by these 
cationic surfactants are generally smaller than those form- 
ed from phospholipids, ranging from as small as 30 nm. 
These cationic vesicles are the subjects of biomedical 
research, where they are highly regarded as effective gene 
transfer agents in gene therapy.l3I Part of the success of 
this technique depends on the interaction between the 
cationic vesicle-DNA complex and the target cell mem- 
brane, which enables the DNA to cross ~ n d e ~ r a d e d , ~ ~ ]  and 
thus it is of interest to know how the surfactant vesicles 
behave near a surface. 

VESICLES 

The vesicle morphology is a common motif in surfactant 
self-arrangement. Favored by surfactants whose packing 
parameter falls in the typically lamellar range (0.5< 
pp< 1), it often coexists in solution with other lamellar- 
type structures such as lamellar fragments or sponge 
phases. The precise morphology chosen for a given 
surfactant depends critically on the precise nature of the 
surfactant and its counterion and the solution conditions of 
the system. 

The most well-studied and common vesicle-forming 
surfactants are phospholipids.'51 These vesicles have been 

used as cell-membrane and have a great deal 
in common with ordinary biological cells. They do not 
form spontaneously, requiring significant energy input to 
form typically through sonication, and produce large, 
metastable vesicles which can grow as large as mi- 
crometers. Phospholipid vesicles are not generally mono- 
disperse and can be both unilamellar and multilamellar. 
Monodispersity is often achieved by forming vesicles 
using a fixed-size extrusion technique. 

Phospholipid vesicles are not, however, found to be 
stable when interacting with a solid surface. This enables 
them to be widely used to deposit phospholipid bilayers 
on surfaces for use as model membranes, where the ves- 
icle collapses on contact to produce a lamellar bilayer at 
the s~rface . '~- ' "~  

The range of vesicle-forming surfactant systems has 
recently been enlarged through the use of combinations of 
oppositely charged surfactants,ll nonionic surfac- 
t a n t ~ , [ l ~ ' ~ ~ ~  and dichain cationic s ~ r f a c t a n t s . [ l ~ - ~ ~ ]  The 
vesicle-forming dichain cationic surfactants, which are the 
dialkyldimethylammonium bromide (DAB) family, are the 
focus of the work referred to as the basis of this article. 

SURFACE MEASUREMENTS 

Neutron reflectometry provides the unique ability to probe 
the surface and near-surface region of a solid-liquid inter- 
face nonintrusively, an important condition for the study 
of such fragile systems. Neutrons of 1-10 A wavelengths, 
which are typically used for surface measurements, pen- 
etrate a single crystal of silicon with greater than 70% 
transmittance over a path length of around 15 cm and are 
then reflected from the solid-liquid interface (see Fig. 1 
for the standard geometry of a solid-liquid experiment). 
Neutron reflectometry also gives information about the 
near-surface structure in solution. The neutron penetration 
length in D 2 0  is of the order of microns for 10-A neutrons, 
although, experimentally, it is found that it is difficult to 
detect species which are highly disperse or rough below 
the surface. 

The reflection experiment measures the number of 
neutrons reflected as a function of the wave vector change 
on reflection (normally referred to as the momentum 
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Fig. 1 The geometry of a specular neutron reflection experiment 
at the solid-liquid interface, where Oi=O, and QZ is the vertical 
momentum transfer. (View this art in color at www. dekker.com.) 

transfer) QZ, which itself is a function of the wavelength 
of the neutrons and the angle of reflection 

4n sin 0 
QZ = 7 

The reflection depends on the interaction of the neutrons 
with the nuclei present at the surface. The extent of 
nuclear interaction with a neutron is described by an 
experimentally well-determined quantity known as the 
coherent scattering length bcoh, which varies nonsystemat- 
ically across the periodic table (see Table 1 for values of 
this parameter for a few biologically significant isotopes). 
In contrast to the X-ray scattering equivalent, it can be 
seen that hydrogen isotopes have large bcoh, which sig- 
nificantly takes a negative value for 'H. This allows 
simple isotopic substitution to adjust the contrast of hy- 
drogen-containing molecules; indeed, for water, the scat- 
tering length density (SLD) can range from -0.58 up to 
6.35 k2, enabling it to be contrast-matched to many 
common interfaces [SLD(Si) = 2.07 k 2 ,  SLD(Air) =O.O 
k2] SO that the only scattering arises from material found 
at the interfacial region. 

Table 1 Bound coherent scattering lengths (bcoh) for 
biologically significant isotopes 

Element bCob (lo-' A) Element bCoh (10-'A) 

Source: Ref. [21] 

Data analysis is normally performed using optical matrix 
methods, in which the interface region is modeled as a 
series of homogenous layers. The layers are each char- 
acterized by a thickness [z (A)], SLD Ip (k2)], and an 
interfacial roughness between adjacent layers [a (k I)]. 
The exact reflectivity can be calculated from such a mod- 
el; this can be compared with the data. and the model is 
then refined using least-squares minimization routines. 
For a more detailed discussion of the analysis of neutron 
reflectometry data in general, refer to L,i et a1.[221 

Off-Specular Scattering 

If the interface between two regions is rough on a length 
scale appropriate to the wavelength of the scattering 
neutrons, then it is possible for some reflection to occur at 
angles that do not equal the incident angle. In this 
situation, the scattering, known as off-specula scattering, 
contains momentum transfer in both the perpendicular 
(Qz) and horizontal ( e x )  directions (see Fig. 2 below 
showing the geometry of the off-specular scattering 
experiment). It is therefore theoretically possible to 
determine, from the pattern of this scattering, information 
about the horizontal structure in a surface layer. 

In practice, the determination of horizontal order is far 
from a routine procedure. Current inhtruments are not 
optimized for the detection of off-specular scattering, 
particularly at the small dispersive angles necessary for 

Fig. 2 The geometry of an off-specular retlect~on experiment. 
Here the angle of the reflected beam 0,#0,, and there are two 
components to the total momentum transfer Q,,,. a vertical (Qz)  
and a horizontal (ex) component. (View this arr in color at 
www.dekker.com.) 
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these DAB measurements, and there have been few 
measurements making use of this ability. The most 
notable exceptions are in the field of magnetic thin films, 
where the ability of polarized neutrons to interact with 
magnetic fields is employed.[23' 

Bulk Solution Measurements 

As an aid to modeling the surface conditions, bulk so- 
lution measurements are often used as a guide. Small- 
angle scattering is a well-established technique for deter- 
mining bulk solution structures of surfactant solutions, 
which involves measuring the scattering of X-rays or 
neutrons from solutions in a transmission geometry. This 
technique is also nonperturbing, and neutron small-angle 
scattering shares many of the benefits of reflectometry in 
relation to the ability to alter contrast through the use of 
isotope labeling. X-ray small-angle scattering has the 
advantage of being able to make use of the extremely high 
flux available at modern synchrotron sources, enabling 
low-contrast (e.g., dilute) solutions to be measured, or 
measurements with high temporal resolution. 

Cryo-transmission electron microscopy (cryo-TEM) is 
a much more recent technique, which involves taking a 
thin-film of a surfactant solution and flash-freezing it in 
near-freezing ethene. The freezing happens so rapidly that 
the water does not have time to crystallize and is con- 
sidered to be much faster than what surfactant rearrange- 
ment would be, preserving the room-temperature sur- 
factant structure.1241 However, it has been reported that the 
process of thinning the surfactant solution to an appro- 
priate thickness for flash freezing (100-200 nm) may 
cause changes to the surfactant structure,[251 so that the 
evidence from cryo-TEM images must always be consid- 
ered carefully. 

0.01 0.02 0.03 0.04 0.05 

Momentum Transfer Q (A-') 

Fig. 3 Specular reflectivity profile and simple modeled fit to 
data for C12C12DAB 1 % wlw solution in D20 at 65°C. (View 
this art in color at www.dekker.com.) 

Table 2 Parameters of the optical matrix fit to the scattering 
from a C12C12DAB 1 % wlw solution in D20 at 65OC 

SiOz Void Layer Void Layer 
Layer Silicon layer 1 1 2 2 

RESULTS 

Fig. 3 shows a typical specular reflectivity profile for a 
sample of C 12C 12DAB (didodecyldimethylammonium 
bromide) at 1% wlw in solution, together with a simple 
modeled fit to the data. The parameters of this optical 
matrix model can be found in Table 2. Several features are 
immediately clear. The primary feature is the appearance 
of strong quasi-Bragg peaks in the specular reflectivity 
profile. These peaks are indicative of a periodic structure 
extending into solution perpendicular to the surface. The 
relatively poor definition of the peaks, and the appearance 
of subsidiary peaks, implies that the structure consists of a 
limited number of repeats into the solution. In this case, it 
appears that the pattern is adequately fit through the use of 
only two layers, but more detailed modeling[" suggests up 
to four may be partially complete for this sample. Samples 
of other DABS show very similar behavior across the same 
temperature range. 

The modeling implies a lamellar structure aligned with 
the surface, consisting of broad lamellar sheets separated 
by large solvent-filled voids of the order of 1000 A. Such 
a pattern may be observed for several morphologies at the 
surface, which are illustrated in Fig. 4 below. 

It is difficult to determine from a perpendicular density 
profile which of these options is the one occurring at the 
surface. Each could give rise to a periodic density 
modulation, as seen in the diagram (where the character- 
istic repeat distance is marked), and the vertical walls in 
the sponge and vesicle phases would contribute negligibly 
to the average SLD across the voids in the structure. A 
significant point that arises from the fitting is that the 
periodic repeat layer is of low density (approximately 
90% solvent content) and much thicker than the typical 
bilayer thickness for a bilayer of a C12-surfactant sheet 
(ca. 20 A). The interlayer spacing is also smaller than that 
calculated for a simple space-filling lamellar bilayer 
structure at similar concentrations (ca. 2000 A), implying 
that this phase does not extend throughout the solution. 
This coincides with surface force measurements, which do 
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Fig. 4 Possible morphologies giving rise to lamellar layers at the surface. (A) Vesicles aligning at the surface; (B) a sponge phase; (C) 
lamellar sheets, with the characteristic repeat distance d marked. (View this art in color at www,dekker.com.) 

not show any evidence of this phase,'2h1 implying that the 
layering detected in reflectometry is either too diffuse, too 
fragile, or both to be detected by a contact method. 

These facts can be rationalized differently for each of 
possible morphologies. For a lamellar system, this obser- 
vation would be consistent with an undulating bilayer, 
such that the density of the layer is averaged over the 
undulation period. This implies undulations of a 100-A 
amplitude, which is reasonable for a lamellar sheet at this 
temperature unconstrained by near neighbors. Conversely, 
for a vesicular system, the low density and thick layers 

could be explained by a low horizontal packing density of 
vesicles, as would be expected given their surface charges 
and the fact that the curved surface of the vesicle is 
being projected into a planar averaging. Similar argu- 
ments could be used for the sponge phase. 

Comparison with Bulk Structure 

Some guidance can perhaps be gained from a knowledge 
of the bulk behavior of these surfactants. Phase diagrams 
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have been produced for dichain cationic surfactants of 
these types,[17.20,271 which show some general features in 
common. The first is that they all form a vesicular phase at 
low concentrations (approximately those of the systems 
described here, namely, of the order of 1% wlw). The 
stability of these vesicles has been questioned, it being 
suggested that they do not form spontaneously (requir- 
ing some form of energy input to form, such as sonication 
or shaking[14') and will spontaneously collapse to a 
lamellar phase with time.[I7' The solutions reported here 
were indeed sonicated on dissolution, but the structuring 
at the surface is stable over a period of hours, with no 
visible changes. Another marked difference between 
the bulk and the surface is that the vesicles imaged in 
the bulk phase (e.g., through freeze-fracture electron mi- 
croscopy) are polydisperse, with radii of 1300+600 A for 
a solution of Cl I C 12DAB imaged by freeze-fracture 
TEM.'~" The degree of polydispersity would need to 
be much lower to give rise to the quasi-Bragg peaks 
seen in the specular reflectivity profiles measured for 
these systems. 

However, it is also seen that either larnellar or sponge 
phases can coexist with this vesicle phase. Each of these 
phases is quite consistent with the simple geometric 
rationale of surfactant morphologies proposed by Tan- 
ford[281 and developed by Israelachvili et a ~ . [ * ~ '  as the 
packing parameter for the dichain sutiactants, ca. 0.6 
(varying +0.01 depending on the chain length), lies in the 
middle of the range of lamellar-based structures. It 
appears that the bulk phase of the dichain surfactants is 
therefore quite complex and appears to be dependent on 
the precise history of the sample. 

As a result, small-angle scattering and cryo-TEM 
experiments can be useful to determine the particular 
nature of these solution phases. Two representative cryo- 
TEM images are shown below (Fig. 5). These images 
clearly show that for the same sample, regions of vesicle 
and lamellar-like structures can be found. Indeed, other 
images also show that the vesicles and the lamellae were 
capable of coexisting in the same region. There is no 
evidence, however, of sponge phase structures found in 
any of the exposures. The lamellar structures imaged also 
show that the lamellae seen are not isolated lamellar 
sheets, but rather appear to be elongated microtubules- 
connected with a definite interior and exterior (as marked 
in Fig. 5b). 

Although the lack of sponge phase observed in the 
cryo-TEM does not of itself exclude the possibility of 
sponge phase being found at the surface (particularly 
given the nature of cryo-TEM discussed above), it seems 
that this phase is the least likely of the postulated options. 
The inherently three-dimensional continuous structure of 
the sponge phase does not pack well into the highly 
asymmetric and constrained near-surface region and, as 

Fig. 5 Cryo-TEM images of C12C12DAB 2% wlw solution 
flash-frozen from ca. 25°C; A) showing polydisperse unilamellar 
vesicles in the solution; B) showing the "extended vesicle" or 
microtubules. The closure is marked with an arrow. Both im- 
ages are taken from different areas of the same sample, scale 
as marked. 
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such, would need to show some form of transition from a 
free bulk sponge phase to a surface phase. 

In any case, the small-angle scattering experiments 
provide evidence that the bulk phase behaves significantly 
differently to the near-surface phase-direct evidence for 
the limited nature of the surface-induced structural al- 
terations. Although there is some evidence of a lamellar 
layering in the small-angle X-ray scattering, the struc- 
ture is not as pronounced as that found at the surface (see 
Fig. 6 for a comparison of the structuring found for 
C12C12DAB, 1% w/w solution, for example) nor does 
bulk spacing (when observed) correspond to the sur- 
face spacing. 

The differences between the bulk and the near-surface 
are also seen in the temperature response of the two 
systems. The interlayer spacing of the near-surface phase 

- Reflectometry I 

Fig. 6 Comparison of structuring for C12C12DAB 1% wlw 
solution at 45OC at the surface and in the bulk solution from A) 
reflectometry and B) small-angle scattering. (View this art in 
color at www.dekker.com.) 
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Fig. 7 The change in the d-spacing of the surfactant solution as 
determined from neutron reflectivity and small-angle scattering. 
The arrows indicate the direction of the temperature cycles in 
testing the reversibility of changes. (View this art in color at 
www.dekker.com.) 

is highly sensitive to the temperature, generally decreas- 
ing with increasing temperature, as seen by the shift in the 
quasi-Bragg peaks in the scattering (Fig. 7). This type of 
temperature dependence at the surface has previously 
been reported for the lamellar phase of a 2% solution of 
NaAOT (sodium bis(2-ethylhexyl)sulfosuccinate) at the 
silicon-water interface, where the spacing changes from 
270 A at 5°C to 165 A at In that system, the 
change in spacing was attributed to a change in an 
equilibrium between a micellar and a lamellar phase, 
where the surface structure was unambiguously lamellar 
extending thousands of layers into solution. 

This change of spacing is reversible over at least a 
30°C temperature range, which is also in contrast to the 
bulk solution, which is shown by small-angle scattering to 
be only broadly reversible (Fig. 7). This implies that the 
surface layer is in equilibrium at the surface and also that 
the time taken for the surface phase to reach this stable 
position is less than the equilibration time allowed after 
temperature changes (< 1 hr). 

The temperature dependence can again be justified in 
terms of both the vesicular and lamellar morphologies at 
the surface. As the temperature increases, the solvation 
shell of headgroups will decrease, and the degree of 
ionization of the bilayer will increase--effects which will 
tend to increase the rigidity of the bilayer and hence 
decrease the degree of fluctuation-repulsion. However, 
this effect will be offset by the increased thermal energy 
of the bilayer and the increased electrostatic repulsion of 
the more highly charged layers, and the net effect is 
difficult to predict. 

In the case of the vesicular morphology. in particular, 
attention needs to be given to the manner of how exactly 



Ordered Vesicles at the Silicon-Water Interface 

the interlayer spacing might change. The direct implica- 
tion is that the vesicles themselves change size, achieved 
either through the smooth aggregation of smaller vesicles 
to form larger vesicles (equivalently budding material on 
warming) or the loss of material to free surfactant as the 
solubility increases with temperature. Simple calculations 
for C12C 12DAB show, for a unilamellar spherical sur- 
factant vesicle, that the decrease in the volume of the 
bilayer in going from 1100 to 600 A (between 40°C and 

Fig. 8 Off-specular scattering from C 1 2C 12DAB 1 % wlw in 
A) D20 and B) CMSi, a mixture of H 2 0  and D20 with a SLD 
equal to that of silicon crystal (p=2.07 x 10- k2). (View this 
art in color at www.dekker.com.) 

70°C) is approximately 70% of the original volume, 
equivalent to an increase of solubility of the order of 100 
times. This is much greater than the predicted change in 
solubility, which means the former mechanism must be 
dominant to explain the behavior seen here for spheri- 
cal vesicles. 

Off-Specular Scattering 

The samples exhibit significant off-specular scattering 
associated with the quasi-Bragg peaks, indicative of a 
degree of lateral ordering. Unfortunately, the length scale 
of the lateral resolution of the measurements is much 
larger than the equivalent vertical dimension (mi- 
crometers rather than angstroms), which means that any 
interference patterns on the same length scale as those 
found in the specular scattering, as might be envisioned 
from a horizontally ordered vesicular layer, would not 
be seen. 

The scattering which is seen consists of bands of 
scattering across a range of Qx at constant QZ (Fig. 8). 
The question of whether this is true near-surface scatter- 
ing, or instead derives from the bulk, can be answered by 
reference to two features of the scattering-namely, the 
centering of the off-specular intensity decay on the 
specular ridge and the appearance of curvature in the 
bands as a result of refraction in the D 2 0  sample, which is 
absent in the sample contrast-matched to silicon (CMSi). 
This is also similar to the pattern seen for NaAOT and is 
believed to arise from correlated undulations between 
layers such as might be seen from the natural layer 
 undulation^.'^' ' These undulations might arise from either 
vesicular or lamellar membranes, but in the case of 
lamellar sheets, the large distance between the layers begs 
the question of the source of the correlation between the 
layers, failing connection between the sheets. 

CONCLUSION 

While it is clear that the system in question exhibits 
unusual surface properties, and that there is indeed a near- 
surface phase which differs from the bulk, it is extremely 
difficult to distinguish the possibilities that make up the 
structure. It is known that sponge, lamellar, and vesicular 
phases can exist in the solution, depending on the 
individual route of the preparation of the sample, but it 
is clear from small-angle scattering measurements that the 
surface is not exhibiting the same characteristics as the 
bulk. The exact surface density distribution, the temper- 
ature dependence of the structure, and the off-specular 
scattering all provide constraints on the possibilities at the 
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surface, but none of these specifically excludes any of the 
candidates. A sponge phase seems the least likely because 
of the complexity of the phase in the dimensionally 
constrained near-surface region and necessity for the 
phase to align with the surface. Simplicity suggests that 
the best candidate for the surface might be a lamellar 
phase; this, however, represents extremely large spacing 
for a lamellar phase, and it is difficult then to explain the 
correlated nature of the undulations seen from the off- 
specular scattering. 

The third choice, vesicles, has its own complications- 
in particular, that the vesicles would be more monodis- 
perse than the bulk solution, and that the mechanism for 
the change in the size of the vesicles with temperature is 
unclear. Perhaps the most reasonable compromise is 
suggested by the cryo-TEM images, which show the 
existence of an intermediary phase between vesicular and 
lamellar, equivalent to extended vesicles (microtubules). 
However, it does not seem possible to distinguish these 
possibilities based on the evidence now available. 
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Organofullerenes in Water 
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INTRODUCTION 

~ u l l e r e n e s [ ' ~ l  are entirely insoluble in water and by 
themselves do not show appreciable biological activity. 
However, suitable chemical modification allows the mole- 
cules to dissolve in aqueous solution to exhibit significant 
activity. In 1993, three papers reported simultaneously on 
the biological activities of fullerene carboxylic acids 1 and 
2 (Fig. l).[5-81 Studies ensued afterward revealed various 
interesting biological activities of organofullerenes owing 
to their photoactivity, radical quenching activity, and hy- 
drophobicity.'"-' 'I The interests in biology stimulated the 
studies on the behavior of fullerenes in water and led to 
new discoveries on the formation of one- to three- 
dimensional supramolecular objects, including vesicle, 
rod, globule, membrane, and linear assemblies. Several 
fundamental properties of fullerenes form the background 
of such interest in fullerenes in water: extremely high 
hydrophobicity, high cohesive force between fullerene 
m ~ l e c u l e s , [ ' ~ ~ " ~  photoactivity,l'41 ability to accept and re- 
lease electrons,['51 and relatively high reactivity that al- 
lows structural m~dif ica t ions . ["~ '~~ This article highlights 
the behaviors of organofunctionalized fullerenes in water. 

BIOLOGICAL EFFECTS OF 
WATER-SOLUBLE FULLERENES 

An obvious obstacle for the studies of fullerenes in water 
is the lack of solubility of fullerenes in ~ a t e r . " ~ - ~ ~ '  One 
approach to solve the issue utilizes a solubilizing agent 
such as polyvinylpyridone[231 or ~ ~ c l o d e x t r i n , ~ ~ ~ ]  and the 
other relies on introduction of hydrophilic function(s) by 
chemical modification of the molecule. Attachment of 
amino or hydroxyl groups[251 is straightforward but af- 
fords an inseparable mixture comprising many products of 
similar properties. Carbon-carbon bond forming modifi- 
cations of fullerenes is more selective. The compounds 1 
and 2 represent the compounds in this category (Fig. 1). 

Nakamura et al.i261 synthesized the compound 1 and 
discovered that the compound shows significant biolog- 

ical a~tivities. '~' The compound 1 (and later its C70 
analog)[271 suppresses growth of mammalian cells, inhi- 
bits activity of various enzymes (including HIV protease, 
which they found later; Fig. 3),'281 and cuts DNA upon 
visible light irradiation. Later studies indicated that the 
cleavage is caused by active oxygen species generated by 
fullerene-sensitized activation of molecular oxygen in the 
medium (Fig. 2).[293301 The carboxylic acid 1 does not bind 
to DNA.'~' '  

Papers from 1993i6-81 described inhibition of HIV 
protease by the compound 2. The dicarboxylic acid 2 acts 
as a reversible inhibitor of the enzyme through binding to 
the cleft-like active site of the enzyme in competition with 
the natural peptide substrate. This shape-recognition 
binding is illustrated in Fig. 3 for the carboxylic acid 
1.1281 A dendritic variation of the fullerene inhibitor is 
studied for treatment of drug-resistant HIV. '~~ , '~ '  

Phamacokinetics and Toxicity of 
Water-Soluble Fullerenes 

Toxicity is the primary concern for people working on 
fullerenes on the bench. Although earlier studies on C60 
itself suggested low t o x i ~ i t ~ , [ ~ ~ - ~ ~ '  it was unclear if water- 
soluble fullerenes are also innocuous molecules. For the 
studies of the pharmacokinetic behavior of water-soluble 
organofullerenes, Nakamura et a1.[37-401 synthesized the 
compounds 1 and 14214 starting with an alkoxy-substi- 
tuted methylenecyclopropane by the use of radiolabeled 
trimethylenemethane chemistry as shown in Fig. 4. 

The radiolabeled water-soluble fullerene 1-C14 quick- 
ly migrates through the body and accumulates mainly in 
the liver after a few hours. Importantly, the study also 
suggested that the fullerene molecule can pass through the 
blood-brain barrier, which was later confirmed by 

The behavior stands in sharp contrast to the 
parent fullerene, which was absorbed by serum protein in 
blood quickly after i n j e ~ t i o n . [ ~ ~ - ~ ~ ]  The pharmacokinetic 
studies have shown that organofullerenes are excreted 
either slowly or rapidly depending on the substituents, 
which may be suitably modified under the capacity of 
medicinal chemists.[431 
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Fig. 1 Monocarboxylic and dicarboxylic acids 1 and 2. 

The toxicity studies on the carboxylic acid 3 showed 
that the molecule does not show serious acute toxicity. 
Thus upon injection of up to 500 mgkg  quantity of the 
compound 3 to female mice, all mice survived for 1 week. 
Later also indicated that the fullerene 
molecules do not show appreciable short-term toxicity. 
Long-term toxicity has so far not been reported, and little 
has yet been known for degradation of fullerenes in the 
e n ~ i r o n m e n t . ~ ~ ~ ' ~ ~ ]  

Selective Binding to DNA 

The initial discoveries made for the two simple molecules 
1 and 2 quickly led to the studies on further application 
using more complex molecules. A fullerene molecule was 
connected to a 14-mer oligonucleotide that is comple- 
mentary to single and double helix. The fullerenelDNA 

conjugate 4 was found to bind to the target DNA site 
(Fig. s ) , ' ~ ~ ]  cleaving the guanine bases in the position 
expected on the basis of complementary of triple helix 
formation. A similar result was reported for a fullerene 
conjugate bearing a 3 1-mer DNA recognition site.[501 The 
binding ability of such DNAIfullerene conjugates has 
been assessed.[511 Fullerene molecules bearing an inter- 
calating group have been shown also to bind to double- 
strand DNA.[~*] 

One application of the above study is the photodynamic 
therapy of cancer. A C60 derivative bearmg polyether side 
chains was found to shrink skin cancer in mice.r531 In vivo 
ultrasound irradiation of fullerene-containing tissue may 
also suppress tumor gro~th.r54,551 Inactivation of virus has 
also been reported.[561 The actual biological targets of 
these approaches still remain unclear, although DNA may 
be a possible candidate. 

*l (excited) 

Fig. 2 DNA cleavage by fullerene carboxylic acid 1. (View this Fig. 3 A three-dimensional model of the complex of 1 with HIV 
art in color at www.dekker.com.) protease. (View this art in color a f  www.dekker.com.) 
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CH2* = '%H2, 13cH2 and '%H2 

intravenous dosing 

1-16 h  \ 6v30g 3 h t 6 t &  6 h  blood 
kidnev (0.5%) 

Fig. 4 Phamacokinetics of radiolabeled fullerene carboxylic acid 1-C14. 

Gene Delivery encoded in the delivered DNA within the cell. Recent 
studies indicated that suitably modified fullerene mole- 

Delivery of gene into living cells through encapsulation of cules are effective for the gene delivery. 
the gene in a "vector" is a fundamental technology in A series of fullerenes bearing amino side chain(s) has 
modern biology.r571 This process called "transfection" been synthesized and was examined for their DNA 
(transfer+infection) allows the production of the protein binding ability as well as their transfection capability.[581 

5'- CGAGTTAAGAAGAGGAAAGPGGGGCC -3' 

TTCTTCTCCTTTC 
31- GCTCAATTCTTCTCCTTT 

Fig. 5 Triple helix forming fullerene/DNA conjugate 4 (CPK model), its three-dimensional binding model, and site-selective photo- 
cleavage of DNA (as indicated by arrows). (View this art in color at www.dekker.com.) 
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Chart 1 Representative DNA binding fullerenes examined for transfection. 

The C2-chiral two-handed fullerene 5 was synthesized by was mixed together with a solution of the two-handed 
double [3+2] cycloaddition of a bis-cyclopropenone tetraminofullerene 5 in buffer, particles of 0.5-3 pm dia- 
acetal that took place with complete regioselectivity to meter form as observed by optical microscope (Fig. 6). 
give the desired compound.[591 When this mixture was incubated with dividing mamma- 

Some representative examples of the DNA-binding lian cells, the dark-colored fullerenelDNA particles were 
fullerenes (5-8) are shown in Chart 1.r5896w31 AS a taken into the cells, and protein production occurred. 
solution of a 4.5-kbp plasmid DNA with a reporter gene Screening of various cell lines indicated that the efficiency 

Fig. 6 Delivery of green fluorescent protein (GFP) plasmid into COS-I cells with 5. Bars show 100 pm. (A) Differential interference 
contrast microscopy (DIC) micrograph of COS-1 cells and small black particles (1-10 pm) of the fullerenelDNA complex after 1-hr 
transfection time. (B) DIC micrograph of COS-1 cells after 2-day incubation time. (C) Fluorescence image of the area same as (B). (D) 
Superimposed photograph of (B) and (C). Round black clumps of 0.5-3 pm size observed in the fluorescent cells contain fullerene 
materials. (Adapted from Ref. [31].) (View this art in color at  www.dekker.com.) 
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of this first-generation fullerene vector is comparable to or 
better than the commercially available lipid-based vectors. 

When a double-strand DNA is treated with an ami- 
nofullerene 7, the fullerene molecules stick to the DNA 
strand without much changing the linear outline of the 
DNA as studied by TEM. '~ ' ,~~]  In spite of its binding 
ability, aminofullerene 7 is not effective for gene delivery. 

Neuron Protection 

In 1997, it was reported that the fullerene hexacarboxylic 
acid 9 acts as a drug for neurodegenerative diseases such 
as Alzheimer's, Parkinson's, or amyotrophic lateral scle- 
rosis (ALS).~~']  The activity is considered to arise from 
trapping of hydroxy radicals by the fullerene molecule.[641 
The finding is currently developed for clinical trials. 

Endohedral Metal Complexes 

Metal-containing fullerenes are attracting people's atten- 
tion for their clinical applications. Biodistribution studies 
of ' 6 6 ~ o x @ ~ 8 2 ( ~ ~ ) ,  showed the uptake of the polyhy- 
droxylated fullerene by bone without clearance and may 
be used as in vivo radi~tracer.~~'] The use of metalloful- 
lerenes as a magnetic resonance imaging (MRI) contrast 
agent is another area of extensive current studies. 
Gd@C8'(0H), was found to be a much better contrast 
agent than the conventional agents (i.e., a nitrogen-ligand 
coordinated to the The metal-containing 
fullerene accelerates spin relaxation (TI) of water protons 
that surrounds the fullerene molecule. The water proton 
relaxivity R1 is much higher (20-folds) than that of the 
MRI contrast agent currently in use (e.g., ~ a g n e v i s t ~ ' ,  
gadolinium-diethylenetri-aminepentaacetic acid). Poly- 
carboxylic acid derivatives of Gd@Cg2 also serve as an 
excellent contrast agent.[671 

MOLECULAR ASSEMBLY OF 
WATER-SOLUBLE FULLERENES 

Many of "water-soluble" fullerenes do not simply 
dissolve in water, but form various intriguing supramo- 
lecular structures, some of which have been unknown for 

conventional surfactants and lipid molecules. Various new 
discoveries have been made in recent years with respect to 
the formation of one- to three-dimensional supramolecular 
objects, including vesicle, rod, globule, membrane, and 
linear assemblies. 

Langmuir-Blodgett Film 

Formation of molecular layers of fullerene and their de- 
rivatives has attracted the attention of scientists for a long 
time, yet earlier attempts to make uniform monolayer of 
C6() were rather unsatisfactory.[681 The amphiphilic ful- 
lerene carboxylic acid l was reported in 1995 to form a 
uniform Langmuir-Blodgett (LB) film at the water-air 
interfa~e.~~" The average area per molecule determined 
by the n-A plot was 0.78 nm, and the distance between the 
neighboring C 6 ~  was 0.95 nm, which is close to (but 
slightly smaller than) the distance of 1.0 nm determined in 
the crystal structure of C6(). Atomic force microscopic 
(AFM) analysis indicated that the surface contains far less 
defects than the LB film made from unmodified C 6 ~  under 
similar conditions (Fig. 7). 

Nanorod and Nanoparticles 

Rod-like assembly of fullerene forms when a DMSO 
solution of a cationic amphiphile 7 is dispersed in 
benzene.[623631 The nanorods measure a diameter of 14- 
120 nm and a length of over 70 pm. When the dispersion is 
sonicated, vesicles of various sizes and shapes form. The 
thickness of the vesicle wall (3-6 nm) suggests a multi- 
lamellar Georgakilas et al."I1 also reported 
that cationic amphiphiles form nanospheres and nanorods. 

Fig. 7 Molecular model of LB film of 1. (View this art in color 
at www.dekker.com.) 
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Scheme 1 (View this art in color at www.dekker.com.) 

Bilayer Vesicles 

Ph5C60H (10) is an interesting hydrocarbon[72-741 in 
that its anion, Ph5C6& (11). dissolves freely in water 
(Scheme I). It dissolves in water not as unimer, but as 
spherical aggregates.[751 Atomic force microscopy and 
laser light scattering (LLS) studies of the solution of 11 
indicated that the solution contains bilayer vesicles and 
that the size distribution is quite narrow.[761 Thus upon 
slow addition of a THF solution to water, Ph5C60K 
forms spherical bilayer aggregates of 34-nm average 
diameter composed of about 13,000 fullerene molecules 
as determined by LLS (Fig. 8). This ability of Ph5C60K 
to form vesicles in water is the most intriguing. The 

hydrophobic moiety, and the lack of heteroatom hydro- 
philic sites.[771 In addition, the fullerene moiety is unique 
because it is highly hydrophobic but not lipophilic. 

Penta-arylated C60 bears large aryl groups to form a 
cavity that can recognize another C60 molecule. Such a 
molecule 12 looks like a badminton shuttlecock and stacks 
with each other to form a one-dimensional array of both in 
crystals and in liquid crystals (Fig. 9).[781 One may expect 
that, with suitable modifications, such "nanoshuttlecock" 
would also be useful for the formation of supramolecular 
structures in aqueous solutions. 

DNAlFullerene Nanoparticles 

Ph5C60 anion amphiphile is noteworthy for its virtually all- 
The aforementioned experiments of gene delivery dem- sp2 carbon framework, high structural rigidity, spherical 
onstrated the ability of the fullerene 5 to condense and to 
release DNA, and the molecular nature of the DNA 
condensation/release process was probed in test-tube 
experiments with AFM. [~~]  When half an equivalentlbase 
pair of the fullerene 5 was mixed with 4-kbp plasmid 

Fig. 8 Atomic force microscopic image of bilayer vesicle of 11 Fig. 9 Nanoshuttlecock molecule 12 and a three-dimensional 
and the molecular model obtained by LLS study. (Adapted from model of the stack-of-five molecules. (View this art in color at 
Ref. [76].) (View this art in color at www.dekker.com.) www.dekker.com.) 
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Fig. 10 Condensation of 4-kbp plasmid DNA (a) into globules 
with increasing amount of 5 (b and c) and its release upon 
removal of fullerene (d). (Adapted from Ref [79].) (View this 
art in color at www. dekker.com.) 

DNA (Fig. 10a), the DNA molecule was condensed into a 
globular object seen in Fig. 10b as a flat disc of 3-nm 
thickness and 50-nm diameter. This condensate comprises 
one molecule of the plasmid DNA and about 2000 
molecules of the fullerene derivative. Upon further 
addition of fullerene 5, many single-.molecule DNA 
condensates gather together to form the micrometer-sized 
object (Fig. 10c). Release of the DNA molecules from 
these large particles was achieved (Fig. 10d) by extractive 
removal of the fullerene with CHC13. 

The formation of globular condensates composed of a 
single to a few DNA molecules is unique among other 
DNA-condensation studies based on lipid and dendrimeric 
molecules, which create much larger and less structurally 
defined DNA condensates.[801 Studies on a series of DNA- 
binding aminofullerenes recently showed that DNA 
condensation is required, but not sufficient for successful 
t ransfe~t ion . [~~"~~ '  

Fullerene-Binding Antibody 

A fullerene binding protein has been elicited purpose- 
ly.'8'1 Immunization of mice with a C60-bovine thyro- 
globulin (>600 kDa) conjugate elicited the desired IgG 
isotype antibody. Crystal structure of Fab fragment of the 
antifullerene antibody revealed that a shape-complemen- 
tary clustering of hydrophobic amino acids forms a ful- 
lerene binding site.ls2' Modeling study shows participa- 

tion of the induced fit mechanism in the binding process. 
Interestingly, a subpopulation of the antibodies also re- 
cognizes C70 and even carbon n a n o t u b e ~ . [ ~ ~ - ~ ~ '  

CONCLUSION 

The development of the science of water-soluble full- 
erenes has been very rapid. The molecular design starting 
from the compounds 1 and 2 has become much more 
elaborate and the synthesis has become more sophisticat- 
ed, leading recently to the synthesis of the most complex 
compounds in high yield and on a large scale. Practical 
applications to clinical and materials uses are therefore 
just ahead. The science of water-soluble fullerene stim- 
ulated the studies to dissolve also carbon nanotubes in 
water and organic ~ o l v e n t . [ ~ ~ ' ~ "  The high cost of full- 
erenes has been the biggest barrier toward practical 
applications of any fullerene derivative, and this problem 
is now resolved by a large-scale production achieved by a 
Japanese company.[881 The cost problem is still a big issue 
in the use of metal-containing fullerenes, but may be 
resolved in the not-too-distant future. 
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INTRODUCTION 

Although intensively studied in a variety of fields such as 
catalysis, magnetism, and optics, oxide nanoparticles have 
just been modestly considered within the field of energy 
storage until these last few years that have witnessed 
intense developments, mainly regarding Li-ion battery 
technology as devoted herein. 

For the last 20 years, it was a common and well- 
accepted belief that highly divided materials could not 
be suitable for extended reversible redox reaction with 
metallic lithium. This seems quite astonishing because 
most primary and secondary lithium electrochemical cell 
devices are based on redox reactions involving interfacial 
reactions between a liquid organic-based electrolyte and a 
solid electrode material. In fact, this idea was rooted on 
the belief that electrochemically driven irreversible 
decomposition of the organic-based electrolyte occurs at 
the surface of the active particles while the cell is cycled, 
together with possible dissolution of the solids. Thus, the 
higher the surface of contact between the particles and the 
electrolyte, the higher would be the extent of this capacity 
loss, hence the requirement of large particles with low 
surface area. Along that line, the BET surface areas of 
powders presently used in commercial Li-ion cells do not 
exceed 2 m21g. Recently, these prevailing ideas were 
seriously contradicted by several findings linked to the 
recent interest in nanopowders, as we will discuss in this 
paper. Owing to the present staggering trend toward nano 
objects in various research fields, too often driven by 
funding opportunities rather than true science, much 
confusion has surged about the real meaning of "nano." 
Undoubtedly, the world of the so-called nanosciences is 
still waiting for a concrete and universal definition or at 
least an accurate, related size scale. Thus, we talk about 
nanopowders, nanostructures/nanocomposites, nanotex- 
tures, and nanoarchitectured electrodes by reference to 
materials having a single component, two or more com- 
ponents intimately mixed at the nanometric scale, a po- 
rous electrode having pores and components in the 
nanometric scale, and finally a well-designed (either by 
template deposition or by lithography) two-component 
system at the nanometric scale. Basically, we are prone to 
think that a given object, observed for a given property 
with a specific characterization mean, enters the "nano- 

world" as soon as its size reaches a value below which 
the studied property starts to drastically differ from that 
of bulk. For instance, the significant decrease in Au 
particles' melting point as their particle size becomes 
smaller than 50 P\ perfectly illustrates this point,['1 and for 
such a phenomenon 50 A will be the threshold value 
delimiting the nanolmacro worlds. It is therefore unfor- 
tunate that we do not have such an equivalent to Plank's 
constant that neatly separates classical mechanics from 
quantum mechanics. 

As we march from bulk materials toward systems with 
small particles, new electrochemical effects are recently 
observed and these require the formulation of a new 
theoretical foundation on which to base our interpretation 
and understanding of the experimental data. A theoretical 
approach was recently undertaken and the effect of 
surface, particle size toward the evolution of electro- 
chemical reactions considered. A profound effect on the 
chemical potential-composition curves and energy sites 
was demon~trated.'~' Moreover, a decrease in domain size 
results in a dramatic increase in grain boundariesL3] that 
were shown, by acting as space charge regions, to be 
beneficial to ionic conductivity. However, the particle size 
is not the only parameter that can account for the 
modification of properties. Indeed, the size of the 
crystallized reacting domains (crystallites), the specific 
surface area of the powder, the porosity, and the possible 
confinement of the matter can have a drastic influence as 
well. 

It is surprising that the effect of the size of the reacting 
domains on the electrochemical properties remains almost 
uninvestigated, while most of the scientific fields are now, 
as a whole, turning toward the nanomaterials. Given the 
implications of the energy storage in our evolving modem 
society (communication, biocompatible devices), we de- 
finitively have to consider this rich domain of opportu- 
nities that lies beyond the use of nanomaterials in this 
field, as illustrated by the following examples. 

LITHIUM REACTIVITY THROUGH 
INSERTION PROCESSES 

Although the principle of a Li-based secondary cell dates 
back to the 70s. we had to wait until the 90s for the first 

Dekker Encyclopedia of Nanoscience and Nanotechnology 
DOI: 10.1081/E-ENN 12001 3825 
Copyright O 2004 by Marcel Dekker, Inc. All rights reserved. 



Oxide Nanoparticles: Electrochemical Performance 

commercialization of reliable and safe rechargeable 
batteries. This impressive delay originates from numerous 
scientific and technological problems whose step-by-step 
resolution lasted decades and required sustained and 
crossed endeavor from physicists, chemists, and theorists. 
Aside from the formulation of stable electrolytes within a 
wide electrochemical potential window, the search for 
suitable electrode materials is still a major issue. The main 
difficulty encountered along this quest for the "ideal" 
insertion material is nested in the numerous criteria they 
have to meet all in one. They have to show high insertion 
capacity without undergoing drastic structural changes, 
low toxicity and low cost, highly separated redox potential 
between the cathode and anode, enhanced thermal1 
chemical stability toward the electrolyte, high electronic1 
ionic conductivities for power rate capabilities, and, 
finally, easy synthesis with scale-up possibilities. 

Such "ideal" materials do not exist and to date only 
very few compounds were isolated as coming close to 
these requirements: ternary LiCoO;?, LiNi02, LiMn204 
oxides for the cathode,'4951 and carbonaceous materials for 
the anode. To bypass the identified drawbacks of these 
materials, present studies dealing with anionic and ca- 
tionic substit~tions,[~' surface treatments,['I or the making 
of composite materials are exploring new compromises 
rather than innovative and creative approaches, with the 
exception of a few that are exploiting lithium chemical 
reactivity at the nanometric scale. 

Below, we give some examples showing how nano- 
materials, either as electrodes or as part of the electrolyte 
composition, could greatly benefit the field of recharge- 
able Li batteries. 

LiMn204spinel oxide is the first example selected to 
illustrate how Li-driven phase transitions associated to 
drastic electrode volume changes and leading to poor 
electrochemical performances can turn to our advantage 
when using small reacting domains. It has long been well 
known that Li insertion in this spinel framework results in 
a cooperative Jahn-Teller distortion together with the 
formation of a tetragonal phase showing a volume ex- 
pansion of about 16% as compared to its cubic precursor 
with the overall result being very poor retention capacity 
upon cycling.[4351 In contrast, when very small internal 
crystallites are formed by intense mechanical milling 
performed on crystallized powders or by precipitation 
techniques, this reaction appears to be very reversible.18391 
This unexpected behavior was attributed to an isotropic 
and benign expansion of the small domains as compared 
to the highly anisotropic and strain-inducing expansion of 
large ones, when the material is made by the "bake and 
shake" method. Because of the plasticity of the ball- 
milled powders, the electrode maintains its integrity upon 
insertion-removal of lithium ions with limited resulting 
loss of electrical contact. 

By acting on the particle size, aside from the pos- 
sibility of modifying the side effects associated to an 

intercalation phenomenon, one can modify the insertion 
mechanism by itself. This has been recently achieved for 
several compounds by acting on the size of the reacting 
domains as demonstrated through a few studies on car- 
bonaceous materials. 

Carbonaceous materials, owing to their both faradic 
and capacitive properties, are now widely implemented in 
Li-ion batteries and supercondensators. Their electro- 
chemical properties are highly dependent on their texture, 
composition, and synthetic history. Although capacitor 
technology has long recognized the benefits of high- 
surface-area materials, it was quite recently that Li in- 
sertion in disordered and highly divided carbons turned 
out to be a promising approach. Such disordereddivided 
carbonaceous materials were, for instance, elaborated by 
direct preparation through pyrolysis of organic precursors 
or by postgrinding treatment under carious conditions 
(atmosphere, grinding time, miller type) of crystallized 
carbons previously prepared at high temperatures.[lol Fol- 
lowing the latter approach after an early appraisal of va- 
rious ball-milling key parameters, carbonaceous materials 
having reversible specific electrochemical capacity that 
can reach 720 mA hr/g, which is about twice that of 
graphite, and low irreversible loss in the first cycle (200 
mA hr/g) were fabricated. More importantly, such per- 
formance gains were not limited to one specific carbon 
precursor because ball milling, once the experimental pa- 
rameters optimized, was shown to lead to identical tex- 
ture whatever the carbonaceous precursor, stressing the 
universal effect of this mechanical treatment.["] Several 
models have been proposed to explain this behavior, but 
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Fig. 1 X-ray diffraction patterns for n-Fe203 and M-Fe203. 
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Fig. 2 TEM and SEM pictures of nanosized (n-Fe203) and 
micron-sized (M-Fe203) samples. 

Fig. 3 Voltage-composition curves for n-FezOs and M-Fe203 
in Potentiostatic Intermittent Titration Technique mode. Open 
circles indicate the quasi-equilibrium OCVs. 

despite this controversy, there is  n o  doubt the origin of this 
increase in  ~ a p a c i t y  is nested in  the extremely small do- 
mains (30 A) created by the milling. 

Hematite c ~ - F ~ ~ o ~ [ ' ~ ~ ' ~ '  and M3O4(M = Fe, Co, ~ n ) ' ' ~ ~  
will be used as pedagogical examples to illustrate the 
effect of particle size on  the electrochemical reaction path 
itself upon reaction with metallic lithium. 
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Fig. 4 In situ X-ray diffraction patterns collected on (A) L i N -  
Fe203 and (B) Liln-Fe203 cells discharged at C15 rate. The "h" 
and "c" labels indicate the hexagonal cl-Fez03 and the cubic 
Li2Fe2O3 phases, respectively. Asterisks indicate the peaks due 
to apparatus (Be, BeO). 
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The reaction of lithium with hematite a-Fe203 entails 
a very limited solid solution domain up to a lithium 
critical concentration of about 0.03 lithium per formula 
unit, and then an irreversible transition leading to a 
Li2Fe203 rock-salt-type phase. It is surprising that when 
using very small hematite particles, this reactivity 
scheme appears to be drastically different. More specif- 
ically, two batches of hematite were compared: micron- 
sized (M-Fe203, 2 m21g, 0.5 pm mean particle size, 
commercial) and nanosized (n-Fe203, 60 m21g, 200 A 
mean particle size, homemade) samples (Figs. 1 and 2). 
Quasi-equilibrium voltage evolutions along the reaction 
with lithium [open circuit voltage (OCV) measurements] 
confirm that the reduction of M-Fe203 proceeds through 
a biphasic process (2.20 V vs. Li+/Li) after a very small 
solid solution domain. In contrast, a much longer single- 
phase solid solution domain (up to about one Li) is 
observed for n-Fe203, followed by a biphasic domain 
characterized by an OCV value of 1.85 V vs. Li+/LiO 
(Fig. 3). In situ X-ray diffraction experiments (Fig. 4) 
further confirm these differences in reactivity when the 
particle size is modified. For a maximum lithium amount 
of one per formula unit (x=l), M-Fe203 irreversibly 
transforms into a cubic rock-salt-type Li2Fe203 phase, 
although the n-Fe203 Bragg reflections progressively 
and reversibly shift without any evidence for extra 
phase. The cell volume expansion linked to this 
topotactic insertion is evaluated to be 1% from 
a-Fe203 to a-LilFe203. As expected for such benign 
cationic insertion associated with small volume changes, 
the nanometric material exhibits higher reversible capa- 
city and improved cycling behavior when compared to 
the M-Fe203 batch (Fig. 5). Aside from these electro- 
chemical aspects and the possibility of forming the a- 
LilFe203 phase, recent Mossbauer and EXAFS mea- 
surements indicate that the intimate reaction path beyond 
x= 1 is also dependent on the particle size. For instance, 
we could unambiguously demonstrate a disproportion- 
ation ( 3 ~ e ~ + + 2 ~ e ~ + + ~ e " )  mechanism along the n- 
Fe203 reduction beyond x= 1, whereas it is not observed 
for M - F ~ ~ o ~ . " ~ '  

Finally, the overall alternative paths observed depend- 
ing on the domains size could be summarized as follows: 

Large particles 

Cycle number 

Fig. 5 Voltage<omposition curves and capacity evolution 
upon cycling for Liln-Fe203 and LiM-Fe203 cells (1 Li/5 hr, 
25OC). 

Similar extension of the solid solution domain by using 
small particles/crystallites was also recently demonstrated 
for compact structures such as anatase T ~ o ~ , " ~ '  and we 
believe that numerous host materials disregarded for 
reversible lithium intercalation behave in a similar way. 
Thus, a completely new area is ahead of us in the search 
for new valuable insertion materials. 

Small particles 
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Besides hematite, numerous other materials with 
empty available sites are reported to irreversibly react 
with lithium. Among them, 3d-metal spinel materials 
M3O4 (M=Co, Mn, Fe) are also known to transform into 
lithiated rock-salt type LixM304 stmctures. This is il- 
lustrated in Fig. 6. Low-surface-area Co3O4 (3 m21g) 
reacts with metallic lithium at constant C/12 rate (one Li 
in 12 hr) through a two-phase Li insertion process lead- 
ing to a cubic rock-salt-type phase with the approximate 
composition Li-1.5C0304 (Fig. 6A). In contrast, high- 
surface-area Co304 materials (66 m21g) behave differ- 
ently because they transform into rock-salt a-COO 
(Fig. 6B). The same COO formation was observed when 
(3 m21g) Co304 powders were slowly reduced (C1100) or 
reacted with lithium in an intermittent mode consisting 
of short discharge steps followed by 2-hr relaxation 
periods. Note that similar current-density-driven obser- 
vations were also made on Mn304 materials of different 
surface area. Such behavior fully contrasts with that of 
Fe304, as LixFe304 phases are always formed whatever 
the reduction rate or the texture of the starting Fe304 

Scattering Angle (20) 

powders, suggesting an effect of the crystallographic 
nature of the spinel (normal for Co3O4 as compared to 
inverse for Fe304). For Co304 and Mn304, the key 
parameter governing the reduction reaction is therefore 
not the particle size but the applied current density (cur- 
rentlspecific surface area ratio). Therefore, through these 
examples we demonstrate that by varying either the 
cycling rate or the specific surface area of the active 
material one can control the Li reacting path as sum- 
marized below. 

High surface current density 

Low surface current .densitv 

Scattering Angle (20) 

Fig. 6 In situ X-ray diffraction patterns collected during the electrochemical reduction of Low Surface Area-Co304 (A) and High 
Surface Area-Co304 (B) at constant current (1 Lil12 hr) at 25°C. The top patterns correspond to the initial Co3O4 and the bottom ones to 
x=2.0 Li per Co304 (CuK,). 
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LITHIUM REACTIVITY THROUGH 
CONVERSION PROCESSES 

Because the division state and texture of oxides used as 
electrode materials can drastically alter the initial in- 
tercalation process, one wonders whether the full reduc- 
tion of 3d-metal oxides into metal can be affected as 
well. Although the size of the metallic clusters so formed 
are not significantly dependent on the initial oxide par- 
ticle size, it was astonishing to observe, as demonstrated 
for various oxides such Cu20, CuO, COO, NiO, MnO, 
FeO, Fe203, Fe304, and CO~O~,"" '~]  a very high rever- 
sibility of these oxides toward Li according to the fol- 
lowing reaction: 

MO, + 2xLi @ M0 + xLi20 

The reversibility of these conversion reactions was 
attributed to the in situ formation of nanometric metallic 
clusters embedded in a lithia matrix with, therefore, a very 
high metal/Li20 surface of contact. Upon reoxidation of 
these nanocomposites, very small clusters of oxides are 
formed back. This is shown in Figs. 7-9 for CoO/Li cells. 
However, the formation of such nanocomposites is not the 
only key parameter required for high reversibility. Indeed, 
when ex situ formed highly divided oxides are cycled vs. 
lithium, the overall cell capacity drops very quickly. This 
is linked to the growing of an organic gel at the surface of 
the particles (resulting from the decomposition/reduction 
of the electrolyte) that tends to electrically isolate the 
active particles from the current collector. The criteria for 
good long-term cycling behavior are twofold: 1) low 
surface area of the initial oxide particles and 2) in situ 
formed nanodomains insuring high internal contact. Note 
that this need of in situ nanostructure was already de- 
monstrated in aqueous electrochemical storage using 
nickel hydroxide as active material.['91 These reversible 
conversion reactions were not only limited to oxides but 
were found to occur for various classes of compounds 
such as nitrides, fluorides, and sulfides with formation of 
metaVLi3N, metal/LiF, and metaVLi2S nanocomposites, 
r e ~ ~ e c t i v e l ~ . [ ~ ~ ~ ~ '  Thanks to the universality of these 
reactions, to their appealing electrochemical perfor- 
mances, to their intrinsic simplicity from a thermody- 
namic point of view, and to the large panel of materials 
available, it clearly appears that they represent a main 
opportunity for future development in the field of 
electrode materials. Because they involve two to three 
electrons per 3d metal as compared to 1, and high voltages 
as well (3 V for COF~), such nanodriven reversible con- 
version reactions, owing to their staggering capacity gains 
over classical insertion reactions, could revolutionize the 
way the world stores and uses power. 

ALLOYING REACTIONS 

Lithium-alloying reaction with metal such as Al, Sn, Si, 
Ge, Cd, Pb, and Sb is one of the most attractive alter- 
natives to intercalation  reaction^.[^^-^^^ About 25 metals 
or semimetals are known to form alloys with lithium 
and most of their combinations are active toward li- 
t h i ~ m . [ ~ ~ ~ ~ ]  These reactions offer very high capacities 
(Si: 4200 mA hrlg, Ge: 1600 mA hrlg, A1 and Sn: 990 mA 
hdg) at relatively low voltages (< 1 V vs. Li+/LiO) but their 
cycling behavior is very poor. This detrimental charac- 
teristic is attributed to the pulverization of the material, 
and hence the loss of electrical contact, due to the large 
volume expansion of the active domains and high strain- 
inducing phase transitions together with the Li incorpo- 
ration. Although these structural changes are intrinsic to 
the reactions, several attempts have been made to limit 
their side effects on the electrode integrity. Among them, 
the activelinactive nanocomposite concept represents one 

Cycle number 

Fig. 7 Composition-voltage curve for a CoO/Li cell (top) and 
evolution of the capacity as a function of the cycle number 
(bottom). (View this art in color at www.dekker.com.) 
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Fig. 8 HRTEM images (a) and corresponding selected-area electron diffraction (SAED) diagram of a COO electrode after reaction 
with 2 Li per COO. (View this art in color at www.dekker.rom.) 

of the most promising exploratory routes in the field. Such 
composites consist of two intimately mixed materials, one 
reacting with lithium while the other acts as an inactive 
confining buffer. In addition, the use of small-sized 
metallic clusters as Li hosts considerably suppress the 
associated strains and therefore improve their textural 
response to the alloying reaction.r343351 Several recent 
examples can illustrate this concept through different 
systems such as Sn-0 based glasses,[36-391 S ~ - C , [ ~ " ~ ~  

S ~ - F ~ - C [ ~ ~ ~ "  and s ~ - M ~ - c . [ ~ ~ . ~ ~ '  The best experimen- 
tal proof of the beneficial aspect of the buffer matrix arises 
from the ability to obtain several hundreds of cycles on a 
composite made by precipitating Sn metal at the grain 
boundaries of an electrochemically inactive SnFe3C 
matrix. However, the retention capacity was improved at 
the expense of a decrease in the material electrochemical 
capacity. Undoubtedly, alloy performance can also benefit 
from nanostructuration, but further developments are 
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Fig. 9 HRTEM images (a) and corresponding SAED diagram of a COO electrode after one dischargelcharge cycle. 

needed in the search for elaboration techniques to develop 
tailor-made nanostructure alloys. 

ELECTROLYTE 

Small particles are not only involved in electrode redox 
mechanisms but can also be of great implications for the 
electrolyte conduction properties. For instance, the addi- 
tion of nanometric inorganic fillers (Ti02, Si02,  Al2O3) 
into various types of dry or hybrid polymer systems has 
proved effective in improving their ionic conduction 

properties to a large extent without affecting their inter- 
facial and mechanical stabilities, in the whole temperature 
range.[48-501 This enhancement of the conductivity was 
explained both in chemical terms through the introduction 
of a Lewis acid-base concept that considers the effect of 
fillers in ion-ion and ion-polymer interactions in poly- 
meric electrolytes and in theoretical terms through a 
modification of diffusion and transport coefficient in 
space charge regions created at the nanoceramic/polymer 
interfaces. Present trends are devoted toward searching for 
new nanostructured polymers loaded with functionalized 
ceramic nanomaterials (e.g., nanoceramlcs having acid or 
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basic surface groups). Such an approach was shown to be 
quite beneficial in developing highly performing protonic 
membranes for fuel cell applications. 

CONCLUSION 

It is now evident that the entire energy storage field is 
moving toward nanostructures and nanoparticles. So far, 
only the capacitor technology was apparently concerned 
by this aspect and it is probably not purely coincidental 
that recent works have demonstrated the feasibility of 
hybrid capacitivelfaradic lithium  cell^.'^" Through this 
simple example, it is clear that a completely new area 
of opportunities is now open within the field of energy 
storage, both at the fundamental and applied levels. As 
we march from bulk materials toward systems with 
small particles, new electrochemical phenomena are 
observed and these require the formulation of a new 
theoretical foundation on which to base our interpreta- 
tion and understanding of the experimental data. 
Regarding the applications, several foreseen benefits 
associated to nanomaterial-based Li batteries are the 
following: 1) an easier accommodation of structural 
strains for better calendar life, 2) a shorter diffusion 
path for enhanced electrode power capabilities, 3) an 
increase of the surface vs. core volume for larger double- 
layer capacitance contribution, and 4) an enhanced solid 
state reactivity to bypass kinetics limitations so that novel 
reactions showing staggering electrochemical capacity 
gains and involving low-cost materials are becoming 
feasible. Such cumulated effects should translate into 
tremendous gain costs while preserving safety. However, 
although quite exciting, enthusiasm should not prevail 
over reality, and a few critical problems that will require 
cooperative endeavor and cross-sharing of knowledge 
accumulated for the last decades in fields such as 
catalysis and others remain to be solved. 
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INTRODUCTION 

The chemistry of polynuclear metal clusters in the 
nanometer scale has become a central issue in materials 
science because of their unique functions as electronic, 
optical, magnetic, and catalytic devices, which bring new 
technologies in many industrial At present, 
there is some progress being made in the preparation of 
metal nanocl~sters.["'~~ They have been synthesized by 
the chemical reduction of metal salts in the presence of 
stabilizing ligands such as surf act ant^,[^^^' organic poly- 
m e r ~ , ' ~ - ' ~ ]  and organic bases,'"-'31 which preserve the 
metal clusters from the agglomeration of the clusters 
themselves. However, the above methods hardly produce 
metal nanoclusters with a high degree of size dispersity. 

Transition metals have been extensively used as ca- 
talysts for many organic reactions, where the oxidation 
state of the metal plays an important role in attaining highly 
selective  reaction^.^'"'^' A multiple interaction of sub- 
strate molecules with surface metal atoms of transition 
metal nanoclusters would offer the possibility of unpre- 
cedented catalytic reactions. Furthermore, a creation of 
specific surface ensemble sites consisting of zero-valent 
metals and metal cations is a promising strategy for de- 
signing highly functionalized nanocluster catalysts based 
on cooperative action among the multiple metal species. 

The purpose of this article is to develop a new synthetic 
protocol of monodispersed palladium (Pd) nanoclusters at 
the nanometer-scale precision as high-performance cata- 
lysts. We describe here the novel synthesis of Pd 
nanoclusters with a high degree of size dispersity, where 
the standard deviation of the mean diameter (ald) is less 
than 10%, by treatment of the small Pd cluster with metal 
nitrates such as C U ( N O ~ ) ~  under an O2 atmosphere. This 
method also yielded mixed-valence states with pd0 and 
cationic Pd species on the cluster surface.r201 An advan- 
tage of this synthetic method is that the particle size and 
the surface oxidation state of monodispersed Pd nano- 
clusters can be controlled by selecting the amount of the 
metal nitrates and by varying the preparation time of the 
clusters. Furthermore, the above Pd nanoclusters are 
applicable to highly efficient and selective heterogeneous 

catalysts for liquid-phase oxidations such as acetoxylation 
of toluene, alcohol oxidation, and the Wacker oxidation 
under an atmospheric pressure of 02.L20-221 The unique 
catalyses of the Pd nanoclusters are attributed to the 
cooperative action between zero-valent Pd and Pd cations 
on the surface ensemble Pd sites. 

PREPARATION OF NANOCLUSTERS 

A representative example is the synthesis of the mono- 
dispersed Pd nanocluster with a mean diameter of 38 A. A 
solution of P ~ ( O A C ) ~  (0.20 g, 0.89 mmol) in AcOH (20 
mL) was stirred at 50°C for 2 hr under continuous CO flow, 
yielding 0.12 g of Pd4(C0)4(0Ac)4.2AcOH (PCA) as a 
yellow precipitate.[231 The obtained PCA (0.12 g, 0.155 
mmol, Pd 0.62 mmol) was stirred in AcOH (2.5 mL) in the 
presence of l,l0-phenanthroline (phen) (0.06 14 g, 0.3 1 
mmol) at room temperature for 30 min in air to give a dark 
brown solution of ~ d ~ ~ h e n ~ ( ~ ~ ) ~ ( ~ ~ c ) ~ ~ ~ ~ ~  [anal. calc. for 
Pd4C34H28N4010 (%): C, 37.9; H, 2.6; N, 5.2; found (%): C, 
34.1; H, 2.7; N, 5.21." Then, 0.0038 g of C U ( N O ~ ) ~ . ~ H ~ O  
(0.0155 mmol) was added to the above solution and heated 
at 90°C under an atmospheric 02 .  After 15 min, a black 
solid was precipitated with the consumption of 0.067 
mmol O2 (02/Pd=0.108 mol~mol ) .~  The precipitate was 
washed with AcOH for several times and dried in vacuo to 
yield the Pd nanoclusters (0.032 g, ca. 30% yield based on 
Pd) [anal. C ~ C .  for Pd2060(N03)360(OA~)360080 (%): C, 
3.28;H,0.41;N, 1.91; found(%): C, 3.21;H,0.23;N, 1.34; 
X-ray photon spectroscopy (XPS): Pd 3d5,2=334.5-335.2 
eV, 0 1s=53 1.5 eV, N 1s =399.4 eV. The XPS peak posi- 
tions are referred to C 1s at 284.6 eV (atomic ratio by 

"An optimum mole ratio of Pd to phen in the synthesis of giant Pd 
clusters was found to be 2. The use of Pd4phen4(C0)2(0Ac)4 instead of 
Pd4phen2(C0)2(0Ac), did not afford giant Pd clusters. 
b ~ h e  amount of O2 uptake during the preparation of the Pd nanoclusters 
was volumetricaily measured using a gas buret by trapping evolved C 0 2  
in a cold trap at - 120°C. 
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9O[Pd,phen2(CO),(OAc)J + 9[Cu(N03), . 3H20] +I72 AcOH +I 370, 

0 ~ 0 5 [ P d 2 ~ ~ ~ ( N 0 ~ ) 3 ~ ( 0 A c ) 3 6 0 0 ~ O l  80[Pd~hen(0Ac)21 

+ 77[Pd(OAc),] +9[Cu(OAc),] +I 13H,0+ 180C0, 

Scheme 1 Formation of  the Pd~060(N03)360(OA~)36~080 
cluster. 

XPS: C/Pd=0.6, N/Pd=0. 12). Copper signals were not 
appreciable on the clusters.]." Scheme 1 represents the 
formation of the Pd nanoclusters. During the preparation 
of the Pd nanoclusters, molecular oxygen was consumed 
to form C02 and H20, and the oxygen species on the 
cluster surface. 

A typical example for the immobilization of the Pd 
clusters on the metal oxides is described for the Pd 
nanoclusterRi02. Ti02 (JRC-TIO-2, 1.30 g) was added 
into the acetic acid solution of the Pd4phen2(C0)2(0Ac)4 
and CU(NO~)~ .~H,O ,  and then stirred at 90°C under an 
atmospheric O2 (3 wt.% as Pd c l~s t e r ) .~  The solid com- 
pound of 1.4 g was obtained after filtration, washing with 
acetic acid and drying under a vacuum. 

In the X-ray diffraction (XRD) pattern of the Pd 
nanoclusters, the three peaks are observed at 40°, 46", and 
68", which correspond to the { 11 1 }, (2001, and (220) 
planes of a face-centered cubic (fcc) lattice, respectively. 
The mean crystalline size of the Pd nanoclusters, cal- 
culated from the line broadening of the peak at 40" using 
the Scherrer equation, is ca. 35 A. The particle size dis- 
tribution and the ordering of Pd atoms of the Pd clusters 
were estimated by field emission scanning electron 
microscopy (FE-SEM) and high-resolution transmission 
electron microscopy (HR-TEM) of the Pd clusters im- 
mobilized on the Ti02 surface because the Pd nanoclus- 
ters could be immobilized on a surface of Ti02 without a 
change in their original cluster size and the local ordering 
of the Pd atoms on the cluster surface. As shown in Fig. la, 
the FE-SEM image of the Pd clusters on the Ti02 surface 
reveals that the Pd nanoclusters are well dispersed with a 
quite narrow size distribution throughout the TiO, surface. 
The mean diameter (6) of the Pd clusters is 38 A with a 
standard deviation (o) of 2.1 A, where the old value is 6%. 
This particle size corresponds to that of the giant eight- 
shell metal cluster composed of 2060 Pd atoms as the 
magic number.[251 To the best of our knowledge, the Pd 
nanoclusters prepared by our method using metal nitrates 
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have the narrowest size distribution of Pd nanoparticles 
obtained by chemical and electrochem ical 

Fig. 2 represents the HR-TEM image of the Pd 
nanocluster immobilized on the Ti02 surface. A regular 
arrangement of Pd atoms on the Pd nanocluster surface can 
be clearly observed, with 17 Pd atoms along the { 1 1 1 ] 
planes. The Pd K-edge X-ray absorpt~on fine structure 
(XAFS) measurement of the Pd nanoclusters indicated that 
the inner part is composed of a metallic Pd atom. However, 
the surface analysis of the above Pd nanoclusters by XPS 
proved the presence of both cationic and metallic Pd 
species. Furthermore, the treatment of the Pd nanoclusters 
with a CO molecule at O°C led to both C02 evolution and 
CO adsorption on metallic Pd; the cationic Pd species are 
reduced to pdO during exposure to CO. The evolution of 
C02 ascertains the presence of oxygen species on the 
surface of the Pd nanoclusters. Because the reactivity of the 
surface oxygen species was high enough to oxidize a CO 
molecule even at O°C, the Pd sites responsible for the above 
CO oxidation would be Pd20 species on the cluster 
surface." The ratio of the Pd20 species to the surface Pd 
atoms of the monodispersed Pd nanoclusters with a 
diameter of 38 A, evaluated from the amounts of the 
formed C02 and the CO uptake, is 23%. 

A possible arrangement of the Pd atoms of the eight- 
shell Pd cluster with an fcc cuboctahedral shape is 
illustrated in Scheme 2a, where the pdO and Pd' cation 
species are situated on the face of the nanocluster. The 
fraction of Pd' (Pd20) species of the surface Pd atoms 
was 23%, whereas those of pd2+ and pdO species were 
56% and 20%, respectively.'201 This accords with the 
composition of the Pd nanoclusters, Pd2060(N03)360- 
( O A C ) ~ ~ ~ O ~ ~ ;  the surface-divalent Pd cations were 
preserved at cornerledge sites by anions of N O 3  and 
OAc-, where oxygen species were bound to the two 
monovalent Pd ions on the face of the nanocluster. 

The use of Fe(N03)3 instead of C U ( N O ~ ) ~  could also 
afford the Pd nanoclusters having a narrow size distribu- 
tion with a mean diameter and standard deviation (d+o) 
of 38k4.4 A (old= 1 I%), where the fraction of the surface 
Pd20 species exhibited the maximum of 22%. The 
composition of the eight-shell Pd nanoclusters was 
Pd2060(N03)250(OA~)470080. The ratio of OAc- to NO3- 
anions was different from that obtained for the eight-shell 
Pd clusters using CU(NO~)~ .  However, the total number 
of anionic species situated on the cluster surface was 
constant, irrespective of the metal nitrates. 

Furthermore, we found that the selection of the 
CU(NO~)~/PCA molar ratio can control the particle size 
of the Pd nanoc~usters . '~~~ When the CU(NO~)~/PCA 

'The Pd(phen)(OA~)~ complex was formed in the residual solution. 
d .  T102 (JRC-TIO-2) was supplied from the Catalysis Society of Japan 
(anatase, BET surface area: 14 m2 g- '), and is characterized by its low 
acidity and basicity compared with other Ti02 reference samples. 

'A Pd' species has been already reported on palladium-loaded silico- 
aluminophosphate molecular sieves. (See Ref. [26].) 
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Particle size (A) Particle: size (A) Particle size (A) 

Fig. 1 The FE-SEM photograph and the particle size distribution of the Pd nanoclusters prepared with the CU(NO~)~/PCA molar ratio 
of (a) 0.10 (15 min), (b) 0.05 (8 rnin), and (c) 0.10 (10 min). The values in parentheses are the preparation times of the cluster. 

molar ratio was 0.05, the five-shell Pd nanoclusters with 
the old value of 9% (o=2.5 A, d=27 A) were obtained. 
A typical FE-SEM image and the particle size distribu- 
tion are shown in Fig. lb.  The fraction of the Pd+ 
species of the surface Pd atoms became 7% when the 
CU(NO~)~/PCA molar ratio was 0.05. Scheme 2b shows 
a proposed structure of the five-shell Pd nanocluster 
composed of 560 Pd atoms whose composition is 
Pd560(N03)loo(OA~)2500~0. It is notable that the treat- 
ment of Pd4phen2(C0)2(0Ac)4 with C U ( N O ~ ) ~ . ~ H ~ O  in 
a shorter preparation time (e.g., - 10 min) afforded Pd 
nanoclusters with a old value of 9% (o=2.8 A, d=32 

A), as depicted in Fig. lc. This particle size might cor- 
respond with six-shell or seven-shell clusters."21 

The above shell-selective synthesis of monodispersed 
Pd clusters allows us to consider the feature of nanocluster 
formation as follows. The metal nitrates promote the 
disproportionation of monovalent Pd ions of Pd4phen2- 
(C0)2(0Ac)4 complex to yield pd0 and pd2+ cation 
species. The pdo species aggregate to form relatively 
small Pd assemblies. Because the amounts of pd0 and 
pd2+ species increase with increasing amount of the metal 
nitrates and duration of the treatment, the small assembly 
of pd0 species is overspread with generated pd0 species, 

nanocluster, Pd2060(N03)360(OA~)360080, and (b) the five-shell 
Fig. 2 The HR-TEM image of the eight-shell Pd nanocluster Pd nanocluster, Pd560(N03)IOO(OA~)2s0010, with an fcc cuboc- 
immobilized on the TiO, surface. tahedral shape. 
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Scheme 3 Oxidative acetoxylation of toluene in the presence of molecular oxygen catalyzed by the eight-shell Pd nanoclusters. 

which lead to the growth of a larger pdO nanocluster. 
Subsequently, the pdO atoms located at cornerledge sites 
of the larger cluster surface are oxidized by the metal 
nitrate to give pd2+ cations, which are stabilized by 
anionic ligands such as O A c  and NO3-. On the other 
hand, the Pd20 surface species might be formed by the 
oxidation of the pdO ions by 02 .  An additional increase in 
the amount of the metal nitrates resulted in a deep oxi- 
dation of the surface Pd species and also an exfoliation 
of pd2+ ions from the cluster surface, which resulted in 
the formation of smaller metallic clusters together with 
decomposition into the monomeric pd2+ complex. Indeed, 
both the particle size and the surface oxidation state of the 
Pd cluster exhibited maxima at a CU(NO~)~/PCA molar 
ratio of 0. 

The quite narrow size distribution of the present Pd 
nanoclusters could be ascribed to the strong ability of the 
metal nitrate for the disproportionation of monovalent Pd 
ions of the Pd4phen2(C0)2(0Ac)4 complex that leads to a 
formation of a relatively small Pd assembly through a 
fast nucleation step of the pdO species. Furthermore, the 
partial oxidation of surface pdO species at the larger 
cluster surface with metal nitrate retards the successive 
growth of the nanoclusters. 

Conclusively, the treatment of palladium carbonyl 
acetate (PCA) cluster with Cu(N03), in the presence of 
phen under an O2 atmosphere afforded monodispersed Pd 
nanoclusters containing both pdO and cationic Pd species 
on the surface. The novel preparation method described 
here enables a "shell-selective" synthesis of Pd nanoclus- 
ters, keeping the high monodispersity as well as a tuning 
of the surface fraction of pdO, Pd+, and pd2' species. 
Unique catalyses of the Pd nanoclusters in the acetox- 
ylation of toluene, alcohol oxidation, and the Wacker 
oxidation are described below. 

APPLICATION 

Palladium is among the most important catalysts in or- 
ganic 0 ur monodispersed Pd nano- 
clusters will offer the possibility of unprecedented 
catalytic reactions based on specific surface ensemble 
Pd sites within a regular arrangement of multiple Pd spe- 
cies. We applied the monodispersed Pd nanoclusters to 

heterogeneous catalysts for oxidative functional transfor- 
mations in liquid phase under an atmospheric O2 pressure. 

Acetoxylation of Toluene 

Acetoxylation is one of the powerful methods to functio- 
nalize various kinds of C-H bonds in hydrocarbons; the 
acetoxyl group can be facilely transformed into other func- 
tional ones. Generally, the acetoxylation of toluene occurs 
by using a homogeneous P ~ ( O A C ) ~  complex in an acetic 
acid under an O2 atmosphere to give benzyl acetates, where 
additives of KOAc and S ~ ( O A C ) ~  are indispensable.[291 In 
heterogeneous Pd catalysts, Pd particles on charcoal or 
SO2, as a support interacting with excess amounts of Sn(2- 
ethyl-he~anoate)~ and KOAc, exhibit catalytic activi- 
ty.[309311 It is said that the efficient acetoxylation by Pd 
catalysts cannot be attained without any additives. 

Our monodispersed Pd nanoclusters acted as heteroge- 
neous catalysts for the oxidative acetoxylation of toluene to 
benzyl acetates using molecular oxygen (Scheme 3).1201 
Among the Pd nanoclusters prepared usmg CU(NO~)~ .  the 
maximum catalytic activity was obtained in the case of 
the eight-shell Pd nanoclusters having the highest fraction 
of Pd20 and the divalent Pd species. It is interesting to 
note that the monodispersed Pd nanoclusters can efficien- 
tly catalyze the oxidative acetoxylation of toluene without 
any additives such as Sn(I1) compounds, KOAc, and reoxi- 
dizing reagents. Furthermore, the eight-shell Pd nanoclus- 
ters showed much higher catalytic activity than conventio- 
nal Pd catalysts [e.g. Pdcarbon, PdAl2O3, and Pd(OAc)2]. 
The eight-shell Pd nanoclusters immobilized on the Ti02 
surface also had high catalytic activity for the acetoxylation 
of t01uene.~ These results are summarized in Table 1. 

The high catalytic activity of the Pd nanoclusters is 
ascribed to an ensemble of the cationic Pd species and pdO 
on the cluster surface. Vide supra, in the conventional 
oxidative acetoxylation catalyzed by Pd catalyst systems, 
an addition of potassium and tin compounds is indispens- 
able. The sn2+ additives promote the reduction step of 
pd2+ to pdO, and the resulting sn4+ oxide may serve as an 
oxygen reservoir in oxygen-poor regimes. The potassium 

 h he particle size of the Pd clusters did not change appreciably after the 
acetoxylation reaction. During the acetoxylation. no Pd leaching was 
observed by the ICP method, whose detection limit is 24 ppb. 
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Table 1 Acetoxylation of  toluene with various Pd catalysts in the presence of molecular oxygena 

Catalyst Conversion (%) Total yield of 1 +2 (%lb 1:2 

Pd nanoclusterc 96 94 4.1:l 
Pd nanocluster/Ti02 93 88 5.0: 1 
5% Pdlcarbon 19 Trace - 

5% Pd/A1203 2 1 0 - 

Pd(OAc)2 0 0 - 

"Reaction conditions: Pd 0.25 mmol, toluene 5 mmol, AcOH 4 mL, 90°C, 3 hr, O2 atmosphere. 
b ~ i e l d s  of products were determined by gas chromatography (GC) analysis using an internal standard technique. 
'Pd (0.29 mmol). 

renders Pd particles more electropositive, which becomes 
susceptible to interaction with an electron-donating 
substrate (e.g., toluene). Because the cationic Pd atoms 
already exist on the surface of the Pd cluster in the present 
catalyst system, the addition of potassium compounds is 
not required to facilitate the interaction with toluene. 
Furthermore, tin compound is also unnecessary because 
the PdzO species acted as an oxygen reservoir through an 
easy interconversion between Pd+ and pdO species. 

Alcohol Oxidation 

Recently, much attention has focused on Pd-catalyzed 
oxidation of alcohols into the corresponding carbonyl 
compounds using molecular oxygen as an environment- 
friendly In this section, we explore the 
catalytic potential of the monodispersed Pd nanoclusters 
in the aerobic oxidation of alcohols.[211 

Results of the aerobic oxidation of various alcohols 
catalyzed by the Pd2060(N03)360(OA~)360080 I lan~clu~ter~  
are displayed in Table 2 together with those using the 
Pd561phen60(OA~)180 cluster1381 and P~(OAC)~-pyr i -  
dine["] catalytic systems. Our Pd nanoclusters efficiently 

catalyzed the oxidation of primary aromatic allylic 
alcohols to the corresponding aldehydes using molecular 
oxygen (entries 1, 4, and 5). It should be noted that the 
present Pd nanoclusters showed higher reactivity for 
primary aromatic allylic alcohols than for aliphatic ones 
(e.g., 3-methyl-2-buten- 1-01 and 2-hexen- 1-01, entries 6 
and 8). Furthermore, the oxidation of secondary aromatic 
allylic alcohols proceeded slowly (entry 10). Interestingly, 
benzylic alcohols were oxidized more slowly than allylic 
alcohols (entries 14 and 17). This high reactivity for allylic 
alcohols was also exemplified in a competitive reaction of 
an equimolar mixture of cinnamyl alcohol and benzyl 
alcohol; cinnamaldehyde was selectively obtained in 92% 
yield, together with only 1% of benzaldehyde for 3 hr 
(Fig. 3). 

Generally, divalent Pd catalysts are prone facilely to 
oxidize benzyl alcohols, but are not suitable for the 
oxidation of allylic alcohols because of an irreversible 

coordination of allylic alcohols to the Pd species (entry 3 
vs. entry 16).[35,391 The difference between the present 
Pd nanoclusters and conventional pd2+ complexes lies in 
the high reactivity for allylic alcohols over benzylic 
alcohols. As compared with the Pd561phen60(OAc)180 
cluster, having Pd+ cation species throughout the 
surface,1381 the present Pd nanoclusters preferred aro- 
matic allylic alcohols to aliphatic ones. Cinnamyl 
alcohol was completely oxidized only for 1 hr, whereas 
the oxidation of 3-methyl-2-buten-1-01 required 5 hr 
(entry 1 vs. entry 6). In contrast, using the Pd561phe- 
n60(OAc)180 catalyst, the oxidation of both allylic 
alcohols proceeded in a similar rate (entry 2 vs. entry 7). 

The highest catalytic activity was obtained for the 
~d2060(~03)360(OA~)360080  nanoclusters, which have 
the highest percentage of the Pd+ species among the 
surface Pd Therefore, in a similar fashion of 
the above acetoxylation, we considered that the highly 
selective oxidation of aromatic alcohols by the Pd 
nanoclusters could be explained by the unique surface 
ensemble Pd sites; a n-bond interaction between aro- 
matic allylic alcohols and the cationic pd2+ species. The 
high selectivity for the oxidation of allylic alcohols 
when compared with benzyl alcohol might be related to 
a coordination of the C=C bond with a Pd cation (e.g., 
pd2+). Correspondingly, the distance between the Pd 
cation and pdO fits with that found for the distance 
between a terminal p-carbon of a C=C bond and an 
oxygen atom of the OH of allylic  alcohol^.^ 

Wacker Oxidation 

The Wacker oxidation is a powerful method to synthesize 
methyl ketones from terminal olefins, catalyzed by an 

gThe EXAFS measurement of the Pd nanoclusters @wed that the 
average distance between the Pd species was 2.75 A. The distance 
between a terminal P-carbon of the C=C bond and oxygen atom of the 
OH function of cinnamyl alcohol was ca. 3 A, calculated by the PM3 
semiempirical method as implemented in MOPAC. 
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Table 2 Aerobic oxidation of various alcohols catalyzed by Pd2060(N03)3m(OA~)3m080 nanoclustersa 

Entry Substrate Product Catalyst Time (hr) Conversion (%) Yield (%)b 

"Reaction conditions: Pd 0.05 mmol, substrate 2 mmol, AcOH 4 mL, 60"C, O2 atmosphere. 
b ~ i e l d s  of aldehydes and ketones were determined by GC analysis using an internal standard technique. 
'Substrate 2 mmol, Pd(OAc)2 0.05 mmol, pyridine 0.2 mmol, MS3A 0.5 g, toluene 4 mL, SOT, O2 atmosphere. 
d .  Fifteen percent of 2-hexenyl acetate was formed. 

aqueous solution of pd2+ salt combined with cu2+ and been devoted to the development of HC1-free Wacker 
HCl under aerobic conditions.[271 The HCl is required to systems.[40-421 However, there are few heterogeneous 
achieve a favorable reoxidation of pdO by cu2+ ions, and catalysts for the Wacker oxidation of unreactive higher 
to prevent the aggregation of transient atomic pdO species terminal olefins in liquid phase.[43-461 We found that 
to inactive Pd precipitates. An acidic chloride medium not the Pd nanoclusters immobilized on a TiOz surface acted 
only corrodes the reactor wall, but also leads to the for- as a highly active and recyclable catalyst for the liquid- 
mation of chlorinated by-products. Hence much effort has phase Wacker oxidation of higher terminal olefins in 
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Fig. 3 Competitive oxidation of an equimolar mixture of 
cinnamyl alcohol and benzyl alcohol. Reaction conditions: 
Pd2060(N03)360(OA~)360080 0.0063 g (Pd; 0.05 mmol), cinna- 
my1 alcohol 2 mmol, benzyl alcohol 2 mmol, AcOH 5 mL, 60 O C ,  

O2 atmosphere. 

N,N-dimethylacetamide (DMA) solvent without acid addi- 
tives (Scheme 4).[221 

The eight-shell Pd nanoclusters showed high catalytic 
activity for the oxidation of 1-decene in the presence of 
water and CuC12.2H20 under O2 at atmospheric pressure 
to afford 2-decanone selectively. The catalytic activity of 
the eight-shell Pd nanoclusters was higher than that of 
the five-shell Pd560(N03)loo(OAc)25001~, clusters. In the 
present oxidation, the Pd nanoclusters immobilized on the 
T i02  could maintain the high catalytic activity and 
selectivity that make the workup procedure strikingly 
simple. Water, 0 2 ,  and CuCI2.2H20 were necessary to 
obtain high yields of 2-decanone. Only three equivalents 
of CuCI2 to Pd were sufficient for achieving high catalytic 
activity. It is notable that the Pd nanocluster catalysts 
enable the Wacker oxidation in liquid phase under acid- 
free conditions. 

Terminal olefins such as I-hexene, 1 -octene, 1 -decene, 
1-dodecene, vinylcyclohexane, and n-butyl vinyl ether 
were selectively oxidized by the immobilized Pd 
nanocluster catalysts to give the corresponding methyl 
ketones and n-butyl acetate, respectively, in high yields 
within 3 hr (Table 3). Furthermore, the spent catalyst was 
easily separated from the reaction mixture by filtration 
and could be reused with retention of high activity and 

8-shell Pd nanocluster/TiO, 

CUCI,, H20, 0,. DMA * R k 
Scheme 4 The Wacker oxidation of terminal olefins catalyzed 
by eight-shell Pd nanoclusters immobilized on the Ti02 surface. 

Table 3 The Wacker oxidation of various terminal olefins 
catalyzed by eight-shell Pd nanoclusters/Ti02" 

Substrate Yield (%lb Selectivity ( % ) 

1 -Hexane 94" 98 
1 -0ctene 84 98 
I -Decene 88 97 
I -Dodecene 83 98 
n-Butyl vinyl ether 91 100 
Vinylcyclohexane 92d 100 

"Reaction conditions: Pd 0.01 mmol, substrate 1 mmol, CuC12.2H20 
0.03 mmol, N,N-dimethylacetamide 4 mL, H 2 0  0.5 mL, 80°C. 2 hr, O2 
atmosphere. 
b~ields of products were determined by GC analysis using an internal 
standard technique. 
'50°C. 
'60"~, 3 hr. 

selectivity. However, no oxidation occurred when the 
filtrate was further reacted. The present Wacker oxidation 
proceeds via the pd2+ species on the Pd nanocluster 
surface. The use of even small amounts of CuC12 
efficiently promoted the reoxidation of pdO to pd2+ 
species, which might be ascribed to a cooperative action 
of pd2+, Pd+, and pdO species on the nanocluster surface. 

CONCLUSION 

This study demonstrated the "shell-selective" synthesis 
and characterization of monodispersed Pd nanoclusters 
containing pdO, Pd+, and pd2+ species on the surface. Each 
surface Pd species (e.g., pdO, Pd+, and pd2+) does not act 
individually as a catalytic site, but works cooperatively as 
a "trio" on the same cluster surface to attain unique ca- 
talytic performances for functional transformations under 
an 0 2  atmosphere. Furthermore, the Pd nanoclusters could 
be immobilized on a neutral Ti02 surface with retention of 
their original size and unique catalysis. The monodis- 
persed Pd nanoclusters provides a new strategy to design 
highly selective Pd catalysts in many organic syntheses 
aiming at "green and sustainable chemistry".[471 
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INTRODUCTION 

The assembly of nanoparticles into interesting and useful 
structures requires the manipulation of particle interactions 
at the level of a few times the average thermal energy in the 
system such that the particles can sample an ensemble of 
states. When allowed to reach equilibrium, colloidal sus- 
pensions display phase behavior similar to that seen in 
molecular systems. The phases observed can be manipu- 
lated through alterations in particle density and particle 
surface chemistry. The richness of the phase diagram can 
be expanded by introducing anisotropic interactions, or by 
working with mixtures of particles. Under some condi- 
tions, as the strength of attraction or particle concentration 
is increased, suspensions fall out of equilibrium and glas- 
ses or gels are observed. Here we review links that have 
been recently made between experimental observations 
and statistical mechanics of suspension phase behavior and 
suggest where advances will be made in the future. 

BACKGROUND 

Colloidal suspensions display phase behavior similar to 
that of molecular systems.['1 Orderldisorder transitions are 
referred to as fluidlcrystal transitions. Suspension phases 
separate out into dilute and concentrated phases in equi- 
librium with each other, thus displaying gaslfluid transi- 
tions. Dense suspensions form glasses. Although in 
single-component molecular systems, the thermodynamic 
variables used to describe phase transitions are density, 
temperature, and pressure, in colloidal systems, the vari- 
ables are density, temperature, osmotic pressure, and 
strength of interaction. The last variable distinguishes 
colloidal suspensions most strongly from molecular sys- 
tems. For example, because the strength of interaction can 
be tuned by solution properties, at fixed temperature, one 
can map out an entire phase diagram.['] 

The connection between descriptions of phase transi- 
tions in molecular systems and colloidal systems is based 
on the use of the effective potential where solvent-medi- 
ated interactions are ascribed to the particle interaction 
energy. The basis of this mapping goes back to McMillan 
and ~ a ~ e r , [ ~ ]  and the treatment of colloidal suspensions 

containing one type of particle as a pseudo-one-compo- 
nent system has been extensively tested. As the range and 
strength of attractions and repulsions can be varied over 
an enormous range with colloidal particles, suspensions of 
nanoparticles offer a unique test bed for treatments of 
molecular phase behavior. 

The phase behavior of repulsive systems has been ex- 
tensively For monotonic repulsive interac- 
tions, only orderldisorder and glass transitions are 
observed. The effects of attractions have seen less inves- 
tigations because of the limited number of experimental 
systems where the strength of attraction can be varied 
systematically over a range around the average thermal 
energy in the system. The limited number of model sys- 
tems where weak attractions can be modulated arises from 
the ubiquitous nature of van der Waals interactions and the 
large magnitudes of these attractions at contact for parti- 
cles half a micron or larger in size. Realization that the 
strength of van der Waals forces at contact is limited by the 
granularity of matter (which limits the distance of closest 
approach) leads one to conclude that nanoparticles will 
experience only weak attractions. Indeed, this realization 
has led to startling connections between the phase be- 
havior of nanoparticles or large molecules, and the simu- 
lations and analytical models for the phase behavior of 
particles experiencing weak, short-range  attraction^.'^-^' 

Suspensions containing nanoparticles are widely used 
in the production of ceramics, consumer products, paints 
and inks, and quantum dots for optical applications. 
Nanoparticles are used because of their optical properties, 
the fact that the electronic states of nanoparticles are al- 
tered from their states in the bulk, and because they offer 
unique chemical and physical properties to the suspen- 
sions. Of growing interest in the assembly of nanoparticles 
are the factors that control the states into which nano- 
particles assemble. Key examples can be found in bio- 
chemistry, where biological systems are controlled by the 
interactions and assembly of nanoparticles whereas the 
structure of globular macromolecules is often determined 
by X-ray diffraction derived from crystals. Thus advances 
in the use of nanoparticles and an understanding of 
complex biological systems will be tied to a greater un- 
derstanding of particle interactions and how these alter the 
state of nanoparticle aggregation. 
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The fact that many systems of interest interact weakly 
where the strength of attractions lies on the order of a few 
times the average thermal energy in the system means that 
many nanoparticle systems sample an ensemble of states 
and are subject to undergoing phase transitions. Progress 
toward unraveling the effects of particle shape, anisotropy 
of interaction, and details of the spatial extent of the 
particle interaction as well as the kinetics of the self-as- 
sembly process is being made through investigations of 
systems containing nanoparticle spheres with centrosym- 
metric interactions. In this article, we focus attention on 
these advances while returning to more complex systems 
at the end as an indication of the opportunities for ad- 
vancement that lead into the future. 

As discussed above, a key feature of suspensions as 
opposed to pure molecular systems lies in the fact that 
particle interactions can be tuned based on the composi- 
tion of the continuous phase. Thus, as a result, small 
changes in solution variables such as pH, ionic type or 
composition, and polymer concentration or molecular 
weight or temperature can give rise to dramatic changes in 
the state of particle aggregation and the mechanical 
properties of the suspension.['.31 As a specific example, 
suspensions of silica particles stabilized with octadecyl 
chains grafted to their surface and suspended in a near- 
index matching fluid can be crystallized, gelled, made to 
separate into two liquid phases, or separated into three 
equilibrium phases, depending on the amount and size of 
added nonadsorbing polymer.[7981 The literature abounds 
in the number of examples in which interactions between 
various kinds of particles are manipulated to place them 
into useful structures. Although the details of how these 
structures are achieved will vary with the chemistry of the 
solid and fluid phases of interest, the underlying physical 
chemistry of the colloidal state will be common between 
different materials, thus offering general guidelines on 
how to achieve the desired properties. 

The complexity of describing the interactions and 
phase behavior of colloidal suspensions is simplified to a 
certain extent by treating the suspension as an effective 
one-component system with the interactions between the 
particles mediated by the solvent and various additives. 
This allows the extensive literature developed in the field 
of molecular thermodynamics to be harvested to advan- 
tage. Of key concern to these systems is the particle in- 
teraction energy. Here we will focus on particles with hard 
cores (i.e., the particles cannot interpenetrate) that expe- 
rience attractions or repulsions. 

HARD SPHERE BEHAVIOR 

Hard spheres represent a model system that contains much 
of the essential physics for describing behavior in dense 

systems and has been extensively studied in the thermo- 
dynamics and statistical mechanics literature."' The de- 
velopment of suspensions where particles interact very 
nearly as hard spheres has advanced the understanding of 
both fields. A significant advancement was made when 
links between the orderldisorder phase transition in 
charged stabilized latex particles and computer simula- 
tions of the interactions of hard spheres were established. 
Since this initial connection, advances have been made in 
understanding the microstructure, thermodynamics, and 
nonequilibrium behavior of dilute and dense systems of 
hard spheres. 

Hard spheres interact with each other only when they 
touch with an infinite repulsion at contact representing 
their impenetrable physical volume. Thus entropy changes 
because of different packings control suspension equilib- 
rium microstructures. Fig. 1 is the plot of the experi- 
mentally measured static structure factor for hard sphere 
suspensions at different volume  fraction^.'^' The structure 
factor is an equilibrium property that is indicative of the 
average spacing between the hard sphere particles and can 
be determined experimentally by scattering techniques. At 
a volume fraction (6) of 0.495, suspensions of Brownian 
hard spheres arrange in an ordered lattice such that their 

Fig. 1 Static structure S(q) of hard sphere collo~dal suspensions 
plotted as a function of the dimensionless Nave vector qR. Here 
R is the sphere radius and q is the scattering vector [q=4nli.,* 
sin(8/2), where 1, is the wavelength of incident radiation and 8 
is the scattering angle]. The solid lines are Percus-Yevick 
calculations of S(q)  for hard spheres. The open symbols are the 
experimental points as measured by small-angle X-ray scattering 
on the octadecyl-coated hard sphere silica system. The height of 
the first peak in the structure factor is indicative of the coherence 
of the first cage of particles and increases with increasing 
volume fraction. (From Ref. [9].) 
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entropy is maximized. The onset of freezing produces a 
solid at a volume fraction of 0.545 and the crystal can be 
further compressed to the closest packing density of 0.74. 
This phenomenon was first discovered through computer 
simulations and these predictions were first experimen- 
tally tested with colloidal Computer 
simulations demonstrate that face-centered cubic (FCC) 
microstructures have the lowest energy, but ground-based 
experiments and those done under microgravity condi- 
tions'"' (to reduce the effects of density mismatches) 
indicate that the particles tend to crystallize as randomly 
stacked hexagonal close-packed (HCP) structures, al- 
though an FCC microstructure slowly emerges if the 
crystals are allowed to age. 

Nucleation rates, crystal growth velocities, and induc- 
tion times for crystallization in hard sphere suspensions 
have been the subject of numerous computer simulations 
and experimental studies (commonly used techniques in- 
clude light scattering and microscopy:). Although the 
equilibrium states of the suspensions are not impacted by 
the particles being suspended in a dissipative continuous 
phase, all rate processes are influenced to greater or lesser 
degrees by this continuous phase. Accounting for these 
hydrodynamic interactions is essential in understanding 
the mechanical behavior in the low to intermediate volume 
fraction regime. 

At elevated volume fractions approaching the glass 
transition ( 4  0.58), suspension mechanics appears 
dominated by long-time self-diffusivities, which, once 
scaled on the infinite solution diffusivity, begin to be well 
described by models dominated by cage dynamics and 
cooperative rearrangements where hydrodynamic inter- 
actions are less important.[I2' The approach of the glass 
transition results in the long-time self-diffusivity dropping 
to zero and a divergence in the zero shear rate suspension 
viscosity. Thus a complete description of suspension dy- 
namic behavior requires a transition from regions where 
suspension mechanics is dominated by hydrodynamic 
interactions at low 4 to one where cage dynamics dom- 
inates at elevated 4.'"' 

Studies on the crystallization of hard spheres show a 
characteristic maximum in crystal nucleation rate as vol- 
ume fraction is raised above 0.495 (Fig. 2).'14] To un- 
derstand these observations, two different models have 
been developed: 1) the application of classical nucleation 
theory, which employs the combination of thermody- 
namic and kinetic descriptions that account for changes in 
self-diffusivity with volume fraction;[I5' and 2) a com- 
pletely kinetic description of n ~ c l e a t i o n , ' ' ~ ~  which differs 
significantly from classical theories by making no refer- 
ence to the solid-liquid surface tension. Both of the 
approaches predict a maximum in nucleation rate at 
4-0.56, as measured by experiments. In the classical 
model, just above 4=0.495, the thermodynamic driving 

Fig. 2 Comparisons of predicted (solid line) and literature 
values of hard sphere nucleation rates as a function of particle 
volume fraction. (From Ref. [14].) The calculations are based on 
the kinetic model of Dixit and Zukoski. A maximum in the 
nucleation rate is observed at a volume fraction of 0.56. This is 
attributed to the competing effects of reduced particle diffusion 
and the increase in the thermodynamic driving force at elevated 
volume fractions. 

force increases rapidly with volume fraction. The flux of 
particles to a cluster surface is determined by self-diffu- 
sion. As self-diffusivities decrease rapidly as 4 approaches 
the glass transition near 0.58, the rate flux of particles to 
the nucleus surface drops to zero with increasing volume 
fraction. The competition between these two effects 
results in a maximum in nucleation rate. In the kinetic 
model, the flux of particles to a cluster surface is con- 
trolled by gradient diffusion. Just above 4=0.495, the flux 
of particles to a cluster surface increases simply because 
the bulk concentration increases, whereas the concentra- 
tion at the cluster surface changes slowly. However, as 4 
further increases, the concentration difference between the 
bulk and the surface decreases, with the nucleation rate 
passing through a maximum. In this model, the flux to the 
surface is governed by gradient diffusion that has a much 
weaker dependence on volume fraction than self-diffu- 
sivity. A difference in the predictions of these two models 
lies in the volume fraction dependence of the size of a 
critical nucleus. Although the kinetic model predicts a 
minimum in critical nucleus size with increasing volume 
fraction, the classical approach predicts a monotonic de- 
crease in critical cluster size with increasing volume 
fraction. There are two experimental data sets reporting 
volume fraction dependence of the critical nucleus size. In 
one, the critical nucleus size monotonically decreases, 
whereas in the second, a minimum in critical nucleus size 
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is reported. Consequently, the differences in these de- 
scriptions of hard sphere crystal nucleation will require 
further experimental and modeling work. 

SOFT REPULSIONS 

The addition of "soft" or long-range repulsions to col- 
loidal particles can overcome the attractive van der Waals 
attraction to render them stable against aggregation. The 
most common method of electrostatic stabilization is the 
adsorption of charged species or dissociation of bound 
surface groups. The range of electrostatic repulsion is 
characterized by the Debye length ( K -  ') and can be reg- 
ulated by adding salt to the system.[" The Debye length 
scales inversely with the square root of the ionic strength 
of the suspension. Charged particles exhibit an order1 
disorder phase transition (Fig. 3)[17' similar to those seen 
in hard sphere systems, but at quite low volume fractions. 
The phase transition can be achieved by two means: by 
increasing the particle volume fraction, or by increasing 
the range of repulsion (decreasing the ionic strength). The 
FCC-ordered phase prevails at higher concentrations, or 
with shorter-range repulsions. As the range of repulsion is 
increased (say, by the removal of screening species in 
solution, thereby increasing the Debye length), a lower- 
density, body-centered cubic (BCC) packing forms the 
lowest free-energy ordered phase. BCC and FCC phases 

Fig. 3 Optical visualization of 229-nm (diameter) latex particle 
suspensions at a volume fraction of 0.53 at rest in a transparent 
shear cell and the resulting small-angle neutron scattering result. 
(From Ref. [17].) The observed iridescence is because of the 
crystalline packing of the latex particles. The small-angle 
neutron scattering pattern for the above suspension is given in 
the form of an isointensity plot where the highest intensity is 
represented by the lightest color. The spots are indicative of a 
microstructure with long-range orientational order consisting of 
HCP planes. (View this art in color at www,dekker.com.) 

Fig. 4 Osmotic pressure as a function of volume fraction for 
suspensions of charged 35-nm (diameter) latex particles. The 
open circles represent the liquid phase (or the disordered state), 
whereas the solid phase of the suspension is shown in closed 
circles. The solid line is the prediction of perturbation theory and 
the dashed line is that of the cell model. The latex particles are 
highly charged and undergo a fluid/crystal transition at a low 
volume fraction of 0.14. (From Ref. [17].) 

coexist under certain conditions in charged colloids as 
observed by the experiments of Chaikin et a1.[I8' The 
BCC-FCC-liquid triple point occurs when the interpar- 
ticle spacing is 4.9 times the Debye length. 

The equilibrium thermodynamics of the phase transi- 
tions in electrostatically stabilized suspensions is well 
captured by treating the particles as effective hard spheres 
where the effective hard sphere diameter is determined by 
the range and strength of the repulsion through self-con- 
sistent ways. More sophisticated approaches use one- 
component plasma and mean spherical approximation 
solutions of the pair distribution function or perturbation 
theory predictions of the suspension osmotic pressure and 
location of the phase boundaries (Fig. 4).'17319.201 These 
models agree well with experimental observations when 
the particle surface charge is taken as the adjustable pa- 
rameter. Good agreement is found for osmotic pressure 
through the disorderlorder phase transition using these 
m ~ d e l s . [ l ~ - ~ ~ ~  

In very low ionic strength media, the ions that have 
dissociated from the particles provide a significant addi- 
tion to screening of the electrostatic repulsions. Conse- 
quently, over extremely wide ranges of volume fractions, 
suspensions can sit on the edge of orderldisorder transi- 
tions. Each time the particle concentration is increased, the 
resulting addition of counterions decreases the range of 
the interparticle repulsion such that the effective volume 
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fraction lies below 0.495 and the ordered phase remains 
unstable relative to the liquid 

Encouraged by the accuracy of the effective hard 
sphere models in capturing the location of the phase 
boundary, attempts have been made to describe the ki- 
netics of crystallization in charged sphere systems. A one- 
to-one mapping is complicated by different interpretations 
of how the diffusivity of the particle changes with the 
strength of repulsion. Recent experiments, simulations, 
and modeling efforts reveal the weaknesses of this ap- 
proach. The location of the maximum in the nucleation 
rate, which occurs at a 4 of 0.56 in hard spheres, depends 
sensitively on the strength and range of repulsions and is 
often not observed experimentally. In addition, depending 
on the strength and range of repulsions, drastically dif- 
ferent nucleation rates are predicted at similar super- 
saturations, suggesting that a simple mapping of particle 
charge and Debye parameter into an effective particle size 
does not capture the subtleties of the kinetics of phase 
changes in systems with soft repulsions.'24~251 

WEAKLY ATTRACTIVE SUSPENSIONS 

Investigations of the phase behavior of weakly attractive 
suspensions have seen relatively less work due primarily to 
a lack of model experimental systems, andlor methods 
independently characterizing the strength and range of the 
attractive forces. In the classical colloids literature, the 
goal has long been to control the state of aggregation that 
results when van der Waals attractions overwhelm repul- 
sive forces. Van der Waals attractive potentials have 
contact values of -AR/126, where A N  1--1OkT is the ma- 
terial-dependent Hamaker coefficient, R is the sphere ra- 
dius, kT is the product of Boltzmann's constant and the 
absolute temperature, and 6 is the distance of closest 
separation. Values for 6 will depend on the material used 
and the morphology of the particles. However, several 
studies have suggested that 6-0.65 nm represents a 
minimum for liquid and molecularly smooth surfaces.[261 
The study of the phase behavior of attractive colloidal 
systems has been limited by the large magnitude of this 
contact force when R is larger than -50 nm. Up to a few 
years ago, most studies of attractive colloidal systems were 
based on understanding the rates of irreversible aggrega- 
tion and the morphologies of the resulting aggregates. 

Progress in controlling the magnitude of the attractive 
forces has been made by driving A to very small values by 
matching the index of refraction of the particle to that of 
the solvent, but even here, the number of model systems 
remains very small. More recently, there has been the 
realization that when R is small, the van der Waals 
attractions are small and the strength of attraction can be 

modulated in the range of a few k ~ . ' ~ '  Under these con- 
ditions, aggregation is reversible and suspensions can 
undergo phase transitions. This opens the door for con- 
necting discussions of the thermodynamics of solutions 
and solute/solvent interactions with the language of sus- 
pensions, not surprisingly demonstrating the smooth 
transition in physical behavior as particle size grows from 
the molecular to the colloidal. 

The two best studied systems of attractive colloidal 
suspensions are based on suppressing van der Waals 
attractions by index matching the particles while further 
suppressing attractions by coating the particles with short 
hydrocarbon chains that act as steric stabilizers. Silica 
particles coated with octadecyl hydrocarbon chains or 
trimethoxysilane materials, and polymethylmethacrylate 
particles stabilized by a layer of polyhydroxysteric acid 
suspended in a number of solvents have been used as 
model hard sphere systems. Attractions are generated in 
one of three ways. The first two involve changing the state 
of the coating/solvent interactions by altering the com- 
position of the continuous phase, or by changing suspen- 
sion temperature. Both methods drive the unfavorable 
stabilizing hairlsolvent interactions, resulting in attract- 
ive interactions. 

The third method of altering the strength of attraction 
involves addition of a nonadsorbing polymer. In a solution 
containing a nonadsorbing polymer, when two colloidal 
particles approach each other, the polymer is excluded 
from the gap between the particles. This exclusion leads to 
an imbalance in osmotic pressure of the polymer solution 
between the gap and in bulk solution. The imbalance 
drives the particles together and the resulting attraction is 
called "depletion" attraction. The strength of attraction is 
proportional to the polymer concentration, and the range 
of attraction is determined by the size ratio of polymer to 
~ o l l o i d . ~ ~ ' ~ ~ ~ ~  Depletion systems have the added advantage 
of providing a means of independently controlling both 
the strength and the range of attraction. The disadvantage 
of using depletion interactions as models of weakly at- 
tractive colloidal suspensions is that the suspension 
becomes a three-component system and the application of 
standard pseudo-one-component interaction potentials 
fails to describe the suspension thermodynamic behavior. 
Nevertheless, a great deal has been learned through exper- 
imental and modeling efforts focusing on depletion systems. 

A third system for studying the phase behavior of 
weakly attractive suspensions involves native nano- 
particles. As mentioned above, for these systems, van 
der Waals attractions are sufficiently small that suspen- 
sions become thermodynamically stable without steric 
coatings or index matching. The strength of the attrac- 
tion can be modulated through changes in temperature, 
pH, ionic strength, or concentration of the nonadsorb- 
ing polymer. 
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For all of these systems, one of the keys to under- 
standing phase behavior lies in developing methods to 
characterize the strength and range of the attractive in- 
teraction. One of the advantages of the depletion system is 
that analytical models are available for characterizing the 
strength of attraction in the limit of dilute particles. As the 
particle volume fraction increases, these models fail 
quantitatively and, in some cases, qualitatively.r71 How- 
ever, the effects of the control variables (i.e., the con- 
centration and molecular weight of the polymer) are 
captured in these models. Unfortunately, for the devel- 
opment of model systems, there are no a priori methods of 
knowing how changes in control parameters alter the 
strength or range of attraction in the octadecyl silica 
system as solvent composition or temperature is altered, or 
in nanoparticle suspensions with changes in continuous 
phase composition. However, it is the sensitivity of the 
interactions to the chemistry of the particles and solvent 
that offers the richness of the observed behavior and 
technological applications of many colloidal systems. As 
a result, there is growing attention being placed on de- 
veloping methods for characterizing the effects of con- 
tinuous phase composition on the strength of attraction 
of nanoparticles. 

Attractive systems are expected to show disorderlorder 
as well as gaslliquid phase transitions. In the colloidal 
field, the first models to capture this were those on de- 
pletion systems as described by Gast et a1.,12*' where they 
demonstrated that when the range of the attraction was on 
the order of 0.3R or larger, a phase diagram similar to that 
expected for molecules would be observed. This phase 
diagram in a space where the inverse of the dimensionless 
strength of attraction is plotted as a function of particle 
concentration has a critical point and a triple point 
expected for systems showing liquidlliquid and liquid/ 
solid phases. As the range of the attraction is reduced, the 
critical point drops below the triple point and there are 

only two stable phases predicted: fluids and crystals. 
Despite having a finite size potential and an attractive 
potential, thermodynamically stable gasfliquid transition 
is lost. The critical point lies below the fluid/solid phase 
boundary. The spinodal for this fluidfluid phase boundary 
can be probed when the system is quenched rapidly, at 
which point the system spontaneously decomposes into a 
dilute and a concentrated colloidal suspension. A common 
interaction potential used to describe attractions is the 
Yukawa potential. The interaction energy u(r) for Yukawa 
systems is given by: 

where AIR is the range of attraction and i:lkT is the strength 
of attraction. The phase diagram of Yukawa fluids is given 
in Fig. 5r291 for different values of i.IR and, as mentioned 
above, the critical point begins to drop below the fluid/ 
solid phase boundary for LlR=0.29. 

Understanding of the influence of the extent of the 
attractive well on phase behavior was advanced by un- 
derstanding the phase behavior of fullerenes ( c ~ ~ ) , ' ~ ]  
where detailed calculations showed that no liquid phase 
would be stable, and protein suspensions, where the ex- 
istence of a metastable fluidlfluid phase transition was 
r e ~ e a 1 e d . I ~ ~ ~ ~ '  

In the limit of very-short-range attractions between 
particles, the simplest model for the interparticle interac- 
tion is the adhesive hard sphere (AHS) The 
AHS potential is a two-parameter potential with rAHs 
characterizing the strength of interactions and R the par- 
ticle radius. Extensive simulations and density functional 
theory calculations have identified the phase boundary 
associated with the liquidniquid transition, percolation, 
and liquidsolid transition. However, the AHS system 

Fig. 5 Phase diagram calculations of the Yukawa potential using the perturbation theory for different ranges of attraction 2 R .  (From 
Ref. [29].) When 1/R<0.29 (small ranges of attraction), the critical point begins to move below the fluidlsolid phase boundary. The 
phase diagram of A/R=0.23 is what is typically seen in a number of protein solutions and in solutions of inorganic nanoparticles. 
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contains certain limitations, and predictions of the phase 
boundary for all values of rAHS are not possible.[321 
However, as the range of attraction is decreased, the AHS, 
square well, and Yukawa interactions begin to converge if 
normalized by a common measure of the strength of at- 
traction."] The general phase diagram resembles that of a 
very-short-ranged square well fluid or Yukawa fluid, with 
the liquidlliquid phase transition lying below the liquid1 
solid phase transition. Experimentally, this is seen in a 
number of protein solutions and in solutions of inor- 
ganic nanoparticles. 

The utility of the square well interaction models in the 
limit of very narrow wells (i.e., approaching the AHS 
potential) for describing the thermodynamics of nano- 
particle suspensions (proteins and inorganic silicotungstic 
acid) and in locating crystallization conditions has been 
repeatedly demonstrated.[67231 Because of the inherent 
complexity in characterizing all the interaction forces 
(electrostatic, van der Waals, depletion, solvation and 
structural forces, hydrogen bonding, and salt bridges) 
between two nanoparticles in suspension, indirect mea- 
sures of the overall interactions must be used. The ex- 
perimental variables suggested for characterizing the 
interactions have been the inverse osmotic compressibility 
(dnldp),,, at the solubility point, the second virial coef- 
ficient (B2), the relative solution viscosity (qlqc), and the 
solubility q5,,,. Various techniques have been developed 
for extracting these parameters for model-free repre- 
sentations of phase behavior that become important for 
testing different interaction potentials. These studies 
demonstrated the universal nature of the solubility curve 
when the measured second virial coefficient ( ~ ~ 1 1 6 n ~ ~ 1 3 )  
characterizing pair interactions was plotted against the 
solubility &at (Fig. 6).r231 Agreement between theory and 
experiment is excellent. These results suggest that the 
crystallization boundaries of nanoparticle suspensions are 
relatively insensitive to the details of the interaction 
potential and that if two suspensions have the same 
~ ~ / ( 1 6 n ~ ~ / 3 ) ,  then they will have the same solubility. 
These results have applications in the location of solution 
conditions giving rise to protein crystals. 

Rates of nanoparticle crystallization have been the 
subject of controversy. In the first place, these crystals 
often nucleate slowly (Fig. 7).'"] without this being the 
case, it would not be possible to probe the existence of the 
metastable liquiuiquid spinodal. Numerous studies have 
applied classical nucleation theory to extract solifliquid 
surface tensions that are in broad agreement with experi- 
ments. Kulkarni and ~ u k o s k i " ~ '  demonstrated that these 
surface tensions were in good agreement with predictions 
based on pair interaction models that are capable of pre- 
dicting the location of the solubility boundary. The influ- 
ence of the location of metastable liquid/liquid spinodal 
relative to the solubility curve on the rate of nucleation 

Fig. 6 Measured second virial coefficients of STA (solid 
squares) in different background salt concentrations compared 
with data on a number of proteins (lysozyme; Bovine Pancreatic 
Trypsin Inhibitor (BPTI) open circles) in different buffer 
solutions. The second virial coefficients are nondimensionalized 
with the hard sphere value and plotted against the solubility 
(volume fraction &,) of the respective species. The solid lines 
are calculations of the attractive Yukawa potential with two 
different ranges of attractions AIR of 0.14 and 0.28. The values 
of 0.14 and 0.28 indicate that attractions between the particles 
are short-ranged. The experimental data for silicotungstic acid 
(STA) (at high salt concentrations) and proteins collapse within 
the narrow range of attractions, which are only a fraction of' the 
particle diameter. The collapse also indicates that proteins and 
STA are thermodynamically similar; if two suspensions have the 
same B2, then they have the same solubility. This plot also 
provides an opportunity to extract interaction potential param- 
eters for a given experimental system in a model-independent 
manner. (From Ref. [23].) 

has been explored. Simulations and analytical models in- 
dicate that the enhanced compressibility of the suspen- 
sion near the critical point will greatly enhance the rate of 
crystal Thus modeling efforts suggest 
that high-quality crystals can be grown near the critical 
point of the phase boundary. However, experimental ver- 
ifications of these observations are difficult because of 
the high concentrations of proteins at the critical point 
(-400 mg/mL). There have been a number of experi- 
mental studies in measuring the nucleation rates of pro- 
teins under a variety of  condition^.[^^-^^' Kinetic models of 
nucleation consistently overpredict experimental esti- 
mates. Dixit and ~ u k o s k i [ ~ ~ ]  attribute this to the use of 
simple centrosymmetric potentials in describing the ki- 
netics of nucleation. More sophisticated patchy interac- 
tions that better approximate protein interactions with 
resulting modifications in the nucleation mechanism 
might provide an answer. 
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(a) time, t = 0 (b) t = 7 days (c) t = 2 weeks 

t = 4 weeks (e) t = 2 months 

Fig. 7 Lysozyme solution in 0.6 M sodium phosphate buffer, 
pH 7.0, at an initial concentration of 100 mg/mL at 10°C. The 
solution starts fluidlike (a) and gels over a period of 1 week (b). 
Crystallites appear to nucleate within the gel (c), which grow (d) 
and finally form large ordered crystals (e), in equilibrium with a 
fluid of low protein concentration. A detailed study of the 
solubility and crystal nucleation kinetics revealed that these 
phenomena are largely controlled by the strength of attraction 
and that if two proteins have the same BZ, then they have the 
same kinetics of nucleation. (From Ref. [33].) (View this at? in 
color at www.dekker.com.) 

Connections between absolute rates of crystal nu- 
cleation and theoretical predictions have led to some 
controversies. Although many studies confirm that clas- 
sical nucleation theory captures the supersaturation de- 
pendence on the nucleation rate, the absolute rate is very 
poorly described by these models. As with molecular 
systems, measuring the rate of nucleation and linking what 
can be measured to what is predicted by extant models 
remain at the heart of this controversy. A significant 
conclusion is that we have a poor understanding of what it 
is that controls the rates of crystal formation in supersat- 
urated nanoparticle s ~ s ~ e n s i o n s . [ ~ ~ - ~ ~ ~  

As mentioned earlier, control over the strength and 
range of attractions can be achieved by the addition of 
nonadsorbing polymers to colloidal suspensions. The 
important variables in these systems are the polymer 
concentration (c,), which determines the strength of at- 
traction, and the size ratio of polymer to colloid (R$R), 
which determines the range of attraction. Recent exper- 
iments performed on silica[7s81 and polymethylmetha- 
crylate model characterize phase behavior 
as a function of particle volume fraction, R,IR and c,. In 

addition, osmotic compressibility and microstructures 
have been measured for the octadecylsilica suspensions 
suspended in decalin in the presence of polystyrene over a 
wide range of molecular weights.'8791 A variety of phases 
are observed depending on the value of R,IR and polymer 
concentration (Fig. 8).[81 Even though standard theories 
could predict the R,IR value of 0.3 below which crystal- 
lization occurred, the predictions of solution miscibility 
with RgIR at fixed colloid volume fraction are in direct 
contradiction to what is observed experimentally. Exper- 
imentally, solution miscibility improves as RgIR increases 
at fixed 4, whereas standard theories predict the opposite 
trend. Comparisons with recently developed Polymer 
Reference Interaction Site Model  PRISM)'^'.^^] led to 
qualitative agreements with experimental data. PRISM is 
a three-component model (particles, polymer, and solvent) 
that treats the polymers as flexible chains of monomer 
units that have both conformational and translational en- 
tropy, which needs to be taken into account in describing 

Fig. 8 Phase diagram of 100-nm (diameter) octadecanol- 
coated silica particles (inset figure) suspended in decalin in the 
presence of nonadsorbing polystyrene. (From Ref. [8].) The 
molecular weight of polystyrene is varied to achieve eight 
different size ratios of polymer to colloid (RgIR) and the phase 
diagram determined for each R,IR. Open s j  mbols represent gel 
boundaries for RglR=0.025 (circles), 0.061 (squares), and 0.09 
(diamonds). Filled symbols represent binodals for fluid-solid 
[RglR=0.243 (circles)] and fluid-fluid [RglR=0.525 (squares), 
0.802 (diamonds), 1.10 (triangles), and 1.74 (reverse triangles)] 
phase separation. The solid lines (phase boundaries) are drawn 
to guide the eye. The colloidal silica suspensions are stable 
below the solid line. As more polymer is added and as one 
crosses the phase boundary, phase separatiodgelation occurs 
depending on RgIR. 
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the thermodynamics of colloid-polymer mixtures. The 
theory takes into account particle-particle, polymer- 
polyn~er, and polymer-particle interactions and qualita- 
tively captures the right trends in phase behavior. 

In addition to crystallization and liquid-liquid phase 
separation, suspensions experiencing very-short-range 
attractions are observed to gel when ~ , 1 ~ < 0 . 1 . ~ ~ ~ ~ '  Gela- 
tion is a phenomenon in which particles aggregate, form- 
ing a space-spanning structure that has a finite elastic 
modulus and yield stress. As mentioned before, gelation 
is a kinetic phenomenon and hence cannot be described 
by standard thermodynamic models. A dynamic model, 
which captures the arrest of particles with increasing 
polynler concentration and hence predicts the gelation 
boundary, is needed. The recently developed mode cou- 
pling theory (MCT), combined with PRISM (for colloid 
polymer mixtures), is capable of predicting gel bound- 
a r i e ~ . ' ~ ' . ~ ~ '  MCT views the gel as particles trapped by a 
network of bonds that hinders the particle motion, 
resulting in a nonergodic state. Thus gelation (according 
to MCT) is caused by formation of long-lived cages. 
Gelation occurs at the point where the long-range self- 
diffusivity drops to zero. MCT is capable of predicting 
density autocorrelation functions as are measured by 
dynamic light scattering and has been applied to hard 
sphere systems where it captures many of the details of 
the colloidal hard sphere glass transition. It has also been 
applied to attractive suspensions where the gel line and 
dependence on R,IR have been explored and the theory 
qualitatively captures the observed trends, particularly for 
4 above 0.2. 

MCT is also successful in predicting another interest- 
ing phenomenon observed when increasing amounts of 
polymer are added to glassy hard sphere suspensions (i.e., 
4>0.58). The experimental observation is that, on addi- 
tion of polymer (or when turning on a weak attraction), 
particles, on average, move closer together, but the co- 
herence of the first shell of particles is disrupted. The 
result is that particles that are trapped by their nearest 
neighbors in the glassy state are now free to diffuse and 
the glass melts. However, on adding more polymer, the 
coherence of the first shell of particles is reestablished, the 
ability of particles to diffuse freely is diminished, and, 
with a sufficiently large polymer concentration, the sus- 
pensions gel. MCT is able to explain the observed phe- 
nomena based on the "cage" effect.f441 Thus, by in- 
troducing attractions in the system, one can go from 
glasses to liquids to gels. Recent studies on the dynamics 
of these systems demonstrate that the internal dynamics 
of gels is different form those of glasses. In particular, in 
glasses, the root mean square (RMS) displacement scales 
on the particle diameter, whereas in the gels, the RMS 
displacement of the particles scales on the localization 

length that is determined by the extent of the interparticle 
attraction and the particle volume fraction. 

Of particular interest is the suggestion that suspensions 
of particles experiencing extents of attraction less than 
about 0.1 R will not display thermodynamically stable 
phase transitions. Instead, with increasing volume fraction 
or with increasing strength of attraction, these suspensions 
gel or form irreversible aggregates. Thus the fractal flocs 
formed in irreversible aggregation (such as when salt is 
added to dilute latex suspensions) may result from short- 
range attractions rather than from strong attractions. This 
phenomenon can be circumvented in some cases. For 
example, if uniform suspensions are made up below the 
gel line in depletion systems and the particles are allowed 
to settle, crystals will form even when R,IR<O.l. This 
observation indicates that understanding of the dynamics 
of attractive colloidal suspensions remains a fruitful area 
of research. 

CONCLUSION 

Suspensions of nanoparticles display a wide range of 
phase behavior-glasses, gels, crystals, and even separa- 
tion into two liquid phases. The key variables that control 
the phase behavior are the range and strength of particle 
interactions. These variables can, in turn, be tuned in a 
number of different ways: by adding salt and polymer, by 
changing temperature, etc. Progress has been made in 
understanding the physics behind the phase separation 
process by working with well-characterized suspensions 
where the particles are spherical and interact with cen- 
trosymmetric potentials. This work has provided a basis 
for understanding the effects of particle anisotropy of 
interactions on phase behavior and the kinetics of the 
assembly process. As we look into the future, the chal- 
lenges lie in extending the concepts and tools developed 
on simple systems to systems that are more complex, in- 
cluding anisotropic (rods and biological systems such as 
DNA) particles, and to mixtures of different kinds of 
particles (e.g., rods and spheres). Questions that must be 
answered include how interactions in such complex sys- 
tems can be tuned to make them assemble into useful 
structures. For example, most studies of orderldisorder 
phase transitions have focused on systems that produce 
cubic crystals. However, proteins are known to crystallize 
into a wealth of space groups. Is it possible to engineer the 
space group into which particles assemble by designing 
particle shape or surface chemistry? Similar questions can 
be asked about gels: Is it possible to alter the nature of the 
particle interactions to create gels with the desired volume 
fraction and flow properties by engineering particle size 
and shape? Answering these questions requires advances 
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in descriptions of phase behavior and kinetics of phase 
transitions as well as new synthetic approaches that result 
in particles of controlled surface chemistry. As an indi- 
cation of the opportunities that are developing, we con- 
clude this section by giving below a few examples 
involving systems with more complex interactions that 
lead to interesting phase behavior. 

Tohver et al.L45,461 recently described a new mechanism 
for stabilizing colloidal particles. They noticed that when 
small amounts of charged nanoparticles were added to a 
gelled colloidal microsphere suspension (gelation occurs 
because of the attractive van der Waals forces), the gel 
melts and the suspension flows. However, increasing the 
amount of the nanoparticles flocculates the suspension. 
The initial stabilization mechanism is attributed to the 
segregation of the nanospheres on the surface of the mi- 
crosphere colloidal particles because of their highly re- 
pulsive coulombic interactions in solution. This haloing 
effect results in a dense cloud of nanoparticles around 
each large particle such that when two large particles 
approach, they feel repulsive osmotic forces similar to that 
developed by overlapping double layers. This reduces the 
long-range van der Waals interactions between the col- 
loidal spheres, thereby stabilizing the suspension. In- 
creasing the amount of the nanospheres increases deple- 
tion attractions between spheres, thereby flocculating them 
at higher concentrations. 

Polyelectrolytes (DNA, F-actin, and viruses) are com- 
plex molecules (in size and shape) that have a charge 
distribution on their surface, which is quite different from 
the uniform charge distribution on spheres that we dealt 
with in "Weakly Attractive Suspensions." In solution, 
charged polyelectrolytes repel each other (DNA in water) 
in the presence of monovalent ions, which is what is 
expected because like charges always repel. However, in 
the presence of multivalent ions, like charge attractions 
have been observed in a number of polyelectrolyte sys- 
tems. Butler et al.L471 studied polyelectrolyte condensation 
using anionic rodlike M13 virus and a series of "tunable" 
divalent cations with the aim of understanding the role of 
ion multivalence and geometry in the phase change pro- 
cess. Using the experimental system, they were able to 
construct a multivalent ion-polyelectrolyte phase diagram 
and developed an experimentally motivated criterion for 
like-charge attraction based on the ion valence, ion size, 
and the Gouy-Chapman length. The phase diagram 
defines regions between disordered rods and regions 
where the rods have condensed into an aligned structure. 
This phase behavior is of interest because it demonstrates 
the ability of multivalent ions to produce a lowest free- 
energy state for electrostatically repulsive rods and pro- 
vides insights into novel methods for organizing aniso- 
tropic particles. 

Adams et al.L481 describe a rich phase diagram for 
mixtures of colloidal rods (filamentous bacteriophage fd 
virus) and spheres (polystyrene latex, polyethylene oxide, 
and polyethylene glycol). The phases they observed in- 
clude: bulk demixing into rod-rich and rod-poor phases, 
and microphase separation into a variety of morphologies. 
One microphase consists of layers of rods alternating with 
layers of spheres; in another microphase, the spheres re- 
versibly assemble into columns, which in turn pack into a 
crystalline array. Using the concepts of depletion attrac- 
tions, they were able to predict the majority of the ex- 
perimentally observed phases. The spheres and rods were 
modeled as hard objects, and the work done on the phase 
behavior of just pure hard spheres and hard rods aided in 
the development of a theory for the mixtures. However, 
the simple theory is unable to predict the existence of the 
columnar phase-the description of which remains a 
theoretical challenge. 

The above cases were chosen to exemplify opportuni- 
ties that exist for manipulating the states of aggregation of 
colloidal suspensions. Clearly, by working with strengths 
of attraction and repulsion on the order of a few times the 
average thermal energy of the system and by manipulating 
the degree of anisotropy of particle interactions, a wide 
range of structures can be built. This field will continue to 
require attention as the assembly of nanostructures con- 
tinues to be of scientific and technological significance. 
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INTRODUCTION 

Sugars constitute one of the major classes of biological 
building blocks. On one hand, they are important for 
physical construction (e.g., as cellulose) and energy stor- 
age (e.g., as starch). On another more subtle level, they 
are used by nature to label cells and biomolecules and 
thus to mediate a variety of biological events. Thus sac- 
charide motifs are central to cell-cell recognition, in- 
fection of cells by pathogens, and many aspects of the 
immune response.['-81 

Carbohydrates are hydrophilic molecules, which are 
usually freely soluble in water and show little inclination 
to enter organic media. Nonetheless, there are good 
reasons why one might wish to promote phase transfer of 
these species. First, there is a potential large-scale tech- 
nological application in the production of "high-fructose 
syrup." Hydrolysis of starch and enzymatic treatment can 
be used to produce a mixture of fructose and glucose, 
which is c a  42% of the former. Higher levels are desirable 
as fructose is exceptionally sweet-tasting, and there is 
much interest in transport processes that might be used in 
enrichment procedures.r9s'01 Second, there are biomedical 
applications for carbohydrate phase transfer. The most 
immediate might be in the management of diabetes, where 
an effective, reversible extraction system could be used as 
the basis for a glucose sensor."'-141 In addition, there is 
fundamental interest in saccharide transport across bio- 
logical membranes and the possibility of delivering car- 
bohydrate-like drugs using phase-transfer agents. Third, 
the study of carbohydrate recognition has become a major 
area of supramolecular ~ h e m i s t r ~ , ~ ' ~ ~ ' ~ '  and carbohydrate 
phase transfer has proved useful in this context. The key 
challenge is to bind carbohydrates in direct competition 
with liquid water (their natural environment). However, it 
is difficult to design and handle receptors that are fully 
soluble in water. Extraction experiments, involving 
aqueous and organic phases, provide a straightforward 
solution to the problem. The receptor, dissolved in the 
organic solvent, is equilibrated with an aqueous solution 
of the substrate. The amount of substrate transferred to the 
organic phase can be measured and used as a qualitative 
indication of receptor efficiency. Quantification is possi- 

ble in principle,"71 although to date this has not been 
realized for carbohydrate substrates. 

Broadly speaking, two approaches have been taken 
toward carbohydrate recognition in general, and toward 
carbohydrate phase transfer in particular. One is based on 
the reaction of boronic acids with diols to give cyclic 
boronate  ester^.['^"^' This strategy can be highly effective 
but, being based on covalent B - 0  bond formation, lacks 
biological relevance. The alternative relies on noncovalent 
interactions, and thus may be seen as "bi~mimetic.""~' 
This entry discusses systems belonging to the second 
category only, focusing on the transferltransport of sim- 
ple monosaccharide substrates intolacross nonpolar 
phases. The account is divided into three sections cov- 
ering: 1) preorganized receptor molecules; 2) less orga- 
nized, micellar systems; and 3) self-assembling channels. 

PHASE TRANSFER OF MONOSACCHARIDES 
BY PREORGANIZED RECEPTORS 

Monosaccharides are relatively large as substrates for 
supramolecular chemistry, possessing irregular arrays of 
divergent functional groups. Being mostly hydroxyls, 
these substituents are capable of hydrogen bonding but 
do not form especially strong and specific interactions 
(unlike, for example, carboxylate or ammonium units). 
Thus carbohydrate recognition is a difficult undertaking, 
even in the absence of water. Competition from water 
molecules adds to the challenge, given that the receptor 
must distinguish the target from competitors bearing the 
same functional groups. Preorganization, the correct po- 
sitioning of binding groups and surfaces, is the key to 
solving such problems.['91 Cyclization is a useful strategy 
for controlling the shape of large, potentially flexible 
frameworks, and it is not surprising that macrocycles have 
featured strongly in supramolecular chemistry.[201 Macro- 
cycles composed of rigid units possess still fewer con- 
formational options, so that the cyclophane architecture (a 
macrocycle incorporating one or more aromatic rings) is 
especially Most of the carbohydrate recep- 
tors with demonstrated phase transfer capability belong to 
this family of molecules. 
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The first such system was the receptor la ,  synthesized 
by Aoyama et al.t2"241 from resorcinol and dodecanal. 
This system is furnished with eight phenolic OH groups, 
capable of hydrogen bonding to the substrate hydroxyls, 
and four undecyl side chains, which maintain lipophilicity 
and organic solubility. l a  was determined by 'H nuclear 
magnetic resonance (NMR) to be the all-cis, bowl-shaped 
isomer shown, and did indeed prove soluble in apolar 
media such as benzene or CC14. Dissolved in these sol- 
vents, it was capable of carrying 4 Eq of water or glycerol 
2 into the organic phase. When an extraction was 
performed using an equimolar mixture of water and 2 
([2] = [water] = 1 1 M), only water was transferred into the 
organic medium with little coextraction of glycerol 
evident. However, when a 5.5-M solution of ribose 3 
was used as the aqueous phase, the monosaccharide was 
extracted with water to form a complex of estimated 
stoichiometry: la:3:H20= 1 : 1 :2. Interestingly, the ribose 
was found to be extracted exclusively in the a-pyranose 
form shown, in which all the OH groups are cis. This point 
is discussed further below. When the 0-acetylated 
macrocycle l b  was used in the extraction experiments, 
neither 2 nor 3 was transferred to the organic phase, 
suggestive of OH...OH hydrogen bonding as the key 
binding interaction. 

CH2 CH-CH2 
OH OH OH 

2 

R'O OR' HO OH 

Aoyama et al. proceeded to study the extraction by l a  
of pentoses 4-8 and hexoses 9-13. A summary of the 
results is given in Table 1. 

Two factors seem to dominate extractability by la .  The 
first, unsurprisingly, is the hydrophilicity of the sugar 
[e.g., D-galactose 10 is barely detected in the organic 
phase, whereas L-fucose (6-deoxy-L-galactose, 12) is 
readily extracted]. The second is the relative configuration 
of the substrates at C3 and C4. Extraction seems to be 
favored by a cis arrangement in the Fischer projection 
(e.g., 3, 4, 7, and 12), which translates to cis in the 
pyranose form of the carbohydrates. The results support a 
face-to-face binding geometry in which OH groups 
emerging from the same face of the saccharide are best 
able to form multiple interactions with the receptor. 

CHO CHO CHO 
HO Hz!; ;;$; 

H OH 
CH20H CH20H CH20H 

CHO CHO 

H 
H OH OH 

CH20H 
CH20H 

7 8 9 

CHO CHO CHO CHO 

HO 
HO OH 

CH20H CH20H CH3 CH3 

Later work showed that methyl-P-D-glucoside 14 could 
also be extracted by l a  from water into CC14, despite the 
absence of cis-1,2-diol units.[251 However, in this case, a 
2: 1 receptorlsubstrate ratio suggested a "sandwich" 
structure, in which receptor molecules bind to both faces 
of the guest. The a-anomer 15, for which the sandwich 
structure is probably not possible, was very poorly ex- 
tracted under the same conditions. 

Table 1 Extraction of sugars from water 
into CC14 by laa 

Sugar sugar/lab 

D-ribose 3 0.5 
D-arabinose 4 0.1 
D-xylose 5 vsc 
D - ~ Y X O S ~  6 vsc 
2-deoxy-D-ribose 7 0.8 
Adonitol 8 vsc 
D-glucose 9 vsc 
D-galactose 10 vsc 
D-mannose 11 v sc 
L-fucose 12 1 .O 
6-deoxy-L-mannose 13 0.1 

"[Sugar], = 2.4 M, [la],,=0.9 x 1 0 - ? ~ .  
b ~ ~ l a r  ratios sugarlla appearing in the organic 
phase. 
'Very small; 50.03.  
Source: Ref. [24]. 
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The second example of carbohydrate recognition by 
preorganized, macrocyclic receptors involved the steroid- 
derived "cholaphanes" 1 6 . ' ~ ~ ~ ~ "  These molecules possess 
substantial cavities capable of fully surrounding a mono- 
saccharide substrate. Up to six H-bonding groups (4 x OH 
and 2  x CONH) are available to interact with the car- 
bohydrate, whereas the steroidal framework provides a 
lipophilic exterior compatible with organic media. A sec- 
ond generation of cholaphanes 17 featured externally 
du-ected alkyl groups to enhance lipophilicity. In this case, 
contraction of the side chain in steroidal precursors was 
used to vary cavity size and flexibility.[281 

Receptors 16 and 17 were studied mainly by NMR in 
homogeneous CDC13 solution, employing organic-soluble 
glycosides such as 18 as  substrate^.^^^^^' However, some 
extraction experiments were also performed by employing 
methyl-P-D-glucoside 1 4 . ~ ' ~ ~  The N M R  data were com- 
patible with 1:l complex formation, and allowed the 
estimation of binding constants (K,) .  For example, the 
following values were obtained for binding to 18:16, 
~ , = 3 1 0 0 ~ - ' ;  l7a, K,= l 5 6 0 ~ - ' ;  l7b, ~ , = 6 0 0 ~ - ' ;  
and 17c, Ka = 1305 M  '. In the extraction experiments, 
solutions of the receptors in chloroform were stirred with 
aqueous solutions of 14 (I-to 2.5 M ) .  Perhaps surpris- 
ingly, the order of effectiveness was 17a > 17b > 16 > 17c, 
failing to parallel the affinities to 18. The most efficient, 

Table 2 Solubilization of sugars in chloroform by 19 and 22 
( R ' = c l 1 H 2 3 ) ~  

Sugar122 
Sugar ~ u ~ a r t l 9 ~ "  (R'= c ~ ~ H ~ ~ ) ~ ' ~  

"[Receptor],,, = 10- -2~ .  
b ~ o l a r  ratios sugadreceptor appearing in solution 
'Source: Ref. [29]. 
d~ource: Ref. [30]. 

17a, was capable of extracting -0 .2  Eq of 14 from a 
1.75-M aqueous solution, and was also shown to transport 
this substrate through a chloroform barrier ("U-tube" 
experiment). Positive results were not obtained with the 
more hydrophilic glucose. Although not especially effec- 
tive, this system performed a useful service in relating 
binding constants to extraction capabilities. Broadly 
speaking, a K ,  of roughly lo3 M - '  in chloroform proved 
sufficient to extract a moderately hydrophilic carbohydrate 
(14) from fairly concentrated (-- 2 M )  aqueous solutions. 

A third family of macrocycles for carbohydrate phase 
transfer was developed by Inouye et al. Their initial sys- 
tem, exemplified by 19, was especially targeted at ribo- 
furano~ides .~~~ '  As shown, it was designed to provide a 
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a 
polar groups 

3Y- v 
apoiar surface 

Fig. 1 D-glucose 9 in P-pyranose form 25, interpreted as polar and apolar binding regions. (From Ref. [31].) 

series of H-bonding interactions with the three hydroxyl 
groups of these substrates. In NMR titration experiments 
with the organosoluble fl-D-ribofuranoside 20 and the 
2-deoxy substrate 21, binding constants of 10,000 and 
690 M ' were measured, respectively. The lower value for 
21 is not surprising, given that it can form fewer hydrogen 
bonds with the receptor. The group then converted the H ~ O  HO OCaH17 
central alkoxypyridine unit to a pyridone, as in 22.[301 a H0 OC8HI7 &,"" HO 
It was hoped that the change from H-bond acceptor 
to donor would make the receptor more compatible with 26 27 
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Fig. 2 Receptor 24, modelled as the tetramethyl ester, binding D-glucose 9 as the b-pyranose. The configuration shown is the baseline 
conformation from a 1000-step Monte Carlo molecular mechanics study. Intermolecular hydrogen bonds are shown as broken lines. 
(From Ref. [3 11.) 

2-deoxyfuranosides, as shown. Indeed, the binding con- 
stant of 22 (R=Bu') to 21 in CDC13 was found to be 
19,000 M - -  '. 

The phase-transfer capabilities of 19 and 22 were 
explored through solubilization experiments employing 
solid carbohydrate substrates and chloroform as solvent. 
The results are summarized in Table 2. The data show that 
the affinities achieved by 19 and, especially, 22 are 
sufficient to solubilize a full range of monosaccharides 
(although not necessarily extract them from water). They 
also reveal genuine, receptor-based selectivity. To amplify 
this point, a series of figures (binding constants, extraction 
levels) recorded for a single receptor may not be es- 
pecially informative. Differences may simply reflect the 
fact that some substrates are more easily bound ("stick- 
ier'') than others. However, when two receptors show dis- 
tinctly different preferences, receptor structure is shown to 
be a major factor. In this case, 19 extracts D-ribose 3 more 
effectively than 2-deoxy-D-ribose 7 and fails with pyra- 
noses 9-11, whereas 22 prefers 7 to 3 and succeeds quite 
well with 9-11. 

Macrocyclic receptors 16, 17, 19, and 22 are able to 
surround their substrates but not encapsulate them. A 
further advance was made by the macrotricyclic system 
24, which provides a preorganized, essentially enclosed 
binding site specifically designed for a monosaccha- 
ride.[3 1,321 In this case, the target was glucose 9, in its 
native pyranose form. As shown in Fig. 1, the all-equa- 
torial pattern of polar substituents in P-D-glucopyranose 
25 allows the substrate to be viewed as a disk, with apolar 
surfaces top and bottom (corresponding to axial CH units) 
and a polar circumference. Accordingly, 24 consists of 
two parallel apolar units (biphenyls) connected by bridges 
containing H-bond donorslacceptors (amides). Modelling 
(Fig. 2) showed that 25 could fit in the cavity and make at 

least six intermolecular hydrogen bonds, as well as apolar 
CH-n. contacts.'"l The structure is reminiscent of that 
found in carbohydrate-binding proteins, where aromatic 
surfaces are often found in contact with lipophilic patches 
on saccharide substrates.[lS1 

Receptor 24 was initially prepared as tetraester 24a and 
studied in homogeneous solution. Octyl glycosides 18.26, 
and 27 were used as substrates. Binding constants were 
obtained by NMR in CDC13-CD30H (92:8) and by fluo- 
rescence titration in CHC13. The results, summarized in 
Table 3, confirmed that the enclosed binding site yielded 
significant gains in affinity and selectivity. Thus the 
complex to P-glucoside 18 was formed with K,N lo3 Mp ' 
even in the presence of 8% by volume of competing 
methanol, and in pure CHC13 (as used for previous sys- 
tems), the value was raised to 3 x 10' M- '. In both media, 
a-glucoside 26 was far less strongly bound. 

The phase-transfer properties of 24 were first tested 
by stirring 24a with D-glucose 9 in C D C ~ ~ . ' ~ ' ]  Analysis 
by NMR indicated that ~ 0 . 9  Eq of 9 was solubilized, 
representing (as expected) an improvement on 22. Re- 
markably, the glucose was detected as a 7:l mixture of 
P-pyranosela-pyranose, presumably reflecting the prefer- 
ence for P-glucosyl revealed in Table 3." 

For liquid-liquid extraction, it transpired that increased 
lipophilicity was required, so 24 was prepared as tetra- 
amide 24b.[321 Extraction experiments were performed in 
chloroform/water, with the results shown in Table 4. All 
the substrates were extracted from a I-M aqueous solution 
including, for the first time, the hexoses 9-11. Notable 
selectivity was shown for the "all-equatorial'' saccharides 
glucose 9 and xylose 5. Moreover, glucose, the specific 

"The p:a ratio should normally be close to 1: 1 in organic solvents. 
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Table 3 Binding constants (K,) of octyl glycosides to macrotricycle 24a 

Ka [Mp '1 in K,  [ M -  '1 in 
Substrate CDC13-CD30H (92:8)a CDCI3-CD30H (92:81b 

p-D-glucopyranoside 18 980 (+2%) 300,000 (26%) 
a-D-glucopyranoside 26 20 (2 23%) 13,000 (kg%) 
p-D-galactopyranoside 27 220 (+5%) 1 10,000 (2 12%) 

"'H NMR titrations. 
b~luorescence titrations. 
Source: Ref. [3 I]. 

target of 24, was extracted from aqueous solutions as low 
as 0.1 M in concentration. Physiological glucose concen- 
trations, at 0.005 M, are still out of reach, but with further 
development, this system could ultimately serve as the 
basis of a clinically relevant glucose sensor. 

PHASE TRANSFER OF MONOSACCHARIDES 
BY LESS ORGANIZED SYSTEMS 

The essential characteristic required for carbohydrate 
phase transfer is an amphiphilic structure with a polar 
interior and an apolar exterior. Although preorganization 
of the polar interior should, in principle, be advantageous, 
it turns out that less organized structures can also be suc- 
cessful. One example is provided by thiosuccinate deriv- 
ative 28, studied by Greenspoon and ~ a c h t e l . [ ~ ~ ]  At a 
concentration of 50 mM, 28 was shown by x-ray scat- 
tering experiments to form ' 'inverse micelles" (polar 
interior, apolar exterior) in a mixture of chlorofodcyclo- 
hexane, 1: 1. Addition of D-glucose 9 (solid monohydrate) 

Table 4 Extractabilities of monosaccharide substrates from 
water into chloroform by receptor 24ba 

Concentration of substrate in 
aqueous phase ( M )  

Substrate 1.0 0.5 0.1 

D-ribose 3 0.7 
D-xylose 5 1.1 
D-glucose 9 1 .0 0.5 <O.lb 
D-galactose 10 0.2 <O.lb None 

detectable 
 manno nose 11 <O.lb <O.lb None 

detectable 
Methyl-p-D-glucoside 14 1.0 
Methyl-a-D-glucoside 15 1.0 

'Molar ratios sugad24b appearing in the organic phase. [24b],,, = 
2 . 9 ~  M. 
b~arbohydrate detectable, but amounts too small for quantification by 
NMR integration. 
Source: Ref. [32]. 

followed by centrifugation gave a clear solution, which 
was found by NMR to contain one molecule of glucose 
per nine molecules of 28. It appears that the assembly of 
28 can bind the glucose directly, without a solvation shell 
of water. When water was added, the glucose-derived 
NMR signals shifted, indicating a change in environment. 
Further NMR experiments with 29 as substrate, and elec- 
tron spin resonance spectroscopy (ESR) studies employ- 
ing 30, confirmed that the monosaccharide unit was asso- 
ciated with the micelles. 

Kobayashi et a ~ . " ~ ]  studied 31, a macrocyclic but 
flexible system best seen as a "unimolecular reversed 
micelle." When 31a dissolved in CCl, was stirred with 
water, 'H NMR analysis revealed the presence of ca. 40 
molecules of H 2 0  in the organic phase. However, when 
3-M solutions of D-ribose 3, D-glucose 9, or D-fructose 23 
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were substituted for water, the carbohydrate was extracted 
without any measurable coextraction of H 2 0 .  In the case 
of D-glucose 9, a 1:l ratio of receptorlsubstrate was es- 
tablished directly by 'H NMR integration, and also by 
reextraction of the sugar back into water. Sugar extraction, 
as well as water pool accommodation, were also observed 
with the acyclic heptakis(dihydroxyalky1) reference host 
32, although no complexation was observed for 31b or 33, 
implying that the clustering of dihydroxyalkyl chains is 
essential for recognition. 

Kasuga et al.[351 have shown that the lipophilic alkaline 
earth metal salts 34 can promote transport of monosaccha- 
rides through chloroform bulk liquid membranes. Effi- 
ciency increased with cation size, the most effective car- 
rier being 34 (M=Ba). A range of monosaccharides were 
tested as substrates, with the results shown in Table 5. 
Unsurprisingly, transport rates correlate to a fair degree 
with apparent substrate lipophilicity. However, the pref- 
erence for D-ribose 3 over Zdeoxy-D-ribose 7 runs counter 
to this trend, and is especially interesting. 

Table 5 Transport of monosaccharides by 34 (M=Ba)" 

Amount of sugar transported 
Sugar after 48 hr (mmol) 

a[Receptor],,,= 3 x 10- M. 
b~igures  in parentheses refer to a competition experiment in which four 
monosaccharides were present simultaneously. 
Source: Ref. [35]. 

CHANNEL-MEDIATED TRANSPORT 
OFCARBOHYDRATES 

Finally, in the special case of aqueous phases separated by 
a lipid bilayer, polar substrates may be transferred via 
channels in the membrane. Bong et a1.[361 have studied a 
range of self-assembling channels formed from cyclic 
peptides composed of alternating D and L amino acids. 
The peptides stack through hydrogen bonding to form a 
toroidal version of a P-sheet. If a decapeptide is used, the 
resulting tube has an internal diameter of ca. 10 A, enough 
to allow passage of a glucose molecule.[371 The cyclode- 
capeptide 35, composed mainly of lipophilic D-leucine 

34 M = Mg, Ca, Sr, Ba 
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and L-tryptophan, was designed to concentrate in apolar 
environments. When added to liposome suspensions, it 
was shown by several spectroscopic techniques to 
incorporate into the bilayers to form H-bonded aggregates. 
If D-glucose 9 was entrapped in the liposomes, addition of 
35 promoted efflux of the carbohydrate (measured using 
an enzyme-based assay). Kinetic studies were consistent 
with a channel, rather than carrier, transport mechanism. 
The analogous cyclooctapeptide, with an internal diameter 
of ~ 7 . 5  A, showed no activity. 

CONCLUSION 

In summary, the study of carbohydrate recognition 
through noncovalent interactions has led to a range of 
phase transfer systems, effective for moderate to high 
concentrations of substrates. It remains difficult to trans- 
port monosaccharides into apolar media from dilute 
aqueous solutions. However, steady progress over the past 
15 years suggests that the necessary affinities will be 
achieved before long. Success could have important con- 
sequences, not least in diabetes treatment where improved 
glucose sensors are sought with some urgency.'"-'41 
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INTRODUCTION other hand, are more stable, but absorb only in the UV 
region. Dyes absorbing visible light are then applied as 

The objective of this article is to describe the different sensitizers in order to use sunlight. Insulating particles are 
types of photochemical and photophysical reactions on not appropriate for the construction of photochemical cells 
nanoparticles and their application with special emphasis but are promising carriers for studies of charge separating 
on recent work. molecular assemblies. 

OVERVIEW GOLD AND OTHER METAL PARTICLES 

Nanoparticles can be used as single particles in solution 
(colloids) or arrays of particles with a specially designed 
architecture again in solution or on a suitable support. 
Membrane coating is often necessary for stabilization of 
aqueous or organic solutions of isolated particles. In par- 
ticle arrays, special linker molecules may be used in order 
to realize an optimal interparticle distance. 

Membrane-coated nanoparticles are functionalized for 
optical functions by covalent attachment of chromophores 
to the membrane or to the particle surface. Mixed 
monolayers of lipids and amphiphilic dyes are also com- 
mon. The enclosed or adsorbed dyes are used for the 
construction of photochemical reaction centers as well as 
in the analysis of special membrane properties such as 
rigidity and regioselective interaction with solutes. 

Photochemical reaction centers are realized either by 
covalent dyads or by noncovalent long-distance dimmers. 
Triads have also been realized. Nanoparticles provide a 
large surface to light-absorbing chromophores as well as 
the possibility to transfer electrons to electrodes. Func- 
tionalized membrane coatings allow the construction of 
long-distance dimers of redox active molecules for light- 
induced charge separation. 

Three different types of colloidal particles are currently 
used: metals, semiconductors, and insulators. Colloids of 
noble metals (gold, silver, copper) are characterized by 
their chemical stability and by surface plasmon absorp- 
tions in the visible range, which interfere with the photo- 
physics of dyes. Semiconductor particles with a narrow 
bandgap absorb in the visible region and are prone to 
corrosion. Semiconductors with a wide bandgap, on the 

Gold particles have been used most frequently. They can 
be easily prepared by different methods. The citrate 
reduction method'" yields nearly monodisperse spheres 
with typical diameters of about 20 nm. Particles of this 
size remain dispersed for many days and their curvature is 
low enough to allow the construction of closed membrane 
systems in water. Weakly bound citrate leads to a negative 
surface charge. Particles of silver, palladium, and plati- 
num may be prepared by the same Borohy- 
dride reduction, on the other hand, yields much smaller 
particles (1-5 nm). Their high curvature does not allow 
the formation of a closed membrane. Monolayer-protected 
gold clusters (MPCs) are obtained by reaction with alkane 
thiols, which form a covalent bond to the gold surface. 
The surface of the nanoparticles can be varied from 
hydrophilic to hydrophobic by selecting appropriate head 
groups on the other end of the attached t h i 0 1 . ~ ~ ~ ~ '  

Other routes of particle production include the elec- 
trochemical synthesis of size-selective nanostructured 
palladium clusters in tetrahydrofuranL8' and a photochem- 
ical method of making size-controlled spherical metal 
particles in a nonaqueous, but highly polar and viscous 
medium. Complexes of gold, silver, palladium, and pla- 
tinum have been reduced by the photochemically formed 
carbamoyl radicals.r9' Small particles were sterically 
stabilized by polyvinylpyrrolidone (PVP), the size being 
determined by the ratio PVPlmetal complex. A ratio of 511 
yielded, for example, particles of 12 nm (Au), 15 nm (Ag), 
10 nm (Pt), and 16 nm (Pd). The gold particles were pure 
enough to show single-electron tunneling (SET) in the 
current-voltage dependence (the i .8-nm stabilizer shell 
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serves as a tunnel junction). This makes the particles in- 
teresting for nanoscale electronic circuits. 

The functionalization of the monolayer opens the way 
to a variety of photophysical and photochemical reactions, 
which are strongly influenced by the collective excitation 
of metal electrons, leading to the size-dependent plasmon 
absorption. This leads, however, to heating of the probe 
upon strong excitation, problems in the measurements of 
transient absorptions of adsorbed dyes, energy transfer to 
the metal, and reduced quantum yields for all the reactions 
of the chromophore from the excited singlet state. Ana- 
lytically, the plasmon absorption has been used to probe 
the dielectric properties of surface-bound molecules,['01 
and the distance between coupled particles if aggregation 
of the particles occurs.[111 

Photoreactions have been useful in exploring the 
properties of monolayers on planar gold surfaces. Photo- 
extrusion of nitrogen from aryl a ~ i d e [ ' ~ ~ ' ~ ]  and diazoke- 
tones,['47151 E-Z photoisomerization of stilbenes[16] and 
azocompounds['71 as well as photodimerization reac- 
t i o n ~ [ ' ~ - ~ ~ ]  have been well characterized. On gold nano- 
clusters electron transfer reactions are very often exam- 
ined; they occur from donors either to relay molecules or 
directly to the metal. cis-trans Isomerization of molecules 
with double bonds and cycloadditions have, however, also 
been studied. The latter are very much enhanced if the 
reporter molecules are close to each other and in proper 
orientation. If dimerization, followed by charge transfer, 
occurs in the excited state, excimer fluorescence may be 
studied as a measure of distance. As a further photo- 
physical reaction, energy transfer can also be used to 
probe the membrane order. 

Energy Transfer 

Singlet energy transfer is measured by fluorescence 
quenching of suitable chromophores. The plasmon ab- 
sorption band of metallic particles is usually broad and 
energy transfer occurs with a wide range of fluorescent 
dyes. The transfer from donors to acceptors depends on 
the distance: the efficiency of a transfer between a point 
dipole and a nearby flat metal surface decreases with the 
third power; for extended molecules close to curved 
particle surfaces with an intermediate exponent between 3 
and 6 is expected. Monolayers on small particles are 
usually fluid and the chain density decreases with in- 
creasing chain length because of the high curvature. 
Motional freedom, thermal flexing, and chain folding lead 
to altered energy transfer efficiencies. 

Imahori et a1.[221 have shown that the energy transfer 
between tetraphenylporphyrin, coupled to a gold surface by 
a C12-alkanethiol spacer, and gold is much more effective 
in the case of a SAM on planar gold (Ill-surface) as 
compared to particles of 5-nm diameter (MPC). The 

lifetime of the porphyrin fluorescence is shortened from 9.5 
nsec to 0.04 and 0.15 nsec, respectively. Additionally a 9.1- 
nsec phase (15% of total amplitude) appears on the 
particles, suggesting a second type of monolayer structure. 
The portion of unquenched porphyrin molecules is only 3% 
for mixed monolayers. Lifetime measurements thus result 
in additional information on the homogeneity of the 
monolayers. Energy transfer is more efficient in SAMs 
than in MPCs. The origin of this effect I S  not known. 

Aguila and ~ u r r a ~ [ ~ ~ ]  have investigated the energy 
transfer of dansyl chromophores bound to gold clusters of 
5-8 nm (C2 to C15 linkers) in mixed monolayers. In this 
environment the fluorescence is reduced to 1% of that of 
the free dye by energy transfer. The emission intensity 
increased with the effective distance, provided that the 
linker had about the same length as the surrounding 
alkanethiolates (C4-C 12). For longer linkers the emission 
decreased and became dependent on the load with the 
dansyl label, i.e., the stiffness of the outermost part of the 
disordered layer (Fig. 1). 

The distance-dependent energy transfer from a meth- 
ylene blue-type fluorophore (Alexa 488) to a metal 
surface[241 has been exploited to measure changes of 
chemisorption with respect to the electrode potential on a 
polycrystalline gold electrode. In the potential range of 
-0.7 to +0.2 V only reversible reorientation of the 
charged chromophore occurred. For potentials lower than 
-0.8 V and higher than +0.2 V, an exponential increase 
of fluorescence was observed. This was related to the 
reduction and oxidation of the Au-S bond and release of 
the fluorophore into the solution. An additional spacer of 
12 C-atoms between the chromophore and the thiolate 
moiety decreased the sensitivity toward the potential, 
because the van der Waals forces between the alkane 
chains became dominating. 

Excimer Fluorescence 

The excimer fluorescence of pyrene 1s a good tool to 
investigate order and dynamics of alkane monolayers on 
surfaces. Excimers are not formed in homogeneous 
solution of low concentration. The fluorescence behavior 
after the addition of a gold colloid depends on the nature 
of the pyrene side chain. If this does not contain a thiol 
group for binding to the gold the monomer fluorescence is 
somewhat decreased because of ineffective energy trans- 
fer to the gold. On binding through a thiol group 
hydrophobic aggregates are formed and a strong excimer 
fluorescence appears. This has been shown by Chen and 
~ a t z [ ~ ~ '  for protected thiols. A pyrene-thioester and a 
pyrene-thiocarbonate bind noncovalently to the surface of 
12.5-nm citrate-gold particles with binding constants of 
7.2 x lo7 and 1.7 x lo8 M-', respectively. The change 
from excimer to monomer fluorescence has also been 
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[Dansyl Cadaverine], pM 

Fig. 1 Monolayer protected cluster ("MPC") of an HSClo-coated Brust gold particle after partial exchange with HSCloCOO- and 
coupling with dansyl cadaverine and fluorescence intensities with 17 (upper curve) and 6 dansyls (lower curve) per MPC. Fluorescence 
increases linearly with concentration in both cases. The dye molecules do not interact. (From Ref. [23].) 

taken as a measure for the gold-catalyzed hydrolysis of the particles.[261 Freshly prepared Brust-type gold particles 
ester and carbonate bonds, which leads to the appearance (3.2-3.7 nm) capped with pyrenyl-decanethiol or -hepta- 
of the pyrene moieties in the bulk solution. decanethiol showed practically no excimer fluorescence. 

Pyrene excimer fluorescence has also been used to The monomer fluorescence was quenched by 99% by 
detect changes in interparticle interactions for capped gold energy transfer to the gold particles. Although 43% (C-10) 
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and 31% (C-17) of the surface gold atoms were covered 
with the thiol, most of the pyrene units were not oriented 
in a face-to-face manner. Upon ageing for up to 300 hr the 
fluorescence increased, especially the excimer emission. 
This was traced back to aggregation of the gold particles, 
leading to interdigitation of the alkyl chains resulting in a 
stacking of the pyrene units. The higher intensity of the 
excimer fluorescence for the short-chain pyrene provides 
further evidence for the chain density gradient for 
alkanethiolates on gold nanoparticles. The decay of the 
fluorescence was biexponential with lifetimes of 4.3 and 
22 nsec for the monomer fluorescence of fresh solutions. 
For aged samples only the lifetime of the longer-lived 
excited species was increased to 35 and 30 nsec for the 
two preparations. This indicates that there may be 

different binding sites on the gold surface leading to 
different excited states (Fig. 2). 

trans-cis Isomerization, Cyclodimerization, 
and Benzylic Cleavage 

The realization of dimerization necessitates two mole- 
cules in near neighborhood; isomerization, on the other 
hand, needs some space around the molecule. Both 
reactions are optimized under opposite conditions. Fluid 
monolayer coatings favor cleavage reactions which are 
linked to release molecules. 

The comparison of three photochemical reactions, 
trans-cis isomerization, cyclodimerization, and benzylic 
cleavage of thioalkyl-azobenzenes and -stilbenes in 
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Fig. 2 Fluorescence of pyrene-coated particles increases with ageing because interdigitation leads to excimers. (From Ref. [26].) 
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homogeneous solution and in monolayers on 2.5-nm gold 
particles and on planar gold,[273281 yielded valuable infor- 
mation about the effects of monolayer packing. Photo- 
isomerization was found to be independent of the alkyl 
chain length in homogeneous solution with quantum yields 
of lo-' and 3 x lop4 for the azobenzene and stilbene 
species, respectively. In a tightly packed monolayer on 
planar gold it was sterically blocked. In the more loosely 
packed monolayers on the small gold particles, isomer- 
ization occurred with reduced quantum yield. An addi- 
tional decrease of the yield was found after shortening the 
alkyl chain from 12 to 4 CH2 groups. Quenching of the 
excited state by the metallic core became dominant. The 
dependence on the distance was exponential with an 
attenuation constant of b=0.5, which is smaller than 
expected for through-bond coupling. If a nitrobenzoxy 
group was introduced into the alkyl chain, photocleavage 
occurred. Parallel observation of isomerization and cleav- 
age pointed to strong metal-based nonradiative quenching 
of the excited state. The significance of packing and steric 
hindrance became evident in stilbene photodimerization 
experiments. It was not observed in solution or in 
monolayers on planar gold but occurred on gold particles 

with a very low quantum yield of 2 4  x depending 
on the distance (Fig. 3). 

Similar conclusions with respect to the rigidity of the 
monolayers have been drawn by Evans et a1.[291 Photo- 
switching between the cis and trans states of alkane- 
derivatized azobenzene was not possible in single- 
component monolayers on planar gold. It has only been 
realized in mixed monolayers with free volume introduced 
by a spacer molecule with three ethyleneoxy units and 
especially in mixed monolayers of C6-thiol-azobenzene 
and mercaptophenol on 3.2-nm particles. 

The Norrish-Young type I1 photochemical reaction has 
been used to probe the properties of a variety of ordered 
media including cyclodextrins, zeolites, liquid crystals, 
and micelles. At first the reaction was investigated in an 
MPC capped with a mixed monolayer of short alkanethiol 
and mercaptoundecanophenone by Kell et al.["] Irradia- 
tion released free benzophenone, irrespective of the length 
of the spacer alkanethiol (C-6 or C-12), but not in its 
absence. Whether fragmentation or cyclization is the main 
pathway to products depends greatly on the conforma- 
tional flexibility of the triplet 1,4-biradical, which is 
formed from the n,p* triplet excited state of the carbonyl 

Fig. 3 Photodimerization of stilbene chromophore was only observed in ordered and flexible domains on particles with high curvature. 
(From Ref. [28].) 
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Fig. 4 Benzophenone is only released, if the benzophenone head groups are separated by unreactive molecules and on curved surfaces. 
(From Ref. [30].) 

group. If the volume, which is necessary for cyclization 
motions, is not available, only fragmentation occurs. The 
resulting terminal vinyl group on the MPC can then be 
used for further modification (Fig. 4). 

Miscellaneous Reactions 

An interesting example for the interaction of a chromo- 
phore with the metal particle is the binding of methyl- 
aminopyrene on spherical gold particles of 5-8-nm 
diameter.[311 Because of internal charge transfer, pyrene 
is only weakly fluorescent in THF solution. On binding to 
the gold surface the electron-donating ability of nitrogen 
was decreased. As a result the fluorescence yield was 
increased from 0.09 to 0.48 (chelation enhancement). A 
second indication of the binding was the appreciable red 
shift of the absorption and fluorescence bands. 

A phthalocyanine thiol bound to Brust-type gold par- 
ticles with diameters ranging from 2 to 4 nm and as- 
sociated with the TOAB phase transfer reagent generated 
singlet oxygen upon irradiation with visible light more 
effectively than without gold. The quantum yield in- 
creased from 0.45 to 0.65. TOAB promotes solubility in 
polar solvents, which is essential for a possible application 
in photodynamic therapy.[321 

Upon illumination of thiocyanine (TC)-J aggregates in 
solution, an ultrashort excited state was formed. Its relax- 
ation was intensity dependent and dominated by exciton- 
exciton annihilation. On bulk silver surfaces ultrafast 
quenching of the exciton and its fluorescence occurred. 
The same was true on gold nanoparticles. The binding of 
the dye aggregate via two sulfonate groups was reported 
originally by Kometani et a ~ . ' ~ ~ ]  who applied gold, silver, 
and composite AuIAg particles with diameters of about 10 
nm. The absorption spectra were measured and simulated 
using the Maxwell-Garnett treatment. On silver particles 
after fsec-excitation at 417 nm (140-fsec time resolution) 
a charge separated state with a lifetime of 300 psec was 
observed[341 by absorption changes at 475 nm close to the 
sharp absorption band of the J aggregate on silver at 481 
nm. The exciton of the J aggregate is then of course 

strongly coupled to the silver particle plasmon. Photoex- 
citation of this resonance leads to \cry fast electron 
transfer of the TC aggregate to the metal. In the case of 
gold particles the plasmon energy is too low for such 
coupling (2.38 vs. 3.1 eV for Ag). 

Rhodamine 6G has been used as a reporter molecule 
for changes in aggregation and morphological changes of 
the gold clusters. The 2-nm particles, prepared by 
rhodanide reduction,[351 did not exhibit surface plasmon 
absorption, for which the diameter must be at least 5 
nm,[361 and bound rhodamins 6G as a monomer. On 
increasing the Auldye ratio, aggregation was shown by a 
blue shift of the dye absorption (H aggregate) and the 
appearance of a plasmon band at 537 nm. Twenty-five 
minutes of laser irradiation at 532 nm lead to melting and 
growth of the particles, due to plasmon excitation.r371 This 
was indicated by the broadening of the plasmon band and 
by an increase of the monomer fluorescence of rhodamine 
at 545 nm, originating from molecules released into the 
bulk solution (Fig. 5). 

Well-Defined Assemblies of Nanoparticles 

Arrays of nanoparticles have been prepared by salt- 
induced aggregation,[38421 Langmuir techniques,[431 sur- 
face assembly,[-61 or crystallization.[471 The motive for 
such preparations is the special nonlinear optical proper- 
ties of collective metal nanoclusters. They show large 
surface-enhanced Raman and large first 
hyperpolarizabilities.[38421 A necessary condition is a 
well-defined symmetry and interparticle spacing, which is 
not always met in the preparations mentioned above. It 
may be realized more easily by covalent bridges between 
the particles.[48s491 Gold particles were connected, for 
example, by thiol-functionalized oligo-phenylacety- 
l e n e ~ . [ ~ ~ '  The intensity of hyper-Rayleigh scattering 
(HRS), i.e., incoherently scattered second harmonic light, 
was especially high for noncentrosymmetric trimers, 
which was traced back to enhanced values of first hy- 
perpolarizability. These properties are also of interest for 
nanoscale electronics. 
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Fig. 5 Model of possible morphological changes of gold-dye cluster arrays upon laser irradiation. (From Ref. [37].) 

Defined aggregates can also be obtained by noncova- 
lent interactions. Two-dimensional (2-D) assemblies with 
hexagonal packing of 5-nm gold particles (Brust-type) 
were formed by adsorption of tetrapyridylporphyrin to the 
surfaces. Optically, this was shown by the red shift (512 to 
6 10 nm) and broadening of the plasmon absorption as well 
as of the porphyrin Soret band from 25 nm half width in 
solution to 45 nm. The porphyrin dye acts as a reporter 
molecule and as a trigger of a defined aggregation.[511 
Surface-enhanced resonance Raman scattering (SERRS) 
was also observed (Fig. 6). 

Photoelectrochemical Cells 

A photoelectrochemical cell consists of a charge separat- 
ing system attached to a macroscopic electrode and a 
redox electrolyte carrying charges to a counter electrode. 
If self-assembled monolayers (SAMs) of electron transfer 
dyades or triades are directly bound to the working elec- 
trode, the light absorption in these 2-D arrays is normally 
low. The use of photosensitive nanoparticles in contact 

Fig. 6 H2TpyP stands perpendicular on the gold surface and 
causes aggregation. (From Ref. [S I ] . )  

with the electrode yields 3-D array electrodes with high 
surface and high absorbance. 

The conventional method to get a 3-D array of a charge 
separating system makes use of bifunctional bridge 
compounds and of electrostatic interactions to form a 
multilayered system. Lahav et a1.[52.531 used indium-doped 
tin oxide (ITO) electrodes coated by aminosiloxane. 
Negatively charged gold nanoparticles (diameter: 13 
nm) were self-assembled on the IT0 electrode, followed 
by a positively charged charge-separating (CS) system. 
Repetition produced a multilayer system. The CS system 
consisted of either a Zn protoporphyrin-viologen dyade or 
a catenane, consisting of a cyclo-bis-viologen-phenylen 
and a Ru(bipy) derivative. Following excitation of the 
porphyrin the excited electron is conducted to the IT0 
electrode via the gold particles. The quantum yields of 
the corresponding photochemical cells [with ethylenedi- 
aminetetraacetic acid (EDTA) as electron donor and a 
graphite counter electrode] were 4 = 10- "A= 544 nm) for 
the porphyrin system and 4=1OP4 (A=434 nm) for the 
Ruthenium system. These numbers, referring to the short- 
circuit current, are relatively low. This is because of the 
poor contact between the CS system and the gold particles 
(Fig. 7). 

Better results are obtained if the photosensitizer is 
directly bound to the gold particles. Sudeep et al.L541 
electrodeposited functionalized gold particles on a nano- 
structured Sn02 electrode, made by annealing a SnOz film 
on an optically transparent electrode (OTE). The charge 
separating system consisted of a light-absorbing fullerene 
electron donor bound to 3-nm gold particles via a 
modified alkanethiol chain. The light-induced electron 
transfer to the gold particles was optimized by the redox 
electrolyte J p / J 3  in high concentration. An incident 
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Photosensitizer 

4 

Fig. 7 Model of the gold-nanoparticle arrays on an IT0 electrode for photocurrent production. (From Ref. [53].) 

photon to photocurrent efficiency (IPCE) of 8 x lop3 (at 
450 nm) was achieved (Fig. 8). 

Another efficient approach is to precipitate the gold 
particles directly on a flat gold electrode and to bind an 
electron transfer dyade afterwards.i551 The dyade con- 
sisted, for example, of a rutheniumbipyridyl complex as 
light-absorbing electron donor, connected via a C7 bridge 
to viologen, as electron acceptor, and a second bridge (C6) 
to the final thiol group bound to the citrate gold particles. 
In such a photochemical cell with triethanolamine as 
electron donor and a Pt-counter electrode the photocurrent 
was 15 times higher than in a cell in which the RuVS 
dyade was directly bound to the flat gold electrode. This 
factor corresponds to the enhanced concentration of RuVS 
as achieved by binding to the nanoparticles. The photo- 
current efficiency was 8 x (at 460 nm). 

High IPCE was, however, also achieved on flat gold 
electrodes without nanoparticles by increasing the ab- 
sorption cross section of the sensitizing electron donor. 
Imahori et al.[561 prepared mixed SAMs of a ferro- 
cene-porphyrin-fullerene electron transfer triad and of a 

boron-dipyrrin sensitizer, which transfers energy to the 
porphyrin. An IPCE as high as 1.6 x 10- (at 430 nm) was 
thus achieved. 

Construction of Form-Stable 
Gaps in Monolayers 

Li and ~ u h r h o ~ ' ~ ~ '  used a totally different approach for 
capping and functionalizing gold particles. Multiply 
charged derivatives of tetraphenylporphyrins were direct- 
ly bound to the gold surface in a flat-lying position. Long- 
chain thiols with two secondary amide groups were then 
self-assembled around them. As a result of hydrogen 
bonding the monolayers were rigid and impermeable to 
compounds, which dissolve in fluid membranes. The 
diameter of above 20 nm of the particles allowed the 
formation of totally closed membranes. The curvature was 
not too high. Form-stable gaps of 2 x 2 x 2-nm size with 
rigid walls were thus formed. The rigidity has been proven 
by fluorescence quenching experiments. The porphyrins 
on the surface showed only a very weak rest fluorescence 
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brought to reaction with added electron acceptors and 
donors, respectively. In this way charge separation can be 
stabilized. Much of the work with semiconductor par- 
ticles is thus focused on the conversion of sunlight into 
chemical energy (e.g., hydrogen production) or electrical 
energy (photoelectrochemica1 cells). For the absorption of 
light the size of the bandgap is essential. The coupling to 

Wavelength (nm) 

Fig. 8 Model of fullerenethiol-coated gold nanoparticles, their 
absorption spectrum (-) and photocurrent action spectrum (- - - -). 
The inset shows the on-off response upon illumination at 400 nm. 
(From Ref. [54].) 

as a result of energy transfer quenching. It was totally 
quenched by paramagnetic metalloporphyrins of the same 
size as the porphyrin at the bottom of the gap by forming a 
heterodimer. Porphyrins with larger side groups were not 
able to enter the rigid gaps and quench the fluorescence. 
Such size discrimination did not take place when the 
surface layer around the porphyrins consisted of octade- 
canethiol without rigidifying amide groups. On flat gold 
electrodes, long-distance (1-2 nm) heterodimers were 
also established with a fitting porphyrin being attached 
to amine substituents at the rigid walls of the gap1587591 
(Fig. 9). 

SEMICONDUCTOR NANOPARTICLES 

Semiconductors can be optically excited. But the internal 
charge separation is not stable. The electrons in the con- 
duction band and the holes in the valence band have to be 

o y 6 . H 0 J ~ 0 7 i r ~ y 6 . H  Porphyrin 1 
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-0,2 ' 
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Fig. 9 Model of a gold nanoparticle coated with a rigid 
diamide monolayer containing 2-nm gaps with a porphyrin at the 
bottom. The head group of the diamido amphiphile is an 
oligoethylene ether. (From Ref. [57].) 
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electron acceptors and donors depends on the position of 
the conduction and the valence band. It must be noticed 
that these properties are size dependent in the quantum 
(Q) particles.[601 Narrow bandgap semiconductors such as 
cadmium sulfide ( c~s ) , [~ ' ]  cadmium selenide ( ~ d s e ) , [ ~ ~ ]  
lead silfide ( P ~ S ) , @ ~ ]  and silver sulfide ( A ~ ~ s ) [ ~ ~ ~  are 
excitable with visible light. Wide bandgap semiconduc- 
tors such as titanium dioxide ( T ~ o ~ ) , ' ~ ~ '  zinc oxide 
( z ~ o ) , ' ~ ~ '  and tin dioxide ( ~ n 0 ~ ) ' ~ ~ ~  are only sensitive 
in the UV. Spectral sensitization is therefore an important 
approach to making wide band semiconductors attractive 
for solar energy conversion.[683691 A chromophore absorb- 
ing in the visible range is attached to the particle surface. 
The excited electron of the chromophore is injected into 
the conduction band of the semiconductor. Thus in most 
cases the semiconductor surface is solely modified by 
dyes; additional monolayer coatings may improve solu- 
bility and longevity in the chosen solvent. 

A different approach to enlarging the wavelength range 
of absorption is the coupling of two semiconductor 
particles with wide and narrow bandgap in mixed particle 
assemblies.[701 Either nanostructured films containing 
nanoparticles of different semiconductors (e.g., ZnO and 
CdS) are prepared by c ~ ~ r e c i ~ i t a t i o n . ' ~ ~ ~  Heterostructures 
of the core-shell type are formed by controlled precipi- 
tation of semiconductor molecules of one type (shell) on 
the presynthesized nanoparticles of another type (core), 
e.g., C ~ S ~ / Z ~ S . [ ~ ~ ]  Photocatalytic water splitting with 
such systems was introduced by ~ e n ~ l e i n ' ~ ~ ]  and Duon- 
ghong et al.[741 both in 1982. It should be noted that in 
most cases the semiconductor particles used in photo- 
catalytic studies (synthesis of organic compounds) are 
rather large (100 nm) with no quantum size effects. 

Spectral Sensitization 

Charge ejection from excited dyes or charge injection into 
the conduction band of semiconductor particles is the key 
reaction for the construction of photoelectrochemical cells 
of technical interest. At first, electron injection was not 
determined directly. Photocurrents were measured in 
electrode systems with polycrystalline layers of Ti02 
loaded with different dyes.[75-801 From the current 
efficiency IPCE and the absorption of the dye quantum 
yields of injection from 87% to 100% were calculated. 
Direct measurement of the luminescence yield of the 
ruthenium complex on Ti02 particles gave a value of only 
60%. [~~]  ~ a t e r , ' ~ "  fluorescence and transient absorption 
changes were measured on colloidal Ti02 electrodes, 
consisting of Sn02 conductive glass and a film of 25 nm 
Ti02 particles. Chlorin e6 and Cu-chlorophyllin were used 
as sensitizers. Comparison of the fluorescence lifetime of 
chlorin e6 on Ti02 and Zr02, where charge injection is not 

possible, yielded a rate constant for the electron injection 
of 2.2 x lo9 sec-I. The constant was nearly 10 times 
smaller (3 x lo8 s e c  I) for the copper compound, where 
electron transfer starts from the tripdoublet state and was 
determined from the phosphorescence lifetimes. Transient 
absorption changes after 10 nsec of excitation of the 
dye indicated the formation of its cation radical and of 
the electron injected into the Ti02 conduction band. In 
the absence of a redox electrolyte (Jp) the recovery of the 
ground-state absorption of the dye and the decay of the 
products of charge separation were identical. The addi- 
tion of J- caused a fast reduction of the cation radical, 
whereas the absorption of the electron stayed for more 
than 100 msec. 

Fsec-time resolution is necessary to the study of the 
dynamics of electron injection. This was done for 
fluorescein 27 adsorbed to 2.4-nm Ti02 particles.[821 
The absorption of the injected electrons had a rise time of 
300 fsec, which is identical to the decay time of the 
stimulated emission of the dye. The recombination was 
much slower, which was explained by the validity of the 
Marcus formula in the inverted region. The kinetics was 
multiexponential with a very wide distribution of rates, 
ranging from 25 psec to nanoseconds and microseconds. 
Normally, in such a case, a distribution of energetically 
different trap sites for electrons is suggested. Here a red 
shift of the transient absorption within 25 psec was found, 
explained by vibrational cooling and perhaps solvation 
and structural relaxation of the initial product state, lead- 
ing to a time-dependent A@. 

Ashbury et al.[831 studied the effect of the bridge length 
of the binding ligand of re-polypyridyl complexes. They 
also obtained evidence for the injection of hot excited 
state electrons.[841 Bonhote et al.'851 studied the structural 
effect of different Ru-dye molecules. The best yield of 
charge separation was obtained for the system in which 
the excited electron was localized on the ligand bound to 
the semiconductor surface. 

Electron injection is expected to be especially effective 
from a highly polar excited state of the dye. This has been 
verified by comparison of two coumarin dyes bound to 
Ti02 particles through a carboxyl Coumarin C 
343 is a four-ring-system and the electron injection occurs 
from a normal intramolecular charge transfer (ITC) state 
with a quantum yield of 0.6. In the second dye, 7- 
diethylarninocoumarin-3-carboxylic acid (D-1421), the 
ICT state was able to relax to the more polar twisted 
intramolecular charge transfer (TICT) state. The overall 
quantum yield of electron injection from both excited 
states was 0.9, i.e., 50% higher than for C343, for which 
rotation of the nitrogen moiety is not possible. The prod- 
ucts of the reaction, the dye radical cation, and the 
electron in the Ti02 conduction band were shown by 
picosecond laser flash photolysis. 
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Photocurrents in Photoelectrochemical Cells 

For a long time the construction of efficient photoelec- 
trochemical cells was hampered by the fact that mono- 
layers of dyes on planar electrodes absorb usually less 
than 1% of the incident light. ~ r a e t z e l [ ~ ~ - ~ ~ ]  used 
polycrystalline Ti02 (anastase) electrodes with a rough- 
ness of 200. Thus in the beginning the second problem, 
that of charge injection, was attacked. F ~ ( c N ) ~ ~ -  which 
forms a charge transfer complex with Ti02 yielded an 
IPCE of 0.37 only;[761 the metalloporphyrin Z ~ T P P C [ ~ ~ ]  
was only slightly better (0.42). A number of ruthenium 
complexes were examined."71 The normal tris-bipyridin 
complex did not bind sufficiently. Carboxylic groups 
turned out to be necessary. Ruthenium complexes with 
two and three carboxy-bipyridin ligands were used and 
gave values of 0.62 and 0.73 for the I P C E . [ ~ ~ ~ ~ ~ ~ ~ ~ ~  For the 
latter ligand the importance of type and concentration 
of the redox electrolyte were determined.[791 J- turned out 
to be better (0.73) than Br- (0.56); and for hydroquinone 
the initially used concentration of 1 mM was too low 
(0.44) and had to be increased to 0.1 M (0.74). A very 
good value (0.83) was obtained with ~oumarin.''~] Other 
groups also tried m e r ~ c ~ a n i n e s . ' ' ~ ~  The importance of 
carboxyl groups for binding of a dye to the Ti02 surface 
was again shown by comparing the photocurrent action 
spectra of chlorophyll, chlorins, and m e s ~ ~ o r p h ~ r i n s . [ ~ ~ ~  
Copper-chlorophyllin was not better than copper-chlorin, 
indicating that conjugation of the carboxyl group to the 
x-electron system of the dye was not advantageous. 

O'Regan and Graetzel published in 1991 the design of 
the first photoelectrochemical cell which could compete 
with photovoltaic cells.[901 The progress was based on the 
use of a 3-D network of Ti02 nanoparticles (15 nm size), 
coated with a charge-transfer dye and fixed as a film of 
10-pm thickness on a conducting glass support. The large 
surface allowed binding of a higher amount of the dye 
than before. The dye was a trimeric ruthenium complex 
RuL2 (~-(CN)RU(CN)L~')~,  with bipyridine and bipyr- 
idine-dicarboxylic acid as ligands. With lithium-iodide as 
a redox electrolyte an IPCE of 0.84 was achieved. The 
overall energy conversion yield was 7.1-7.9% in simu- 
lated solar light and 12% in diffuse daylight. The next step 
was to improve the redox electrolyte by changing to solid 
systems. P-type semicond~ctors[~" and organic materi- 
a l ~ ~ ~ ~ ~  were tested with disappointing results. An amor- 
phous organic hole transporting material, namely, tetrakis 
(N,N1-di-methoxyphenyl-amine)-spirobifluorene (OMe- 
TAD), was then  successful.^"' The energy efficiency 
was 33% with Ru-bis(dicarboxy-bipyridy1)-bis-rhodanid 
complex as a sensitizer (Fig. 10). 

CdS nanoparticles were covered with thiolated oligo- 
nucleotides and then cross-linked with DNA. The assem- 
bly was connected with a gold electrode by double- 

OMeTAD kn 

Fig. 10 Model of the electron injection (inj.), regeneration 
(reg.), recapture (rec.), and hopping in the mesoporous TiOz 
solar cell heterojunction. (From Ref. [93].) 

stranded D N A . [ ~ ~ ]  Photocurrents were observed in the 
presence of TEOA upon irradiation at 405 nm where the 
CdS particles absorb. Conduction band electrons from 
particles near the electrode were directly ejected into the 
electrode. Electrostatic binding of RU(NH&~+ to the 
DNA increased the current. Obviously, the ruthenium 
complex was active as electron relay (Fig. 11). 

Nanocomposite Ni/Ti02 films were derivatized with 
hexacyanoferrate to form nickel salt (NHF). [~~]  Under 
chopped illumination photocurrent signals indicated pho- 
toelectron-hole recombination, mediated by the hexacya- 
noferrate redox electrolyte, if the potential was below the 
NHF redox regime. At higher potentials the oxidized NHF 
centers accepted electrons from the excited Ti02 with 
enhanced quantum yield. If a nickel electrode was 
derivatized with hexacyanoferrate and Ti02, the electrode 
exhibited bipolar photoactivity: the photocurrent switched 
from cathodic to anodic. Below the NHF potential the 
photogenerated holes from Ti02 were transferred to 
reduced NHF sites; above the NHF potential, the electrons 
were transferred to oxidized NHF sites as in the composite 
film. This result underlines the importance of the mi- 
croenvironment (Fig. 12). 

Hydrogen Production 

After a burst of articles in the early 1980s, little work has 
been done on hydrogen production recently. Ti02 and 
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Fig. 11 Model of oligonucleotide-DNA linked arrays of CdS 
nanoparticles. (From Ref. [94].) 

Nb2O5 nanoparticles have been used in integrated systems 
for light-induced vectorial electron transfer and hydrogen 
production.r961 The electron transfer system consisted of 
an electron donor, Ruthenium-bipyridyl-dicarboxylate as 
a sensitizer, the semiconductor as initial electron acceptor, 
and a viologen as electron relay to the platinum catalyst. 
This system was spatially organized by a linear channel 
zeolite (zeolite L or mordenite), which was internally 
platinized. The semiconducting quantum particles were 

TY Pe I TiO, 

Type II 

Fig. 12 Model of nickel hexacyanoferrate (NHF) films on 
TiOz or nickel electrodes. Type I was photoactive above an 
applied potential of 0.4 V. Type I1 switches from cathodic to 
anodic photobehavior upon change of potential or Ni(II)/Ni(III) 
ratio. 

grown by hydrolysis within the channels and on the 
external surface of the zeolites. The channel openings 
(0.71- and 0.65-nm diameter) did not allow the entrance of 
the ruthenium complex, which was adsorbed exclusively 
on the surface of the external particles. The viologens 
were able to enter the channels. In this way the electron 
donors were separated from the hydrogen catalyst. Despite 
very efficient initial charge separation no hydrogen (Ti02 
system) or hydrogen with only 0.01% quantum yield 
(Nb2O5) was evolved in the presence of a reversible elec- 
tron donor (e.g., J-). The quantum yield was, however, 
1% at 450 nm for the system z e o l i t e / ~ i 0 2 / ~ ~ ~ + / ~ ~ ~ ~ ~ +  
in the presence of sacrificial electron donors such as 
TEOA or EDTA. It should be noted that the initial charge 
injection from the Ru complex into the semiconductor 
particle is essential for the success. Without the particles 
with self-assembly of the MV'+ and onto/ 
into the zeolites very little hydrogen was produced. On the 
other hand, the Hz-evolution rate was highest in the case 
of direct bandgap excitation (Fig. 13). 

SILICA PARTICLES 

Silica particles are usually prepared by the method of 
Stober et al.r971 which is the polycondensation of 
tetraethoxysilane (TES). It leads to a dense S i02  

Electron- 
Donor 

Zeolite channel 

4 

Fig. 13 Model of a sensitized semiconductor-zeolite system 
for light-induced hydrogen production. (From Ref. [96].) 



Photochemistry of Membrane-Coated Nanoparticles 

network, if the conversion of SiOEt groups and the cross- 
linking are perfect. Otherwise, the hydrophilic and 
charge stabilized particles contain nanosized pores. The 
negative surface charge has been used to stabilize the 
products of photo-induced charge separation.r981 More 
recently, interest has grown in concentrated dispersions 
of the silica particles. For this purpose sterically 
stabilized core-shell particles have been synthesized by 
surface esterification with o~ tadecano l . '~~]  These orga- 
nosilica particles are dispersed in organic solvents and 
several different colloid phases have been produced: 
colloidal fluids with only short-range positional order, 
colloidal glasses with a frozen-in fluid structure, colloi- 
dal crystals with long-range positional correlations, and 
thermotropic gels. These systems are of special interest, 
when single particles become visual by covalently bound 
fluorescent dyes. There are three possible positions for 
the dye: on the particle surface (type a), in a thin shell in 
the particle interior (type b), and distributed in the 
volume of an inner core (type c). All three types have 
been realized by introducing the dye at different stages 
of the particle synthesis. Isocyanate derivatives of 
fluoresscein, coumarin, azobenzene, and pyren have 
been used to be covalently bound to the silane coupling 
agent 3-arninopropyl-triethoxysilane (APS).'"" Type c 
particles1'0'9'021 were applied in studies by fluorescence 
confocal scanning laser microscopy (FCSLM), type b 
particles['031 in fluorescence recovery after photobleach- 
ing (FRAP) experiments. Apart from these investigations 
centered around the question of interparticle structure 
and particle diffusion, photochemical studies have not 
been undertaken. A new method of preparing dye-labeled 
particles has recently been published.1'042'051 Tri meth- 
oxymethylsilanes (TMOMS) were used for the synthesis 
together with chlorobenzyl-trimethoxysilane, leading to 
lower cross-link density and higher porosity as compared 
to the particles from TES. Thus carboxylate derivatives 
of the dyes were able to diffuse through the micropores 
and were bound by esterification with the chlorobenzyl 
group. For particles to be stable in aqueous medium, the 
coating has to be carried out with bifunctional com- 
pounds, one group being a terminal amino group. 

~ u h r h o ~ [ ' ~ "  started the Stober synthesis with silicon 
tetrapropoxide and aminated the surface with a silylchlo- 
ride derivative. Judging from TEM pictures the particles 
of at least 60-nm diameter had a smooth surface. In a 
further derivatization step gaps in monolayers, as already 
realized on gold particles, were constructed. Tetracarb- 
oxyphenylporphyrin was covalently bound to the surface 
through four amide bonds. Polyoxyethylene as terminal 
group rendered the particles especially hydrophilic. In 
contrast to the case of porphyrin bound to gold particles 
the photophysical properties of the porphyrin were similar 
to that of corresponding porphyrins in solution (e.g., the 

Fig. 14 Model of a porphyrin-based membrane gap. (Fuhrhop, 
unpublished.) 

fluorescence yield). The triplet state was detected by ab- 
sorption changes around 780 nm with a relaxation time 
larger than in solution. Negatively charged o-naphthoqui- 
none-sulfonate was able to penetrate to the porphyrine and 
to accelerate the triplet relaxation by electron transfer (the 
singlet state was also affected) (Fig. 14). 

Silica particles are commercially available in different 
qualities. Cab-0-Sil, which has been sintered at 500°C, is 
the least porous material and best suited for the attachment 
of monolayers. ~ a l l o u k [ ' ~ ~ '  has formed multilayers by 
alternating assembly of a.o-bis-phosphonic acid-bolaam- 
phiphiles and Zr(1V)-salts on Cab-0-Sil particles termi- 
nated by phosphonic acid. 

CONCLUSION 

Membrane coating of nanoparticles enables to vary the 
properties and interactions of individual particles, thereby 
also determining their stability in a given solvent. The 
ordering of these membranes is less than that of SAMs on 
planar surfaces and therefore a subject of intense research. 
Photochemical and photophysical reactions of dyes 
incorporated into the membranes help to elucidate the 
order and other properties of the membranous coatings, 
especially on gold particles. On silver and gold parti- 
cles, surface-enhanced reactions such as Raman and reso- 
nance Raman scattering are analytical tools. Fluorescent 
dyes on silica particles are used to investigate the struc- 
ture of concentrated colloidal solutions. On semiconduc- 
tor particles, dye coatings have a more practical purpose: 
sensitization for the absorption of visible light makes the 
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particles interesting in the context of solar energy 
conversion. The construction of photoelectrochemical 
cells, the production of hydrogen, and the photochemical 
detoxification of waste materials, especially in water, are 
projects that will still become more important in the 
future. The general trend is to leave the single-particle 
systems and come to the design of assemblies of 
nanoparticles with a well-defined architecture. The parti- 
cles are cross-linked by membranes or polymers, provided 
with dyes or other molecules, to realize defined distances 
and surfaces with special properties and finally to amve at 
new complex composite materials. Until now for photo- 
chemical reactions the large surface of the particles has 
been the decisive advantage over planar surfaces. The size 
dependence of optical, electrochemical, and thermody- 
namic properties of quantum particles has scarcely been 
exploited and is surely more essential for the design of 
special optical materials for nonlinear optics and of 
nanoelectronic circuits. 
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INTRODUCTION 

In 1842, the Swiss physicist Daniel ~olladon'" demon- 
strated that light could be guided along a curved path 
within a tube of transparent material. Colladon's "light 
pipe" was simply a narrow stream of water issuing 
through a hole in the side of a tank. The underlying 
guidance mechanism in this case was, of course, total 
internal reflection (T1R)-the phenomenon by which 
standard single-mode fiber (SMF) guides light. A typical 
SMF designed for communications wavelengths (Fig. la) 
has a Ge-doped silica core (synthesized by modified 
chemical vapor deposition),12' a core-cladding refractive 
index difference of a few percent, and a core diameter of - 10 pm, and possesses astonishing optical clarity (0.2 
dB/km at 1550 nm). Although SMF has been outstand- 
ingly successful in optical telecommunications, there is 
still pressure to further improve its performance. For ex- 
ample, optical nonlinearities in the solid glass core are 
proving complex to understand and awkward to control, 
and are contributing to bit error rate deterioration over 
long spans in wavelength division multiplexed systems. In 
other fields, there is a long-standing need for fibers that 
can carry higher power; act as versatile sensors or hosts 
for rare earth ions; and have multiple cores, higher non- 
linearities, lower nonlinearities, higher birefringence, and 
widely engineerable dispersion. 

Annular Fibers 

In the early 1970s, another kind of structure had been 
proposed, in theory, as an alternative to SMF (Fig. lb). 
This was a cylindrical fiber that guided light by Bragg 
scattering at a periodic array of annular rings of high and 
low refractive index arranged around a central core.''] A 
team in France has recently succeeded in making a solid- 
core version of this structure using modified chemical 
vapor deposition (MCVD).'~' Work is also underway to 
realize a hollow-core version of a similar ~tructure. '~' 

Photonic Crystal Fibers 

In 1991, the idea emergedr6] that light might be trapped in 
a hollow core by means of a two-dimensional "photonic 
crystal" of microscopic air capillaries running along the 
entire length of a fiber. Appropriately designed, this array 
would support a photonic band gap for incidence from air, 
preventing the escape of light from a hollow core into the 
cladding and avoiding the need for TIR. It was initially far 
from obvious that so many new applications and devel- 
opments would emerge from the photonic crystal fiber 
(PCF) concept."-" The two basic types-with hollow and 
solid cores-are illustrated in Fig. l c  and d. In this article, 
we review its fabrication and guidance mechanisms, nu- 
merical modelling techniques, and the numerous and 
growing number of applications. 

Nomenclature 

The PCF idea came from the field of photonic band gap 
materials, not from within fiber optics. For this reason, 
we prefer the name PCF. It is also sometimes referred 
to as "holey" fiber (P. R.'s first jocular name for it, be- 
fore anyone knew whether it could be made) or "micro- 
structure" fiber. 

FABRICATION TECHNIQUES 

The first working PCF emerged from the drawing tower in 
late 199.5.[1°' Since then, structures with increasing per- 
fection and uniformity have been produced in many lab- 
oratories, using several different techniques (Fig. 2). The 
first stage is the production of a "preform"-a macro- 
scopic facsimile of the nanoscopic structure in the drawn 
PCF. There are many ways to do this, including stacking 
of capillaries and rods,"" ex t r~s ion , [ '~ - '~ '  sol-gel casting, 
injection molding, and drilling."5' 
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Fig. 3 Preform stack containing (a) birefringent solid core 
hollow core; (c) solid isotropic core; and (d) doped core. 
capillary diameters are - 1 mm. 

u The most widely used technique is capillary stacking 
(Fig. 3), a method that is especially suited to silica glass 

Fig. 1 (a) Standard SMF: outer diameter, 125 pm; core because of the ready availability of high-quality starting 
diameter, -9 pm; core refractive index, a few percent higher 
than the silica-cladding index (1.46). (b) Annular Bragg fiber. (c) tubes of appropriate dimensions. Typically. meter-length 

Solid-core PCF. (d) Hollow-core PCF. The black regions are hol- capi11aries with an Outer diameter of around are 

low, and the white and grey regions denote pure and doped glass. drawn from a tube h i g h - ~ u r i t ~  

Fig. 2 (a) The first working 

. - 
with a diameter of perhaps 20mm and a length of 1 m. The 
inner diameter of the capillaries is largely set by the inner1 
outer diameter ratio of the starting tube, which might lie in 
the range from 0.3 up to beyond 0.9. The uniformity in 
diameter of the capillaries (and their circularity) should be 
controlled to at least 1% of the diameter, and preferably 
far better. When a suitable quantity of uniform capillaries 
is available, they are stacked horizontally by hand in a 
suitable jig to form a close-packed arrangement. The final 
stack is loosely bound with wire, before being inserted 
into a snug jacketing tube. It is then mounted in the pre- 
form feed assembly for drawing down to fiber. 

Extrusion is an attractive alternative route to making 
PCF from bulk glass. It enables the formation of structures 
that are not readily achievable by stacking, and requires a 
minimal amount of processing. Perhaps ~ t s  most important 
application is to nonsilica glass PCFs and other materials. 
Fig. 2d shows the cross section of a fiber extruded, 
through a metal die, from a commercially available glass 
(Schott  SF^).''^] 

--- . ... . CHARACTERISTICS OF PHOTONIC 
- YCF-the sohd glass core is 

surrounded by a triangular array of 300-nm-diameter air CRYSTAL CLADDING 

channels, spaced 2.3 pm apart. (From Ref. [ll].) (b) Detail of 
a recent low-loss solid-core PCF (interhole spacing, -2 pm). The simplest photonic crystal cladding is a biaxially pe- 

(From Refs. [26] and [35].) (c) The first hollow-core PCF. (From riodic, defect-free, composite material with its own well- 

Ref. 1191.) (d) A small-core PCF extruded from Schott SF6 defined dispersion and band structure. A good knowledge 
glass. (From Ref. [13].) of its properties is essential for understanding the behavior 
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of the guided modes that form at cores (or "structural 
defects" in the parlance of photonic crystals). A useful 
graphical tool is the propagation diagram-a map of the 
ranges of frequency and axial wavevector component 
where light is evanescent in all transverse directions re- 
gardless of its polarization state (Fig. 4).[16] The vertical 
axis is the normalized frequency kA = wAlc (w is the 
angular frequency, A is the interhole spacing, and c is the 
velocity of light in vacuum), and the horizontal axis is the 
normalized axial wavevector PA.  Light is free to propa- 
gate in the white areas and is evanescent (due either to 
TIR or photonic band gaps) in the black regions. In any 
subregion of isotropic material (glass or air) at fixed op- 
tical frequency, the maximum possible value of P A  is 
given by kAn,  where n is the refractive index (at that 
frequency) of the region under consideration. For /3 < kn, 
light is free to propagate; for P > kn, it is evanescent; and 
at P = kn, the critical angle is reached--denoting the onset 
of TIR for light incident from a medium of index larger 
than n. Moving from left to right, the slanted guidelines 
(included in Fig. 4) denote the transitions from propaga- 
tion to evanescence for glass, air, and the photonic crystal. 
The maximum value of P A  in the photonic crystal clad- 
ding lies in the range k < P A  < kn, (where n,  is the index of 
silica) as expected of a glasslair composite material. Its 
maximum axial refractive index depends strongly on 
frequency, even though neither the air nor the glass is 
assumed to be dispersive in the analysis. Microstructuring 
itself creates dispersion, through a balance between 
transverse energy storage and energy flow that is highly 
dependent on frequency. As the wavelength of the light 
falls, the optical fields are better able to distinguish be- 

6 7 8 9 10 11 12 

normalised wavevector along fibre PA 

Fig. 4 Propagation diagram for a PCF with 45% air-filling 
fraction. Note the different regions where light is (4) cut off 
completely, (3) able to propagate only in silica glass, (2) able to 
propagate also in the photonic crystal cladding, and (1) able to 
propagate in all regions. The "fingers" indicate the positions of 
full two-dimensional photonic band gaps. (From Ref. [16].) 

tween the glass regions and the air. The light piles up more 
and more in the glass or the air, causing the effective 
refractive index "seen" by it to change. In the limit of 
small wavelength All + m , the light is strongly excluded 
from the air holes by TIR, and the field profile freezes into 
a shape independent of wavelength. Treating each strand 
as a metallic waveguide of radius a = A/& -dl2 and 
making the approximation that the field amplitude is .lo 
(rzolla) (where zol is the first zero of the Bessel function 
Jo), it may be shown that the maximum axial refractive 
index in the cladding is: 

in the short wavelength limit. For a more rigorous account 
of this phenomenon, see Ref. [17]. 

The finger-shaped regions on the diagram denote full 
two-dimensional photonic band gaps. Some of these ex- 
tend into the region 0 < k, where light is free to propagate 
in vacuum, confirming the feasibility of trapping light 
within an empty microtube. 

CLASSES OF GUIDANCE 

In SMF, guided modes form in the range of axial refrac- 
tive indices n,, < n, < n,,,,, when light is evanescent in the 
cladding (n, = Plk). In PCF, four distinct guidance 
mechanisms exist: a modified form of TIR,"~, '~]  photonic 
band gap guidance,1191 a frustrated tunneling process 
(leading to the formation of surface states around the edge 
of the and a low-leakage mechanism based on 
creating a low density of states in the cladding.r21' 

Modified Total Internal Reflection 

This type of guidance was observed in late 1995, in the 
first working PCF, at a central solid core in an array 
of -300-nm-diameter air holes, spaced 2.3 pm apart 
(Fig. 2a). The striking feature of this fiber was that it was 
"endlessly single-mode" (i.e., the core did not ever seem 
to become multimode in the experiments, no matter how 
short the wavelength of the light).[17] Although the guid- 
ance in some respects closely resembled conventional 
TIR, it turned out to have some interesting and unique 
features that distinguish it markedly from the standard 
case. These are because of the piecewise discontinuous 
nature of the core boundary-sections where air holes 
strongly block the escape of light interspersed with 
regions of barrier-free glass. In fact, the cladding operates 
in the Mie scattering regime where transverse effective 
wavelength (in silica) is comparable with geometrical 
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substructures in the cladding. The zone of operation in 
Fig. 4 is 1 2 ~ s ~  < 12, < 12,ilica 

Photonic Band Gap: Hollow Core 

Larger air-filling fractions and small interhole spacings 
are necessary to achieve photonic band gaps in the region 
n,< 1. The relevant operating region in Fig. 4 is to the left 
of the vacuum line inside one of the band gap fingers. 
These conditions ensure that light is free to propagate- 
and form guided modes-within the hollow core while 
unable to escape into the cladding. The number N of such 
modes is controlled by the depth and width of the re- 
fractive index "potential well" and is given by: 

a 

Fig. 6 (a) PCF designed for guidance of white light. (From 

where nhigh and nlOw are the refractive indices at the edges 
of the photonic band gap, p is the core radius, and il is the 
wavelength of light. Because the band gaps are quite 

2 narrow (nhigh-& is typically a few percent), the ho~low 
core must be large if a guided mode is to exist at all. 
In the first working hollow-core PCF reported in 1999,[19' 
the core was formed by omitting seven capillaries from 
the preform stack (Fig. 2c). An electron micrograph of a 
more recent hollow-core PCF is shown in Fig. 5.[221 

Photonic Band Gap: Surface States 

To observe unambiguous photonic band gap guidance, it 
is necessary to ensure that the core refractive index is 
lower than the cladding index. The first such PCF, dem- 
onstrated in 1998, consisted of a lattice of air holes ar- 

Low Density-of-States Guidance 

Fig. 5 Scanning electron micrograph of a hollow-core PCF 
designed to guide 1064 nm light. (Transmission spectrum is 
plotted in Fig. 8.) Note the slightly elliptical core. 

Ref. [21].) (b) The "Kagomk" lattice in the cladding provides a 
low density of states (i.e., an incomplete band gap). 

ranged in the same way as the carbon rings in graphite. 
A core was formed by introducing an extra hole at the 
center of one of the rings, its low index precluding the 
possibility of TIR guidance.r201 When white light was 
launched into the core region, a brightly colored mode 
was transmitted-the colors being dependent on the ab- 
solute size to which the fiber was drawn. The modal 
patterns had six equally strong lobes, disposed in a 
flowerlike pattern around the central hole. Closer exami- 
nation revealed that the light was guided not in the air 
holes but in the six narrow regions of glass surrounding 
the core. The light chose to remain in these regions, de- 
spite the close proximity of large areas of silica, full of 
modes. One interpretation of this behavior is that, for 
particular wavelengths, the phase velocity of the light in 
the core is not coincident with any of the phase velocities 
available in the transmission band created by the array of 
larger adjacent regions. Thus light is unable to tunnel over 
to them and so remains trapped in the core. This "frus- 
trated tunneling" mechanism of photonic band gap for- 
mation can only operate in extended two-dimensional 
structures (similar types of behavior are seen in modes 
trapped within defect layers in multilayer stacks'231). The 
guided modes, which can also form in hollow-core PCF, 
can be viewed as surface-trapped states, light being con- 
fined by TIR on the core side of a boundary and by a 
photonic band gap on the cladding side. The zone of op- 
eration in Fig. 4 is 1 <n,<nFsM. 

It was shown that the transmission bands can be greatly 
widened by fabricating a different cladding structure-a 
KagomC lattice.[211 Fig. 6a shows the white-light mode 
emerging from such a fiber, the minimum loss being N 1 
dB/m. It turns out in this case that the density of states is 
greatly reduced in the cladding near the vacuum line. The 
consequential poor match between the core states and the 
greatly reduced number of cladding states slows down, but 
does not completely prevent, the leakage of light. The 
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precise details of the mechanism of this case are still 
under study. 

CHARACTERISTICS OF GUIDANCE 

Controlling Number of Modes 

In a solid-core PCF guiding by modified TIR, the number 
of modes guided at short wavelengths is approximately 
given by: 

where Eq. 1 has been used to represent the cladding re- 
fractive index. This indicates that in the short wavelength 
limit, the number is determined solely by geometry. This 
behavior can be understood by viewing the array of holes 
as a modal filter or "sieve" (Fig. 7). The fundamental 
mode has a transverse effective wavelength (in the core) 
,Ieff FZ 4A. Thus it is unable to "squeeze between" the 
gaps between the holes (in the cladding), which are spaced 
A-d apart and are thus below the Rayleigh resolution 
limit Aetf/2= 2A. Provided the relative hole size dlA is 
small enough, higher-order modes are able to escape- 
their transverse effective wavelength is shorter so they 
have higher resolving power. As the holes are made 
larger, successive higher-order modes become trapped. 
Numerical modelling shows that if dlA < 0.43, the fiber is 
"endlessly single-mode" (i.e., it never supports any 
higher-order guided modes). The strong wavelength dis- 
persion in the photonic crystal cladding causes the core- 
cladding index step to fall as the wavelength gets 
~ h o r t e r . " ~ , ' ~ ~  This counteracts the usual trend toward in- 
creasingly multimode behavior at short wavelengths. In 
the limit of very short wavelength, the transverse single- 
mode profile freezes into a constant shape that does 
not depend on wavelength. In this regime, the light strikes 
the glass-air interfaces at glancing incidence, and is 
strongly rejected from the air holes. As a consequence, the 

\a a a,' '!!!!-A!!* 

Fig. 7 Modal filtering in a solid-core PCF. (a) The fundamen- 
tal mode is trapped whereas (b) higher-order modes leak away 
through the gaps between the air holes. (View this art in color at 
www.dekker.com.) 
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Fig. 8 Attenuation spectrum of a hollow-core PCF designed 
for low-loss transmission of 1064 nm light. 

angular divergence (numerical aperture or NA) of the 
emerging light is proportional to wavelength-in SMFs, it 
is approximately constant owing to the appearance of 
more and more higher-order guided modes as the fre- 
quency increases. 

Ultralarge Mode Areas 

Because this sieving process is controlled only by the size 
and positions of the holes and the core, it does not depend 
strongly on wavelength. A corollary is that the behavior is 
quite independent of the absolute size of the structure, 
making possible arbitrarily large SMF cores. A PCF with 
a core diameter of 22 pm at 458 nm was reported in 
1998.~'~' In conventional step index fibers, where 
V<2.405 for single-mode operation, this would require 
uniformity of core refractive index to 1 part in lo5-this 
is very difficult if MCVD is used to form the doped core. 
Large-mode areas allow much higher power to be carried 
before the onset of intensity-related damage. This has 
obvious benefits for high-power delivery, amplifiers, 
and lasers. 

Restricting the Guided Wavelengths 

In solid-core PCF, the refractive index of the photonic 
crystal cladding increases with optical frequency, tending 
toward the index of silica glass in the short wavelength 
limit. Thus if the core is made from a glass with a re- 
fractive index lower than that of silica (e.g., fluorine- 
doped silica), guidance is lost at wavelengths shorter than 
a certain threshold value.'251 Such fibers have the unique 
ability to prevent transmission of short wavelength light- 
a remarkable result when one considers that conventional 
fibers get better and better at guiding light as the wave- 
length drops. 
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Fig. 9 (a) Scanning electron micrograph of birefringent PCF. 
(b) "Cobweb" PCF with very small core and zero GVD 
wavelength of 560 nm. The core is only 800 nm in diameter. 

In hollow-core PCF, guidance can only occur when a 
photonic band gap coincides with a core resonance. This 
means that only restricted bands of wavelength are 
guided-dolored light is typically transmitted when white 
light is launched into the core. The attenuation spectrum 
of a recent hollow-core PCF, designed for low-loss 
transmission at 1064 nm wavelength, is given in Fig. 8.[261 

Birefringence 

The modes of a perfect sixfold symmetric core are not 
b i re f~- in~en t . '~~ '  However, in practice, even slight distor- 
tions in the structure yield a degree of birefringence, and if 
the core is deliberately distorted so as to become twofold 
symmetric (e.g., by introducing capillaries with different 
wall thicknesses above and below the core; Fig. 9a), ex- 
tremely high values of birefringence can be achieved- 
some 10 times larger than in conventional fibers.r281 

Experiments show that the birefringence is highly insen- 
sitive to temperature, which is important in many ap- 
plications. Traditional "polarization-maintaining" fibers 
(bow tie, elliptical core, or Panda) contain at least two 
different glasses, each with a different thermal expansion 
coefficient. The resulting temperature-dependent stresses 
make birefringence a strong function of temperature. 

Dispersion 

Group velocity dispersion (GVD), which causes different 
frequencies of light to travel at different speeds, is a 
crucial factor in the design of telecommunications sys- 
tems. The magnitude of the GVD changes with wave- 
length, passing through zero at -- 1.3 pm in conventional 
fiber. In PCF, the dispersion can be controlled with great 
freedom. For example, as the holes get larger, the core 
becomes more and more isolated, until it resembles an 
isolated strand of silica glass suspended by six thin webs 
of glass. If the whole structure is made very small (core 
diameters less than 1 pm have been made), the zero dis- 
persion point can be shifted to wavelengths in the visi- 
ble.L293301 The "cobweb" PCF in Fig. 9b has a dispersion 
zero at 560 nm. By careful design, the wavelength de- 
pendence of the GVD can also be reduced. Fig. 10 shows 
the GVD curves of three fibers with ultraflattened low- 
level GVD.'~" In nonsilica glasses, such as Schott SF6, 
the intrinsic zero dispersion wavelength is at a differ- 
ence point, providing a further degree of freedom in GVD 
design.[13] 

wavelength (nm) 

Fig. 10 GVD profiles, against wavelength, for three different PCFs designed to have low-level ultraflattened GVD. (From Refs. [31] 
and [32].) 
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Multicore 

The stacking procedure makes it straightforward to pro- 
duce multicore fibers. The preform stack is built up with 
the desired number of solid (or hollow) cores, and is 
drawn down to fiber in the usual manner.["j The char- 
acteristics of coupling between the cores are unusual-the 
coupling strength depends on the sites chosen because 
the evanescent decay rate of the fields changes with azi- 
muthal direction. Applications include curvature sens- 
ing.[341 More elaborate structures can be built up, such as 
fibers with inner and outer claddings designed as high- 
power fiber lasers. 

Attenuation Mechanisms 

The optimum spacing (-80 km) between repeaters in 
telecommunications systems is set by the fiber attenua- 
tion, which in the best conventional fibers is limited by 
Rayleigh scattering to -0.2 dB/km at 1550 nm wave- 
length. A key question is whether hollow-core or solid- 
core PCF can match-or perhaps improve on-this and 
perhaps replace rival conventional fibers in telecom- 
munications. The answer is not yet clear, although it is 
easy enough to pose the questions. Are the glass-air 
interfaces smooth enough to avoid significant scattering 
out of the core or into other modes? Is Rayleigh scattering 
amplified by the large refractive index step at the inter- 
faces? Will the holes fill with water vapor and will huge 
water-related losses develop at 1.39 pm wavelength, 
where an overtone of the OH bond absorption occurs'? 

all guidance is effectively lost. PCF does not escape this 
effect (large-mode area PCF in particular is highly sen- 
sitive to bend loss) and, in fact, in its endlessly single- 
mode form, PCF exhibits an unexpected short wavelength 
bend edge, caused by bend-induced coupling from fun- 
damental to higher-order modes, which of course leak out 
of the Experimentally, hollow-core PCF is re- 
markably insensitive to bend loss-in many cases, no 
appreciable drop in transmission is observed until the 
fiber breaks. 

Confinement loss 

A fabricated PCF necessarily incorporates a finite number 
of holes in the cladding region. For a guided mode, the 
Bloch waves in the photonic crystal cladding are eva- 
nescent, just like the evanescent plane waves in the 
cladding of a conventional fiber. If the cladding is not 
thick enough, the evanescent fields at the claddingtcoating 
boundary can be substantial, causing attenuation. In the 
solid-core case for small values of dtA, the resulting loss 
can be quite substantial unless a large number of periods is 
used.["' Very similar losses are observed in the hollow- 
core fibers, where the "strength" of the photonic band 
gap (closely related to its width in b) determines how 
many periods are needed to reduce confinement loss to 
acceptable levels. Numerical modelling is very useful for 
giving an indication of how many periods are needed to 
reach a required loss level. 

NUMERICAL MODELING TECHNIQUES 
Absorption and scattering 

The reported losses, from teams in Europe, Japan, and the 
United States, are steadily dropping, and the record now 
stands at 0.37 dBkm in a solid-core PCF.~",'~~ Hollow- 
core PCF has the greatest potential for extremely low loss 
because the light is travelling predominantly in the 
hollow core. Although the best reported attenuation in 
hollow-core PCF is fairly high (13 d ~ k m ) , ~ ' ~ '  values 
well below 0.2 dBkm seem at least feasible with further 
development of the technology. The prospect of im- 
proving on conventional fiber, at the same time greatly 
reducing the nonlinearities associated with a solid glass 
core, is tantalizing. 

Bend loss 

Conventional fibers suffer additional loss if bent beyond a 
certain critical radius RCri,, which depends on wavelength, 
core-cladding refractive index step, and, most notably, the 
third power of core radius For wavelengths longer 
than a certain value (the "long wavelength bend edge"), 

The complex structure of PCF-in particular the large 
refractive index difference between glass and air and the 
resonant nature of the holes and interhole spaces-makes 
its electromagnetic analysis very challenging. Standard 
optical fiber analyses do not much help. Although-as we 
have seen in previous sections-a number of approximate 
models do exist, these are only useful as rough guidelines 
to the exact behavior. Maxwell's equations must be solved 
numerically, using one of a number of specially developed 
techniques.[ '6.394'1 

The most popular technique uses a plane wave basis for 
the fields. This converts the wave equations into standard 
matrix eigenvalue problems suitable for numerical com- 
putation. The wave equation satisfied by the H field is 
particularly amenable because, set up for (to2/c2) as an ei- 
genvalue, it is Hermitian in form. For waveguiding struc- 
tures, such as PCFs that incorporate a defect core into an 
otherwise periodic medium, a supercell is constructed. The 
supercell is made large enough so that, once tiled, the 
guided modes in different cores do not significantly inter- 
act. The plane wave expansion method suffers from its 
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inability to accurately represent step changes in the di- 
electric function. The associated ringing or Gibb's phe- 
nomenon introduces an inaccuracy in the solutions unless a 
very large number of plane wave components is retained. 
This problem can be alleviated by reexpressing the wave 
equation satisfied by the H field in a variational form and 
by using a conjugate gradient minimization 

In most practical cases in photonics, a set of constant 
frequency modes is far more useful. Therefore it is 
convenient to set up Maxwell's equation with b2 as 
an eigenvalue: 

where the gradient operator within the square brackets 
only operates on the In ~ ( q )  term. This form also allows 
material dispersion to be naturally included. Fourier ex- 
pansion of Eq. 4 can then be used to convert them to 
matrix eigenvalue forms.[401 Unfortunately, because of 
the non-Hermitian nature of Eq. 4, a variational approach 
cannot be invoked so straightforwardly, implying that the 
number of retained basis waves that can be considered in 
a plane wave expansion is more limited. 

Other numerical techniques include expansion of the 
field in terms of Hermite-Gaussian functions,r291 the fi- 
nite-difference time domain (FDTD) approach (a simple 
and versatile tool with which to explore waveguide ge- 
~ m e t r i e s l ~ ~ ] ) ,  and the finite-element approach.[451 If the 
PCF structure comprises purely circular holes, the multi- 
pole or Rayleigh method is a particularly fast and efficient 
approach to use.[421 The method works by calculating the 
scattering of a field incident on each hole by the use of 
Mie scattering theory. 

The most appropriate and efficient method to use for a 
given PCF structure depends on its geometry and which 
properties are required. The plane wave method is at- 
tractive for calculating mode properties because of the 
large number of basis waves that can be used. In common 
with most basis expansion methods, this method fails to 
accurately describe the discontinuities in the dielectric 
distribution and in the field at the dielectric interfaces; this 
necessitates the use of a large basis size. The multipole 
method overcomes this limitation by expanding the fields 
in various dielectric regions in local basis sets appro- 
priate to the local symmetry and performs the boundary 
matching directly. For fibers comprising circular holes, 
the multipole method generally gives the quickest and 
most accurate results. Because no spatial mesh is required, 
the method naturally maintains the symmetry of the 
structure and the constructed eigenmodes show the correct 
symmetries also. 

The confinement loss suffered by the guided modes is 
not directly accessible with the plane wave approach be- 
cause of the Bloch boundary conditions that are applied. 
The leakage can be obtained from methods in which ra- 
diative boundary conditions outside the holey region can 
accurately be employed. This is automatic for the multi- 
pole method and can be achieved using boundary-element 
and finite-element approaches, although in the latter case, 
its accurate implementation (using, for example, perfectly 
matched layers) is not straightforward. The finite differ- 
ence time domain approach can be invoked to calculate 
leakage loss if this is substantial, but losses at the level of 
a few decibels per kilometer or less, which are appropriate 
for most PCF fiber systems, are not resolved. This prob- 
lem can be alleviated by reexpressing the wave equation 
satisfied by the H field in a variational form and by using 
the conjugate gradient minimization scheme;14" this al- 
lows many tens of thousands of plane waves to be retained 
in the expansions. 

INTRAFIBER DEVICES, CUTTING, 
AND JOINING 

As PCF becomes more widely used, there is increasing 
demand for cleaving, low-loss splicing, multiport cou- 
plers, intrafiber devices, and mode area transformers. The 
air holes provide an opportunity not available in standard 
fibers-they collapse under surface tension when heated 
to the softening temperature of the glass. Thus not only 
can the fiber be stretched locally to reduce its cross- 
sectional area, but the microstructure can itself be altered. 

PCF cleaves very cleanly using standard tools, showing 
slight end-face distortion only when the core crystal is 
extremely small (interhole spacing 1 pm), and the air- 
filling fraction is very high (>50%). Solid-core PCF can 
be spliced successfully both to itself and to standard fiber 
using a fusion-splicing process. The two fiber ends are 
placed in intimate contact and heated to softening point. 
With careful control, they fuse together without distortion. 
Provided that the mode areas are well matched, splice 
losses of <0.2 dB can normally be achieved except when 
the core is extremely small (less than -- 1.5 pm). Fusion 
splicing hollow-core fiber is feasible when there is a thick 
solid glass outer sheath (e.g., as depicted in the inset in 
Fig. 8), although very low splice losses can be obtained 
simply by placing the fibers end-to-end and clamping 
them-after all, the index matching fluid for hollow-core 
PCF is vacuum. 

In many applications, it is important to be able to 
change the mode area without losing light. This is done 
traditionally using miniature bulk optics-tiny lenses pre- 
cisely designed to match to a desired NA and spot size. In 
PCF, an equivalent effect can be obtained by scanning a 
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heat source (flame or carbon dioxide laser) along the fiber. 
This causes the holes to collapse, with the degree of col- 
lapse depending on the dwell time of the heat. Drawing 
the two fiber ends apart at the same time provides addi- 
tional control. Low loss graded transitions can fairly easily 
be made-mode diameter reductions as high as 5:l have 
been realized with low loss. A further degree of freedom 
may be gained by pressurizing the holes during the taper 
process.r461 

The ability to cause large changes in the optical char- 
acteristics of PCF by heating is leading to a whole family 
of new intrafiber components. Microcouplers can be made 
in dual-core PCF-two optically isolated cores can be 
made to interact by collapsing the holes so as to allow the 
mode fields to expand and "talk" to each other.[471 Long 
period gratings, which couple the core light into the 
cladding within certain wavelength bands, can be made by 
periodic modulation of hole size.[481 Rocking a birefrin- 
gent PCF to-and-fro, while scanning a carbon dioxide 
laser along it, results in so-called "rocking filters," which 
transfer power from one polarization state to the other 
within a narrow band of wavelengths.[491 All these com- 
ponents have one great advantage over equivalent devices 
made in conventional fiber-being permanent changes in 
morphology, they are highly stable with temperature and 
over time. 

APPLICATIONS 

The diversity of new or improved features, beyond what 
conventional fiber offers, means that PCFs are finding an 
increasing number of applications in every widening area 
of science and technology. 

Gas-Based Nonlinear Optics 

A long-standing challenge in photonics is how to maxi- 
mize nonlinear interactions between laser light and low- 
density media such as gases. Efficient nonlinear processes 
require high intensities at low power, long interaction 
lengths, and good-quality transverse beam profiles. A 
structure conceptually capable of delivering all these re- 
quirements simultaneously is a perfectly guiding hollow- 
core waveguide supporting a single transverse mode with 
low attenuation losses. Although, theoretically, this could 
be realized using a perfect metal, the attenuation in real 
metals at optical frequencies is much too high. A number 
of conventional approaches have been used to alleviate 
this problem, including focusing a laser beam into the gas 
with suitable optics, using a 200-ym bore fiber capillary 
to confine the gas and provide some degree of guidance 
for the light,[501 and employing a gas-filled high-finesse 
Fabry-PCrot cavity to increase the interaction length.[''' 

As explained in Ref. [21], none of these approaches 
comes close to the performance offered by hollow-core 
PCF. At a bore diameter of 10 pm, for example, a focused 
free space laser beam is marginally preferable to a capil- 
lary, whereas a hollow-core PCF with 13 dB/km attenu- 
ation is an astonishing 100,000 x more effective. Such 
huge enhancements are rare in physics, and point the way 
to dramatic improvements in all sorts of nonlinear laser- 
gas interactions. The first results are beginning to emerge: 
Recently stimulated Raman scattering was observed in a 
hydrogen-filled hollow-core PCF at threshold pulse en- 
ergies -- 100 x lower than previously reported.[''] Many 
other areas of nonlinear optics are likely to be revolu- 
tionized, such as x-ray generation in noble gases pumped 
by femtosecond Ti-sapphire laser pulses.[521 The conver- 
sion efficiency of this process was further enhanced re- 
cently by modulating the bore diameter so as to phase 
match the light and the x-rays.[531 This can be imple- 
mented in PCF by heat treatment with carbon dioxide 
laser light.[481 

High-Power Transmission 

Hollow-core fiber is also excellent for transmitting high 
continuous-wave power as well as ultrashort pulses with 
very high peak powers. A recent paper reports femtosec- 
ond solitons at 1550 nm with peak powers of 2 MW in 
hollow-core PCF . [~~]  For soliton formation, the sign and 
magnitude of the GVD are crucial. It has recently been 
reported that the GVD changes sign across the band gap, 
permitting choice of normal or anomalous dispersion 
depending on the application.[221 

Rare Earth-Doped Lasers and Amplifiers 

Rare earth-doped PCF lasers can be straightforwardly 
produced by incorporating doped canes in the preform 
stack. Many different structures can be fashioned, such as 
large-mode area cores and multicore lasers. 

Ultrahigh power lasers 

High-power rare earth-doped lasers and amplifiers can be 
fashioned in large-mode area PCF by incorporating a 
second, much larger, multimode core around the single- 
mode lasing core. Using microstructuring techniques, this 
"inner cladding waveguide" can be suspended by con- 
necting it to an outer glass tube with very thin webs of 
glass (Fig. 11).[5h1 Very high inner cladding NA can be 
obtained (>0.9), making it easy to launch and guide light 
from high-power diode bar pump lasers, which typically 
have very poor beam quality. The pump light is absorbed 
by the lasing core, and high-power single-mode operation 
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Fig. 11 Scanning electron micrograph of a cladding-pumped 
PCF laser designed for high-power operation. (From Ref. [%I.) 
The lasing core is a missing air hole close to the left-hand comer 
of the photonic crystal. 

can be achieved, as in recent reports for Yb-doped fiber 
~ a s e r s . [ ~ ~ ~ ~ ~ ~  

Mode-locked fiber lasers 

Mode-locked fiber lasers rely on control of the dispersion 
within the laser cavity to achieve ultrashort pulse (sub- 
picosecond) operation. PCF offers fine-tuning of the GVD 
over a wide wavelength range, making it ideal for de- 
veloping a new generation of mode-locked laser systems. 
Laser cavities can be envisaged in which there is high 
local GVD but very low average dispersion over a broad 

wavelength range. This would allow operation in the 
stretched-pulse regime, or could be used simply to cancel 
the dispersion of other cavity components.  ode-locked 
fiber lasers previously were forced to operate at wave- 
lengths beyond the 1.3-pm zero GVD point, where the 
dispersion in SMF is anomalous. However. using PCF, it 
becomes possible to design all-fiber mode-locked systems 
at shorter wavelengths by shifting the zero GVD wave- 
length down into the visible. 

Atom and Particle Guidance 

A focused light beam produces both a longitudinal (ac- 
celerating) and a transverse (trapping) force on dielectric 
r n i c r ~ ~ a r t i c l e s . [ ~ ~ ~  For maximum trapping force, the in- 
tensity gradient of the light must be as high as possible. 
This can be achieved by focusing a high-power laser beam 
with a high NA lens. The Rayleigh length for such a 
tightly focused beam is rather short; furthermore, the high 
intensity will quickly accelerate the particle out of the 
trapping zone. Stable trapping of a particle in free space 
requires the longitudinal force to be balanced either by 
gravity or by a second (or reflected) beam. It has long 
been recognized that an alternative configuration offering 
stability would be a nondiffracting or guided beam. To 
guide a dielectric particle, the beam would have to be 
trapped in air rather than in glass, which, until very re- 
cently, was not possible. That did not stop the demon- 
stration of guidance of both solid particles[s9' and 
atoms[601 along a length of hollow capillary during the 
past decade. Of course, use of a capillary prevented the 
full exploitation of the possibilities of a hollow wave- 
guide-for the small core sizes needed for strong trans- 
verse confinement, capillary losses are very high, even on 
length scales of a few millimeters. The same is not true in 

K r M K 
wavevector 

Fig. 12 (a) Photonic band gaps of a square lattice PCF preform. (b) Full two-dimensional acoustic band gaps occur around 23 MHz, in 
agreement with the experiments. (From Ref. [64].) 
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hollow-core PCF, where core diameters of -- 10 pm can be 
realized with losses as low as 50 dB/km. Such a small spot 
size gives a strong transverse trapping force for a given 
longitudinal force, so that it becomes possible to envisage 
guiding particles even around tightly bent fibers at rea- 
sonably high speeds. The first steps toward achieving this 
goal were recently taken.[61 

Sound-Light Interactions 

A perennial problem in photonics is how to force sound 
and light to "talk" (i.e., interact more strongly). Although 
in theory a single photon can be deflected by annihilation 
or creation of a single phonon, a fair population of pho- 
nons must be used to swamp out the effects of thermal 
vibrations. Even so, commercial acousto-optic Bragg cells 
are fantastically inefficient. Driven at 500 mW power and 
deflecting a laser beam of 1000 nm wavelength and a 
power of 1 mW, a bulk 40-MHz Bragg cell uses roughly 4 
billion phonons to deflect one photon. This huge overkill 
is largely because of the very poor overlap between sound 
and light. One way of improving this is to microstructure 
the material so as to create a frequency band where it falls 
silent-an acoustic or photonic band A suitable 
defect volume, placed within this material, will resonate at 
frequencies within the band gap, with the acoustic waves 
being unable to escape into the surrounding silence. Very 
high acoustic energy densities can then be reached at 
small drive powers, suggesting the possibility of a new 
class of superefficient acousto-optic component in which 
both sound and light are trapped at the same time in the 
same place. Such components would en.joy radically en- 
hanced performance (in terms of drive power and preci- 
sion). The first steps in this direction were taken recently 
with the demonstration of intraphotonic band gap trapped 
resonances in the core of a square lattice PCF preform[641 
(Fig. 12). 

Nonlinear Effects 

The ability to enhance effective nonlinearity and, at the 
same time, control the magnitude and wavelength de- 
pendence of the GVD makes PCF a highly versatile and 
complete "laboratory-in-a-fiber" for nonlinear optics. 
Many well-known nonlinear fiber optical effects (e.g., 
stimulated Raman scattering, four-wave mixing, self- 
phase modulation, modulation instability, and solitonic 
effects) have already been observed in short (few meters) 
lengths of fiber. The parameter: 

fiber material (2.5 x 10-" m2 W- ' in silica glass, and an 
order of magnitude or more higher for soft glasses) and 
Aeff is the effective area of the guided mode. The highest 
nonlinearity available in conventional silica fibers is 
y -20 W ' k m  ' at 1550 nm wavelength[661 and y -- 10 
W- ' km-- ' at 850 nm. In comparison, 1; -- 240 W- km- 
at 850 nm for the PCF in Fig. 13 and nonlinearities as high 
as 550 W '  k m  ' at 1550 nm have been measured for 
PCFs based on soft glasses.[671 The fiber nonlinearity is 
important because it sets the nonlinear phase shift asso- 
ciated with propagation of light of a given intensity. The 
nonlinearity can be used to calculate the nonlinear length 
of the fiber LnI = (?Po)- I ,  where Po is the peak power. For 
example, for the fiber in Fig. 13, a peak power of 10 kW 
(easily obtained from an unamplified ultrashort pulse laser 
system) implies LnI < 0.5 mm. For typical values of loss 
(say, 100 dB1km) and dispersion (e.g., 10 pseclnm km), 
this nonlinear length is far shorter than the fiber effective 
length Left and the dispersive length L ~ . [ ~ ~ ~  Consequently, 
it is easy to observe extraordinary nonlinear effects in 
such fibers. The actual nonlinear processes that dominate 
in a particular experiment are determined by the GVD as 
well as the laser characteristics. 

Perhaps the most dramatic application of nonlinear 
PCF is to supercontinuum (SC) generation from picosec- 
ond and femtosecond laser pulses. When high-power 
pulses travel through a material their frequency spectrum 
can be broadened by a range of interconnected nonlinear 
effects.[68' Until recently, the preferred pump laser was a 
regeneratively amplified Ti-sapphire system producing 
high (millijoules) energy femtosecond pulses at 800 nm 
wavelength and kilohertz repetition rate. Then in 2000, it 
was observed that highly nonlinear PCF, designed with 
zero GVD close to 800 nm, massively broadens the 

is often used as a measure of the nonlinearity of the fi- 
ber.16" In Eq. 5, n2 is the nonlinear refractive index of the 

Fig. 13 Core region of a silicalair fiber with a I-pm core 
diameter. Its unusual nonlinear and dispersive properties make it 
a spectacular vehicle for studying nonlinear fiber optics. 
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spectrum of low-energy (few nanojoules) unamplified Ti- 
sapphire pulses launched into just a few centimeters of 
fiber.[693701 Removal of the need for a power amplifier, the 
hugely increased 100-MHz repetition rate, and the spatial 
and temporal coherence of the light emerging from the 
core explain why this source is unique. The SC has 
applications in optical coherence tomography,[711 fre- 
quency metrology,[721 and all kinds of spectroscopy. 

SC has been generated in different PCFs at many pump 
wavelengths in the range of 648 nm[731 to 1550 nm.[I3] 
The wide range of GVD characteristics that have been 
dem~nstrated'~~' in PCF in the 1550-nm wavelength band 
has provided a test bed[321 for nonlinear fiber optics, in 
which the sensitivity of nonlinear pulse propagation to the 
details of the dispersion curve can be tested. The devel- 
opment of conventional fiber-based optical parametric 
oscillators and amplifiers has been constrained by the very 
limited scope for engineering the GVD profile. In PCF, 
these constraints are lifted. The small effective mode area 
also offers high gain, and PCF-based oscillators based on 
synchronously pumped femtosecond and picosecond 
pump pulses have been demonstrated with relatively low 
powers. [74-761 

CONCLUSION 

PCFs represent a next-generation, radically improved 
version of a well-established and highly successful tech- 
nology. In escaping from the confines of conventional 
fiber optics, they have created a renaissance of new pos- 
sibilities in many diverse areas of research and technolo- 
gy, in the process irrevocably breaking many of the tenets 
of received fiber optics wisdom. Over the next few years, 
we expect to see a gradual takeup of PCFs in many fields 
of application. Emerging fields of application include 
biotechnology, optical sensing, medical physics (imaging 
techniques, surgery), microparticle delivery, high-power 
fiber lasers, fiber-based laser delivery for manufacturing, 
long-haul telecommunications, and gas-based nonlinear 
wavelength conversion. 
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INTRODUCTION 

Many classes of components for integrated optics and 
optoelectronics rely on structures with nanometer features 
sizes (typically a fraction of the optical wavelength at 
which they operate) for couplers, filters, laser resonators, 
etc.[I1 Similar but more advanced devices that use 
photonic crystals[21 as well as a variety of subwavelength 
elements13341 for bulk optics also make use of arrays of 
nanostructures to achieve desired optical effects. Tradi- 
tionally, techniques borrowed from the microelectronics 
industry, such as photolithography and electron beam 
lithography, have been employed for these applications. 
The operational complexity of these methods, their high 
capital costs, and certain inherent limitations associated 
with them create research interest in alternative fabrica- 
tion t e ~ h n i ~ u e 5 . ' ~ ~ ~ ~  Two relatively recent approaches to 
patterning photonic nanostructures use advanced forms 
of printing and molding, two of the conceptually oldest 
forms of lithography. These methods offer submicron 
resolution along with patterning capabilities that are well 
suited to this class of application. This article summarizes 
these methods and demonstrates their use in fabricating a 
range of components for integrated optics. 

HIGH-RESOLUTION STAMPS AND MOLDS 

High-resolution stamps and molds can be formed with 
electron beam lithography or photolithography according 
to the procedures illustrated in Fig. 1. Casting and curing a 
polymer against a pattern of resist formed with these 
techniques (known as the "master") yields polymeric 
elements that can serve as stamps and molds. Many 
elements can be produced from a single master and each 
element can be used many times. Similar molds and 
stamps can be made out of the material that serves as the 
substrate for the master by using the resist to generate 
surface relief, through selective etching. There are 
currently two classes of printing techniques that use these 
stamps for patterning with submicron resolution-micro- 
contact printing ( ~ c P ) ' ~ . ~ ]  and nanotransfer printing 
(~TP).'~."] In PCP, an elastomeric stamp [usually poly- 

(dimethylsiloxane), PDMS; Dow Corning, Inc.] is used to 
print patterns of chemical inks. In nTP, a hard or an 
elastomeric stamp delivers a solid ink material to a 
substrate. pCP offers typical edge resolution of 50-200 
nm depending on the inks and substrates. Demonstrated 
resolution in nTP is in the range of 5-20 nm. The stamps 
for these techniques can also be used as high resolution 
molds for embossing relief structures into polymers and 
other soft materia~s.'~' 

Microcontact Printing 

It was mainly developed for use with inks that form self- 
assembled monolayers (SAMs) of alkanethiolates on gold 
and silver. The procedures for carrying out pCP in these 
systems are simple: A stamp, inked with a solution of 
alkanethiol, is brought into contact with the surface of a 
substrate to transfer ink molecules to regions where the 
stamp and substrate contact. The resolution and effective- 
ness of this method relies on conformal contact between 
the stamp and the surface of the substrate, rapid formation 
of highly ordered monolayers,['ll and autophobicity of the 
 SAM,^'^' which effectively blocks the reactive spreading 
of the ink across the surface. It can pattern SAMs over 
relatively large areas (up to -0.25 ft2 have been 
demonstrated in prototype electronic devices)[131 in a 
single impression. 

Fig. 2 schematically illustrates the use of pCP and wet 
etching to pattern a thin film of Au. Fig. 3 shows scanning 
electron microscope (SEM) images of representative 
nanopatterns of gold (20-nm thick, thermally evaporated 
with a 2.5-nm layer of Ti as an adhesion promoter) that 
were fabricated on silicon wafers using this approach. In 
both of these examples, the masters for the stamps consist 
of photoresist patterned on silicon wafers with projection- 
mode photolithography. Placing a few drops of a - 1 mM 
solution of hexadecanethiol (HDT) in ethanol on the 
surface of the stamps, and then blowing them dry with a 
stream of nitrogen prepares them for printing. Contacting 
the metal film for a few seconds with the stamp produces a 
patterned self-assembled monolayer (SAM) of HDT. An 
aqueous etchant removes the unprinted regions of the 
gold.''41 The patterns in Fig. 3 have edge roughness of 
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Fig. 1 Schematic illustration of two representative methods for 
producing high-resolution stamps and molds. Both begin with 
photolithography to pattern a thin layer of resist on a flat 
substrate, such as a silicon wafer. This structure, known as the 
master, is converted to a stamp or mold either by etching or by 
molding. In the first case, the resist acts as a mask for etching the 
underlying substrate. Removing the resist yields a stamp or a 
mold. In the molding approach, a prepolymer is cast against the 
relief structure formed by the patterned resist on the substrate. 
Curing (thermally or optically) and then peeling the resulting 
solid polymer away from the substrate completes the process. 
(View this art in color at www.dekker.com.) 

-50-100 nm. This resolution, which is typical for PCP, is 
determined by the grain size of the metal films, the 
isotropic etching process, slight reactive spreading of the 
inks and edge disorder in the patterned SAMs. Patterns 
with these feature sizes are useful for many applications in 
integrated optics, and especially those at the infrared 
wavelengths (1.5 pm) that are predominant in communi- 
cation systems. 

Fig. 2 Schematic illustration of an example of microcontact 
printing. The first step involves "inking" a "stamp" with a 
solution of hexadecanethiol (HDT) in ethanol. Contacting the 
stamp to a thin film of gold on a substrate produces a patterned 
SAM of HDT. The printed SAM can act as a resist for the 
aqueous-based wet etching of the exposed regions of the Au. The 
resulting pattern of conducting gold can be used to build devices 
of various types. (View this art in color at www.dekker.com.) 

to produce structures of functional materials. The method 
involves four components: 1) a stamp (rigid, flexible, or 
elastomeric) with relief features in the geometry of the 
desired pattern; 2) a method for depositing a thin layer of 
solid material onto the raised features of this stamp; 3) a 
means for bringing the stamp into intimate physical 
contact with a substrate; and 4) surface chemistries that 
prevent adhesion of the deposited material to the stamp 
and promote its strong adhesion to the substrate. nTP has 

Nanotransfer Printing 

Nanotransfer printing (nTP) is a more recent high- 
resolution printing technique that uses surface chemistries 
as interfacial "glues" and "release" layers to control the 
transfer of solid material layers from relief features on a 
stamp to a s u b ~ t r a t e . ' ~ ~ ' ~ '  This approach, which is illus- 
trated in Fig. 4, is purely additive (i.e., material is only 
deposited in locations where it is needed) and it can 
generate complex patterns of single or multiple layers of 
materials with nanometer resolution over large areas in a 
single process step. It does not suffer from surface dif- 
fusion or edge disorder in the patterned "inks" of pCP 
nor does it require postprinting etching or deposition steps 

Fig. 3 Scanning electron micrographs of typical structures 
formed by microcontact printing a self-assembled monolayer ink 
of hexadecanethiol onto thin gold films followed by etching of 
the unprinted areas. The left frame shows an array of Au (20-nm 
thick) dots with -500-nm diameters. The right frame shows 
printed lines of Au (20-nm thick). The edge resolution of 
features in both of these patterns is -50-100 nm. 
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Fig. 4 Schematic illustration of procedures for nanotransfer 
printing a pattern of Au on a GaAs substrate. A uniform mono- 
layer of 1,8-octanedithiol molecules is formed on the GaAs 
using vapor or solution phase deposition. Evaporating a col- 
limated flux of Au (20 nm) onto an elastomeric stamp forms 
layers on the recessed and raised regions but not on the side- 
walls. Contacting this stamp with the substrate leads to Au-S 
bonds. Removing the stamp leaves a pattern of gold on the 
substrate in the geometry of relief on the stamp. The transferred 
gold patterns are effectively "glued" to the surface by strong 
Ga-S, As-S, and S-Au bonds at the interface. The insets high- 
light the idealized orientation of the dithiol molecule on GaAs 
surface; control experiments indicate that the unreacted thiol 
endgroups are generally oriented away from the wafer surface. 

been demonstrated with SAMs and other surface chem- 
istries for printing onto flexible and rigid substrates with 
hard inorganic and soft polymer stamps.[9"0"51 Fig. 4 
presents a set of procedures for using nTP to pattern a thin 
layer of Au with a surface transfer chemistry that relies on 
Au-S bonding and self-assembled m ~ n o l a ~ e r s . [ ' ~ '  The 
process begins with fabrication of rigid or elastomeric 
stamps using the procedures of Fig. 1. Careful control of 
the processing steps yields features of relief with nearly 
vertical or slightly reentrant sidewalls. Directional depo- 
sition of Au (or other materials) onto the surfaces of such 
stamps yields coatings only on the raised and recessed 
regions and not on the sidewalls. The depth of relief on the 
stamps is typically >200 nm for patterning metal films 
with thicknesses 4 0  nm. 

In the case of Fig. 4, contacting a gold-coated PDMS 
stamp to a GaAs substrate that has a self-assembled dithiol 
monolayer on its surface leads to thiol-gold linkages at the 
interface. Removing the stamp (to which the gold does not 

Fig. 5 Optical micrographs of patterns of Au (15-nm thick) 
formed on plastic (top left and bottom left frames), silicon (top 
right frame), and GaAs (bottom right frame) substrates with 
nanotransfer printing. The transfer chemistry in the top left 
case relies on silane self-assembled monolayers with exposed 
thiol groups. The chemistry for the patterns in the top and 
bottom right cases relies on surface dehydration reactions. The 
bottom right pattern used a dithiol chemistry. The minimum 
feature sizes and the edge resolution are limited, in all cases, 
by the stamps. (View this art in color at www.dekker.com.) 
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Fig. 6 Schematic illustration of molding procedures for 
defining distributed feedback gratings for lasers. The gratings 
are formed by exposing a thin film of a photocurable polymer to 
ultraviolet light through an elastomeric mold. 



Fig. 7 Atomic force micrographs of distributed feedback 
grating structures. The right frame was collected from a 
photolithographically defined pattern in a thin layer of Si02 
on a silicon wafer. The left frame was collected from a polymer 
replica generated with an elastomeric mold produced from the 
structure illustrated on the right. 

adhere) leaves behind a pattern of gold in the geometry of 
the raised regions of the stamp."51 Similar procedures can 
be used with a wide range of stamps, patterned materials, 
substrates, and surface chemistries. Fig. 5 shows some 
representative examples. The resolution of nTP is limited 
mainly by the roughness at the edges of the films that are 
deposited on the stamps and by the stamps themselves. 
This edge roughness is less than 5-20 nm for evaporated 
gold and stamps fabricated by electron beam lithography. 
There is no observable degradation in feature sharpness or 
resolution because of the transfer process. Care must be 
taken to use optimized deposition and printing conditions 
in order to avoid nanocracking in the transferred layer, 
especially when patterns of rigid materials are printed 
from deformable stamps onto deformable surfaces. In the 
applications that we have explored, even when they might 
exist, the nanocracks (which are not visible with conven- 
tional optical or scanning electron microscopes) do not 
significantly affect the functional properties of the devices 

Fig. 8 Scanning electron micrographs of 200 nm period distrib- 
uted feedback gratings in a thin layer of Si02 on a silicon wafer 
(left frame) and in a thin layer of a photocurable polymer on a 
glass slide (right frame). The structure in silica was formed 
by direct write electron beam lithography and etching. The 
structure in the photopolymer was defined by molding using 
an elastomeric mold formed by casting and curing against the 
silica structure. 
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Master 4 Mold Resist 

Fig. 9 Images of a large-area master (6-in. silicon wafer with 
patterned photoresist; left frame), a large-area mold formed from 
this master (middle frame), and a molded thin film (2 pm thick) of 
photopolymer formed using this mold  right frame). The 
mechanical flexibility and elastomeric nature of the mold are 
key features that allow this type of large-area replication. The 
lateral feature sizes in this pattern range from 200 nm to 1 cm. The 
relief depth ranges from 1 to 0.25 pm. (Vier\, this art in color at 
www.dekker.com.) 

(e.g., resistivity test structures, organlc transistors and 
simple circuits, photonic structures, thin film capaci- 
tors, etc.). 

Nanomolding 

The stamps used for PCP and nTP can also serve as molds 
for generating surface relief features in other materials. 
Nanoimprint lithography and related embossing methods 
represent one class of such techniques that use hard 
stamps and thermally softened polymers or photocurable 
liquids.r51 The use of elastomeric materials for "soft" 
molds yields a related type of technique which, because of 
the flexibility of the molding elements, can be used for 

etch 4 

Fig. 10 Scanning electron micrographs showing molded fea- 
tures of relief in a thin polymer film before (top frame) and after 
(bottom frame) reactive ion etching to remove the thin regions. 
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Fig. 11 Scanning electron micrographs of nanopatterns of 
tungsten (left frame) and gold (right frame) formed by etch- 
ing through a sacrificial polymer re\ist defined by molding 
and etching. 

large-area patterning of nanostructures even in fragile 
 material^.'^' Fig. 6 shows procedures for using this 
approach to generate features of relief in a thin photocur- 
able polymer. The transparent PDMS mold allows the 
photopolymer to be cured by exposure to ultraviolet light 
passing through the mold. In the case illustrated here, the 
pattern consists of a distributed feedback grating for a 
laser that emits in the visible spectrum. Fig. 7 presents 
atomic force microscope images of a relief pattern gen- 
erated by photolithography and etching of a thin layer of 
Si02 on a silicon substrate (left frame) and a fifth gen- 
eration replica grating (right frame) in a photocurable 
polyurethane (NOA 72, Norland) formed by using the 
procedures of Fig. 6 with a PDMS mold generated from 
the Si02 ~ t r u c t u r e . ~ ' ~ '  These procedures are effective for 
pattern replication down to the 50-100-nm scale. Fig. 8 
shows scanning electron micrographs of 100 nm lines and 
spaces fabricated by electron beam lithography and etch- 
ing in SiOz (left frame) and a replica grating structure in a 
molded polymer (right frame).'"' Below these sizes, the 
mechanical properties of the mold can be limiting;""211 

1 1  --.".&"-...*-..+--&-- .dJ L-- 

640 645 650 655 660 6 5  
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newer elastomers with comparatively high modulus and 
physical toughness can extend the resolution of these 
procedures deep into the sub-100-nm regime.['8.201 

The resolution and replication fidelity illustrated in 
Figs. 7 and 8 can be achieved over large areas. Fig. 9 
shows a master, a mold, and a replicated pattern in a thin 
polymer film carried out with and on 6-in. silicon wafers. 
The ability to flex and bend the mold allows contact with 
the thin spin cast photopolymer to be initiated at the center 
of the wafer. As the contact line is gradually allowed to 
move toward the edges of the substrate, air is pushed out, 
thereby eliminating trapped air pockets of the type that are 
difficult to avoid in more conventional embossing and 
imprinting techniques that use rigid molds. The mechan- 
ical flexibility of the mold is also important for release 
because it allows the mold to be removed from the 
substrate by bending and peeling, in way that avoids 
damage to the substrate or the mold. 

The wafer-scale results illustrated in Fig. 9 incorporate 
features with lateral dimensions down to 200 nm. This 
relief can be converted into isolated polymer nanostruc- 
tures by etching to remove the thin regions of the molded 
films. Fig. 10 shows SEMs of a molded thin polymer film 
before and after exposure to an oxygen reactive ion etch. 
Careful control of the etching conditions can enable 
removal of the thin regions of the molded films without 
significant changes in the lateral dimensions of the 
features. The isolated polymer lines that are generated 
by these procedures can be used in the same way that 
patterned photoresist is used in conventional semiconduc- 
tor processing. In the examples illustrated in Fig. 11, 
similar polymer structures were used for dry etching a 
pattern into underlying films of tungsten and gold. This 
molding and etching approach provides an alternative 
route to building the types of structures that can be formed 
by PCP and nTP. 

i 615 620 625 630 635 640 645 6 
Wavelength (nm) 

Fig. 12 Schematic illustrations and emission spectra of plastic lasers that use molded resonators based on surface relief distributed 
Bragg retlectors (DBRs) and distributed feedback gratings (DFBs) on glass substrates. The grating periods are ~ 6 0 0  nm in both cases. 
The lasers use thin-film plastic gain media deposited onto the printed gratings. The emission profiles, the lasing thresholds, and other 
characteristics of these devices are comparable to similar lasers that use resonators formed by high-resolution projection-mode 
photolithography. 
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Fig. 13 Scanning electron micrographs of four photonic crystal 
structures (-50-nm deep) molded onto the surfaces of sol-gel- 
derived glass films. [The slight "graininess" in these images is 
due to a thin coating of gold (-5 nm) deposited to eliminate 
charging.] 

APPLICATIONS 

Nanopatterns such as those described in the preceding 
discussion can be used for a variety of photonic devices. 
To build lasers out of molded or printed surface relief 
structures (which not only yields functional devices but 
also demonstrates the quality of these structures4efect 
density, spatial coherence, uniformity, etc.-for other 
applications), a thin layer of organic gain media is de- 
posited on top of the structure to define a planar wave- 
guide that confines light to the surface. The thickness of 
this layer is chosen to support a single transverse mode. 
Photopumping the structure generates lasing as a result of 

feedback associated with reflections from the grating. A 
lower-order interaction couples light out of the wave- 
guide. For the examples described in this article, a third- 
order interaction with the grating provides the feedback 
and a first-order interaction leads to output coupling. 

Fig. 12 shows the typical performance of plastic 
lasers that use printed and molded distributed feedback 
(DFB) and distributed Bragg (DBR) resonators with 
spin-coated thin film (15&200-nm thick) gain media of 
2-(4-biphenyl)-5-(4-tert-butylpheny1)- l,3,4-oxadiazole 
doped with 1 wt.% Coumarin 490 and DCMII (Exciton, 
~nc.) ."~]  Photopumping these structures with 2-nsec 
pulses from a nitrogen laser with intensities >5 kW/ 
cm2 leads to multimode lasing at resolution-limited line- 
widths and wavelengths corresponding to the third har- 
monic of the gratings. The spectra and the threshold 
intensities for lasing are similar to those observed in 
lasers that use SiOz gratings generated with photolithog- 
raphy. They are better than those that we observed from 
gratings formed by pressing heated thin polymer films 
against rigid templates.[221 

The same printing and molding techniques can be used 
with more unusual materials and laser structures. Fig. 13 
shows images of some two-dimensional photonic crystal 
structures molded into a type of sol-gel derived glass[231 
as examples. This class of material, known as an organ- 
ically modified silicate, consists of interpenetrating or- 
ganic and inorganic networks prepared by using a metal 
alkoxide with a reactive organic moiety. This hybrid 
matrix forms, at relatively low temperatures, thick, me- 
chanically hard coatings with good optical properties. To 
generate fine patterns of surface relief in these films, the 
curing is carried out while the film is in contact with a 
PDMS mold.'231 The structures in Fig. 13 are molded in 

Fig. 14 Schematic illustration (left frame) and optical image (right frame) of emission from a photopumped photonic crystal laser that 
uses a molded resonator of cylindrical depressions -50-nm deep, with 400-nm diameters and center-to-center separations of 600 nm in 
a layer of an organically modified silicate glass film on glass slide. In this device, the crystal acts both as the resonator to provide 
feedback for the laser and the output coupler. (View this art in color at www.dekker.com.) 
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Fig. 15 Emission spectrum (left frame) and output intensity as a function of pump intensity (right frame) for a photopumped laser that 
uses a molded two-dimensional photonic crystal as a resonator. The narrow emission linewidth (instrument limited), the well-defined 
emission spots and the relatively low lasing threshold provide evidence that the quality of the molded resonator is high (i.e., spatially 
uniform and free of defects). 

organically modified silicate films several microns thick 
and consist of periodic arrays of cylindrical posts or holes 
with submicron diameters, arrayed in triangular, square, 
and honeycomb lattices. The images suggest that the 
structures are replicated with a spatial resolution that 
comfortably exceeds both the smallest dimensions of the 
features (- 150 nm) in these sol-gel-derived photonic 
crystals and in structures ( ~ 2 5 0  nm) that are useful for 
applications in telecommunications. 

Depositing thin films (150-200-nm thick) of organic 
gain materials [8-hydroxyquinolinato aluminum (Alq) 
and the laser dye, DCMII] onto these molded patterns 
produces lasers that operate due to Bragg reflections 
induced by the photonic 1 a t t i ~ e . l ~ ~ '  Fig. 14 illustrates the 
photopumping geometry (left frame) and an image of the 
spatial pattern of laser emission (right frame). A typical 
spectrum (left frame) and the measured dependence of the 
output intensity on the intensity of the pump light (right 
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Fig. 16 Schematic illustration (top frames) of steps for microcontact printing high-resolution gratings directly onto the top surfaces of 
ridge waveguides. The printing defines a sacrificial etch mask of gold, which is subsequently removed. The bottom left frame shows a 
top-view optical micrograph of printed gold lines on the ridge waveguides. The bottom right frame shows the emission output of a plastic 
photopumped laser that uses the printed structure and a thin evaporated layer of gain media. (View this art in color at www.dekker.com.) 
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Fig. 17 Schematic illustration (top frames) of the use of a two-level mold to produce, in a single step, distributed feedback ridge 
waveguide laser resonators. The scanning electron micrographs on the right show the silica master that was used for the mold (top 
frame) and a molded replica in a photocurable polymer (bottom frame). 

frame) are shown in Fig. 15. The lasing threshold (-50 form DFB resonators directly on the top surfaces ridge 
kw/cm2) and the emission spectra are, to within device- waveguides.'251 In certain cases, there are manufacturing 
to-device variations, identical to those of similar lasers advantages to forming the gratings after defining the 
that use photolithographically defined resonators in waveguides. Achieving this process sequence with pho- 
S ~ O ~ . ' ~ ~ '  tolithography is challenging because spin cast layers of 

Printing and molding procedures not only provide a photoresist develop large and undesired thickness varia- 
simple, low-cost route to structures that can be fabricated tions due to dewetting at the sharp edges of relief asso- 
with other approaches, but they also enable some unique ciated with the waveguides. Fig. 16 illustrates the pro- 
patterning capabilities. For example, PCP can be used to cedures for using PCP for this patterning task.[251 The 

deposit gain 
media onto 

amlv mold /i /I 
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remove mold - -5 '4*/3 
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Fig. 18 Schematic illustration (top frames) of procedures for molding high-resolution gratings directly onto the surface of a thin layer 
or organic gain material. Photopumping this structure leads to lasing. The bottom frame shows a typical emission spectra. 
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Fig. 19 Atomic force micrographs (left frames) of surface 
relief structure molded into a thin film of poly@-phenylene 
vinylene) on a thin film of indium tin oxide on a glass slide. The 
right frames show optical micrographs of the patterns of 
emission that results from diodes that are formed by depositing 
AlICa on top of the molded films. 

bottom left frame shows an optical micrograph of the 
printed gold lines. Sublimation of a - 200-nm film of Alq 
doped with 0.5-5.0 wt.% DCMII onto the resonators 
produces waveguide DFB lasers. The bottom right frame 
of Fig. 16 shows the emission profile. Once the ridge 
waveguide DFB structure has been fabricated, it can be 
used as a master for producing a mold with two levels of 
relief."71 The structure can then be rapidly replicated by 
molding in a single step. Fig. 17 shows the procedures 
and micrographs of the master and a typical replica in 
a photopolymer. 

This basic type of laser can also be produced by 
molding the relief structure directly into the organic gain 
material.r251 Fig. 18 shows the procedures. In this case, a 
PDMS mold is placed in contact with a thin layer of gain 
material that is evaporated onto the waveguides. Exposing 
this film to ultraviolet laser light while in contact with the 
mold softens the material and causes it to conform to the 
relief of the mold. Removing the PDMS mold after this 
procedure leaves a surface relief DFB grating embossed 
onto the gain material itself. Photopumping this structure 
leads to lasing; a typical spectrum is shown in Fig. 18. We 
have also used this same basic soft molding approach to 
pattern relief features into thin films of the polymer 
poly(p-phenylene vinylene) (PPV) to structure light 
emission in polymer light-emitting diodes (Fig. 19). A 
PPV film cast on top of a piece of glass coated with 
indium tin oxide was molded during solvent evaporation 
using a PDMS mold. A uniform top electrode consisted of 
a uniform bilayer of AVCa. Here thickness relief produced 
by the molding leads to light output from only the thin 
regions of the film at certain voltages.'261 This sort of 
direct patterning of thin layers of electroactive organics 
could have important applications in the emerging field of 

active organic optoelectronics. These classes of mechan- 
ically and chemically fragile materials are difficult or 
impossible to pattern with conventional approaches be- 
cause of their chemical incompatibility with the required 
photoresists, developers, and solvents. 

CONCLUSION 

This article summarizes some of our recent work in the 
development and application of unconventional methods 
for fabricating photonic nanostructures, with examples of 
their use in organic optoelectronics. Integrated optics 
represents a field where new or emerging techniques for 
nanofabrication could find important niche applications. 
The dimensional requirements for registration and align- 
ment (2-500 pm typically) in these systems is much less 
demanding than the requirements on the minimum feature 
sizes (- 100-300 nm for the devices described here). As a 
result, the complex and highly engineered systems that are 
required for nanoscale registration are not needed, and the 
challenges associated with achieving nanoscale overlay 
accuracy with deformable molds and stamps can be 
a ~ 0 i d e d . l ~ ~ '  These features greatly simplify the potential 
introduction of these new lithographic methods into 
realistic manufacturing settings. Compared to other types 
of unconventional approaches that have nanometer reso- 
lution (e.g., imprint lithography, embossing, etc.) the 
printing and molding methods described here are attract- 
ive, in part because they are directly compatible with 
classes of organic active materials. The technologies that 
emerge from the combined use of soft materials and soft 
patterning methods for photonics have a strong potential 
to yield important classes of devices for future optical 
communication networks, information displays, and 
other systems. 
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INTRODUCTION 

The advancement of renewable energy technology has 
become increasingly critical as an environmentally sus- 
tainable path to world economic and societal development. 
Large-scale harvesting of energy from sunlight using 
photovoltaic devices offers tremendous potential as a 
renewable energy resource. Although the field of photo- 
voltaics has continually evolved over the last several 
decades, many researchers are looking beyond current 
device designs to what have been termed third-generation 
technologies. These technologies are aimed at producing 
significant improvements in device efficiency-to-cost 
ratios. This necessitates significantly improving efficiency 
or reducing cost or ideally both. To realize these goals, 
many of these technologies will need to utilize nano- 
structured materials and composite systems that can be 
tailored to have optimized electronic and optical properties. 

Organic/polymeric molecule-based electronics are a 
promising route to meeting these needs. Organic semi- 
conductors have emerged as a class of materials that can 
be specifically designed to have a wide range of chemical, 
optical, and electronic properties, yet they can be 
processed via low-cost, solution-based techniques. The 
field has now matured to a point where most of the 
fundamental photophysical and electronic phenomena of 
these materials are reasonably well understood. The 
current challenge is to fully utilize the unique properties 
of organic semiconductors and to specifically design and 
fabricate materials and devices that lead to high efficien- 
cies. One critical aspect of these materials is the molecular 
morphology. It has become apparent that the particular 
structural arrangement of molecules in an organic semi- 
conductor device can have a large impact on properties 
such as charge carrier mobility and exciton diffusion. 
Short-range ordering of the molecules is primarily 
controlled by intermolecular interactions, as well as by 
processing conditions such as choice of solvent. Learning 
how to control the morphology on longer length scales 
will be a necessity to produce optimized device structures. 

Parallel to the development of organic semiconductors 
has been progress in low-cost synthetic techniques for 

metal oxide semiconductors. A variety of solution-based 
and electrochemical routes have been developed that 
result in materials with well-defined, novel nanostructures 
that can be easily controlled by varying the fabrication 
conditions. This then opens up the possibility of low-cost 
fabrication of organic-inorganic composite structures, in 
which the long-range morphology of the organic mole- 
cules is determined by the three-dimensional structure of 
the metal oxide semiconductor. Ultimately, the develop- 
ment of efficient photovoltaic devices will require precise 
control over many parameters, including what wave- 
lengths of light are absorbed to create excitons, the 
pathways available for exciton migration, the pathways 
and mobilities for charge carrier transport, and the 
alignment of energetic levels at interfaces. This article 
will review existing organic photovoltaic devices and 
explore initial efforts at more sophisticated, yet low-cost, 
organic-inorganic composite structures aimed at achiev- 
ing high power conversion efficiencies. 

TECHNOLOGIES FOR PHOTOVOLTAIC 
POWER CONVERSION 

In 2001, 38.6 quads (1 quad=l  quadrillion Btu= 
1.055 x lo9 GJ) of energy, largely from fossil fuels, was 
consumed to produce electricity in the United States. 
After conversion losses, 12.7 quads of net electrical 
energy was output by power plants for general consump- 
tion.['' To produce this amount of energy in 1 year would 
require covering a 100x 100 km square area of the 
Nevada desert with solar cells with a power conversion 
efficiency of 15%. Thus in order for photovoltaics to make 
a significant impact on energy production strategy, they 
must be produced in very large areas at low cost. 

Worldwide production levels for solar cell modules 
have been growing rapidly over the last several years, with 
Japan recently taking the lead in total production volume 
(Table 1). Current production is dominated by single 
crystal and polycrystalline silicon modules, which repre- 
sent a little over 82% of the market. These devices, based 
on silicon wafers, have been termed the "first generation" 
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Table 1 World photovoltaic module production, consumer and commercial (MW) 

Country 1994 1995 1996 1997 1998 1999 2000 2001 

Japan 16.5 16.4 21.2 35.0 49.0 80.0 128.6 171.22 
United States 25.64 34.75 38.85 5 1 .0 53.7 60.8 74.97 100.32 
Europe 21.7 20.1 18.8 30.4 33.5 40.0 60.66 86.38 
ROW 5.6 6.35 9.75 9.4 18.7 20.5 23.42 32.62 
Total 69.44 77.6 88.6 125.8 154.9 203.1 287.65 390.54 

ROW=rest of the world. 
Source: PV News, Vol. 21, No.2, Feb. 2002. 

of photovoltaic technology. These are single-junction de- 
vices, which are limited by thermodynamic considerations 
to a maximum theoretical power conversion efficiency of 
31% under direct AM1.5 sunlight.'21 Fig. 1 shows the 
progress over the last two decades in single crystal silicon 
laboratory devices, which have achieved efficiencies close 
to 25%.[31 Commercially produced large-area modules 
have efficiencies ranging from 10% to 15%. 

The highest solar cell efficiencies to date have been 
achieved in multijunction cells based on 111-V compound 

semiconductors (Fig. I ) . [ ~ ]  These devices have multiple 
absorbing layers, each with different band gaps. Such a 
device scheme allows for higher theoretically attainable 
efficiencies. For devices with two, three, and "infinite" 
absorbing layers, the theoretical efficiency limits are 
SO%, 56%, and 85%, respectively.[5361 The current record 
efficiency is 36.9% for a G~.441no.56P/G~.921no,08As/Ge 
triple-junction research cell, measured under concen- 
trated light. These devices are grown epitaxially on single 
crystal substrates using metal-organic chemical vapor 

Crystalline Si Cells 

Thin-Film Cells 

-0- Amorphous Si:H (stab1 

Best Research-Cell Efficiencies 

1975 1980 1985 1990 1995 2000 

Year 

Fig. 1 Progress of photovoltaic device efficiencies (under AM1.5 simulation solar illumination) for a variety of inorganic 
technologies. (From Ref. [4].) 
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deposition or molecular beam epitaxy. Such highly 
sophisticated fabrication techniques are generally con- 
sidered to be too expensive for large-scale commerciali- 
zation and terrestrial photovoltaic energy production. 
However, these devices are used commercially in space- 
based applications, in which high efficiency is a necessity. 

Over the last decade, there has been considerable effort 
in advancing thin-film, "second-generation'' technolo- 
gies that do not require the use of silicon wafer substrates 
and can therefore be manufactured at significantly 
reduced cost. Steady progress has been made in laboratory 
efficiencies (Fig. 1) for devices based on CdSICdTe, 
Cu(In,Ga)Se2 (CIGS), and amorphous Si. These devices 
are fabricated using techniques such as sputtering, 
physical vapor deposition, and hot-wire chemical vapor 
deposition. Multijunction cells based on amorphous-Si 
and amorphous-SiGe alloys have been the most successful 
second-generation technology to date because of their 
ability to be fabricated at relatively low cost and be 
integrated into electronics and building roofing material. 
They currently constitute most of the remaining 18% of 
the market not covered by single crystal silicon. Currently, 
there are about a dozen companies supplying photovoltaic 
modules based on thin-film technologies, with efficiencies 
ranging from 7% to 13.4%. It is anticipated that these 
second-generation technologies will rapidly grow in 
commercial importance as manufacturing cost and life- 
time issues are improved. 

Nonetheless, these existing technologies will be hard- 
pressed to meet the efficiency and cost goals for the long- 
term outlook. This has led to the concept first coined by 
Prof. Martin Green of the University of New South Wales 
of "third-generation" technologies which would be able 

80 Thermodynam~c 
Limit 

8 
5; 60 
c 
a .- US$? .oo/w 
8 40 
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0 100 200 300 400 500 

Cost, US$/m2 

Fig. 2 Cost-efficiency matrix for first-, second-, and third- 
generation photovoltaic technologies. (From Ref. [7].)  (View this 
art in color at www.dekker.com.) 

to show dramatic improvements in either efficiency or 
cost or both, as shown in Fig. 2. To meet these ambitious 
goals will require the development of radically new 
devices that operate on fundamentally different principles 
than current technologies. A number of novel approaches 
have been suggested that may be capable, at least 
theoretically, of more closely approaching the thermo- 
dynamic limit of 86.8% for the conversion efficiency 
of sunlight to electricity.[71 These embryonic concepts 
include hot carrier solar cells, cells with multiple elec- 
tron-hole pairs per photon, multiband quantum well and 
impurity solar cells, and thermophotovoltaic and thermo- 
photonic devices. All of these concepts have embedded in 
them major technical challenges with respect to develop- 
ing new devices, establishing a realistic efficiency po- 
ential for the devices, and demonstrating that they are 
inherently manufacturable. 

Organic-Based 
Nanostructured Photovoltaics 

The other approach to photovoltaic device development is 
to pursue technologies with moderate efficiency goals 
(<20%) but with significantly reduced fabrication costs 
(<$20/m2). These are technologies that are potentially 
capable of the large-scale production necessary for a 
paradigm shift in global energy production. These would 
optimally be fabricated from solution-processible materi- 
als using low-temperature, nonvacuum techniques such as 
inkjet or screen printing. They would be compatible with 
low-cost, flexible substrates, thus allowing for high- 
throughput roll-to-roll processing as well as easy integra- 
tion into existing building structures. 

Organic molecular/polymeric semiconductors meet all 
of the above manufacturing process criteria. They are 
often soluble in common organic solvents and can be 
processed in a bench top laboratory setting. They have 
inherently low material costs and do not typically rely 
on the use of environmentally hazardous or elementally 
rare constituents. In addition, they have been proven to 
possess a wide range of optical, electronic, and mechan- 
ical properties that can be finely tuned through structural 
changes and molecular derivatization. In principle, they 
provide an enormous parameter space from which specific 
functionalities can be chosen to engineer novel, high- 
performance devices. These qualities make organic semi- 
conductors strong candidates for a growing list of device 
applications. The area of flat-panel displays, in particular, 
is on the verge of a revolution because of advances in 
organic light-emitting diodes (OLEDS). '~~~' This technol- 
ogy is maturing rapidly, with first generation devices now 
on the market. 
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Using organic semiconductors in photovoltaic devices 
is now the subject of intense research. Organic molecules 
and n-conjugated polymers can have very high optical 
absorption coefficients (>lo5 cm- '), making them useful 
as the active layer in the device. Additionally, charge 
carrier mobilities, while generally several orders of 
magnitude lower than in conventional semiconductors, 
are sufficiently high to effectively transport charge out of 
the device. A multitude of organic solar cell device 
designs is currently being investigated. All of these use 
some form of heterojunction between electron-donating 
and electron-accepting molecules to create free charge 
carriers from the bound electron-hole pairs (excitons) that 
are characteristic of organic semiconductors. To date, the 
reported power conversion efficiencies of these devices 
under simulated solar illumination are all less than 4%. 

A great deal of basic research is needed to achieve 
significantly higher efficiencies in organic basic devices. 
Some of the key issues are: 

Exciton creation-The process of light absorption to 
create bound electron-hole pairs. 
Exciton diffusion-Diffusion of excitons to an inter- 
face where they can be dissociated. 
Electron transfer-Transfer of electrons to acceptor 
molecules. 
Charge transport-Transport of electrons and holes to 
the electrodes. 

Many of these phenomena are determined by the 
morphologies of the molecular structures that occur at 
multiple length scales within the device. Morphologies on 
the length scale of a few nanometers, which affect exciton 
diffusion rates and charge carrier mobilities for instance, 
are determined by intermolecular forces and the kinetics 
of the growthlformation process of the material. Morphol- 
ogies at longer length scales (tens to hundreds of 
nanometers), which affect the general direction of charge 
transport, are also determined by these factors, at least for 
an all-organic material. However, organic-inorganic 
composite systems allow the possibility of directly 
controlling the arrangement of the organic molecules at 
longer length scales. Inorganic materials, particularly 
semiconducting oxides, can be fabricated using a growing 
number of techniques to achieve specific three-dimen- 
sional structures. These structures can be used as a 
scaffolding onto which an organic material can be 
attached to form composite materials in which all the 
above photovoltaic device phenomena are optimized. 

In this article, we give a brief description of the theory 
of charge transport in organic materials. We then provide 
an overview of the existing field of all-organic-based 
photovoltaic devices and go on to discuss current and 
hypothetical organic-inorganic composite devices. Final- 

ly, we examine a variety of novel semiconducting oxide 
structures that can be fabricated using low-temperature, 
solution- and electrochemical-based techniques. 

CHARGE AND EXCITON TRANSPORT IN 
ORGANIC SEMICONDUCTORS 

Organic semiconductors can be broadly categorized as 
being either small molecules (molecular weight less than a 
few thousand atomic mass units) or polymers (molecular 
weight between a few thousand and - 1 million amu). The 
distinction becomes most important in determining the 
processing that is required in making films and devices 
and for the subsequent morphologies that are obtained. 
However, the fundamental mechanisms that underlie light 
absorption, exciton diffusion, and charge carrier motion 
are essentially the same in the two classes of molecules. 
These properties are governed primarily by molecular 
orbitals that are built-up from n-electrons that are 
delocalized across the molecule. Examples of small 
molecules with extended n-electron delocalization and 
n-conjugated polymers commonly used in organic photo- 
voltaic devices are depicted in Fig. 3. Highest occupied 
molecular orbitals (HOMOS) calculated for a sexithienyl 
oligomer, a fullerene, and a perylene diimide are shown in 
Fig. 4. Charge transfer and exciton diffusion processes are 
largely determined by the degree to whch the orbitals of 
adjacent molecules and molecular subunits overlap. 

Charge transfer between organic molecules can be 
viewed within the context of the semiclassical electron 
transfer theory of  arcu us.['^' The rate of electron transfer 
between two molecules is given by 

where h is Planck's constant, kB is Bolt~mann's constant, 
T is the temperature, t is the transfer integral describing 
the strength of interaction between the two molecules, and 
i is the reorganization energy that describes the strength 
of the electron-phonon intera~tion.'"~ Thus for fast 
charge transfer between molecules, a large interaction 
strength and small reorganization energy are required. 
Their relative orientation and the distance between them 
determine the degree of interaction between two mole- 
cules. For highly ordered, single- or polycrystalline 
molecular films of materials such as pentacenes or 
perylenes, this interaction strength can be sufficiently 
large for band transport to be observed.'] However, for 
n-conjugated polymers and amorphous small-molecule 
materials, the large degree of disorder results in carrier 
bandwidths on the order of 10  me^.^'" which is far 
smaller than the -0.1 eV required for band transport to 



Photovoltaics for the Next Generation: Organic-Based Solar Cells 2883 

electron donors 

yo 

poly(2-methoxy-5-(3',7'-dimethyloctyloxy)-p- 
phenylene vinylene) (OC,Cl,-PPV) poly(d(4-octylpheny1)thiophene) copper phthalocyanine 

(POPT) (CuPC) 

0 

e 

[6,6]-phenyl C,,-butyric acid 
methyl ester (PCBM) 

electron acceptors 

N,N'-dimethyl-3,4,9,10-perylene 
bis(tetracarboxy1 diimide) (MPP) 

cyano-derivative of poly(2,methoxy-5-(2'-ethyl- 
hexyloxy)-p-phenylenevinylene) (MEH-CN-PPV) 

Fig. 3 Molecular structures of typical organic semiconductors that have been used in photovoltaic devices. 

occur.l"l Instead, carrier transport in these materials 
occurs via polaron hopping between sites, where each site 
has a defined energy and geometric (positional+orienta- 
tional) disorder parameter. In small-molecule materials, a 
"site" is considered to be an entire molecule. In 
conjugated polymers, however, the n-electrons, in reality, 
are not delocalized along the entire length of a polymer 
chain. Structural defects (kinks and bends) and chemical 
defects destroy the conjugation periodically; electronical- 

Fig. 4 Highest occupied molecular orbitals (from semienipir- 
ical calculations) of representative organic semiconductors with 
extended n-electron delocalization. (View this art in color at 
www.dekker.com.) 

ly, the polymer is a series of n-conjugated segments 
(typically 6-8 monomers long) that are bonded by 
nonconjugated sections. Fig. 5 illustrates carrier hopping 
between segments of a conjugated polymer. 

The charge carrier mobility for a broad range of 
organic semiconductors, both small molecule and poly- 
mer, has been found experimentally to follow Poole- 
Frenkel behavior, in which the mobility p as a function of 
the electric field (E) and temperature is given by 

where po is the zero-field mobility and y ( 7 )  is the 
coefficient of the stretched exponential that describes the 
temperature dependence of the field activation. This 
behavior has been successfully modeled with the "disor- 
der formalism" originally developed by ~ a s s l e r . [ ' ~ ]  The 
model assumes hopping between sites with Gaussian 
distributions of energies and geometric disorder param- 
eters. A more recent version of the model developed by 
Novikov et al.,'I5' which takes into account spatial 
correlations in the site energies, results in 

where p, is the mobility in the limit T+w, gd is the 
width of the Gaussian distribution of site energies divided 
by ksT, Co is an empirical constant, r describes the 
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Fig. 5 Conceptual diagram of the mechanism of charge transport by hopping in a rconjugated polymer. The rectangular sections 
represent regions of the polymer that are fully conjugated. Between these conjugated segments are regions of polymer that are bent or 
twisted, or that have chemical defects that destroy the conjugation. (View this art in color at www.dekker.com.) 

geometric disorder, and a is the intersite spacing. Using 
typical values of -0.1 eV and 2 for I ? ~  and T, re- 
spectively, it becomes obvious that the mobility in these 
materials increases as the degree of disorder is decreased. 
Typical charge carrier mobilities in conjugated polymers 
that have been reported in the literature are in the range 
of 1 0 ~ ~ - 1 0 - ~  cm2 v ' ~ e c - ' . [ ' ~ ]  

Exciton motioddiffusion in organic semiconductors is 
determined by the same intermolecular interaction con- 
siderations as carrier transport, and thus exciton diffusion 
rates can also be described by hopping models involving 
Gaussian distributions of site energies. This has been 
demonstrated by thermally stimulated photoluminescence 
experiments on conjugated polymer films, which have 
been successfully modeled using double-peak Gaussian 
distributions to account for regions of aggregated poly- 
mer.[I7] Calculations have shown that the electronic 
coupling between conjugated segments that are sequen- 
tially adjacent along the backbone of the polymer (that is, 
physically bonded but electronically isolated by a break in 
the conjugation) is approximately 1 order of magnitude 
less than the coupling between conjugated segments on 
different polymer chains (or on the same chain, but far 
away sequentially), which are close together and aligned 
parallel to each other.[''] This has lead to the conclusion 
that interchain exciton hopping is a faster process than 
intrachain exciton hopping.['91 Analogous to the limita- 
tions on carrier transport, poor interaction strengths 
between adjacent segments typically lead to short exciton 
diffusion lengths (the average distance the exciton moves 
before decaying to the ground state or becoming disso- 

ciated at a defect or interface) of the order of 6-10 nm,[201 
although much large exciton diffusion lengths have been 
reported for highly ordered 

The main conclusion to be drawn from this section is 
that molecular ordering is a critical ingredient to obtain 
high carrier mobilities and large exciton diffusion lengths 
in organic semiconductors. This point is illustrated in the 
polymer poly (3-hexy lthiophene) (P3HT). This material 
(when synthesized in its regioregular, head-to-tail form) 
has been shown to possess a large degree of molecular 
ordering because of efficient interdigitation of the alkyl 
chains of adjacent polymer chains, leading to strong IT- 
stacking of the thiophene backbones (Fig. 6). As a result, 
this material has shown the highest hole mobility of a 
conjugated polymer to date (0.1 cm2 \.'- ' s e c  I), when 
measured in a field effect transistor geometry.[221 The 
effect of this molecular ordering on photovoltaic device 
performance will be discussed in the next section. 

ORGANIC PHOTOVOLTAIC DEVICES: 
THE PLASTIC SOLAR CELL 

Photoexcitations in organic semiconductors are inherently 
different than in conventional inorganic semiconductors. 
Whereas light absorption in an inorganic semiconductor 
typically leads to the immediate production of a free 
electron-hole pair, light absorption in an organic semi- 
conductor results in the formation of an exciton (bound 
electron-hole pairs). In order for a free carrier to be 
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Fig. 6 Conceptual diagram of interchain ordering in a P3HT 
aggregate (cyan=carbon, yellow=sulfur, hydrogen atoms are 
not shown). (View this art in color at www.dekker.com.) 

generated, this exciton must be dissociated. This can 
happen in the presence of very high electric fields, at a 
defect site in the material, or at the interface between two 
materials that have a sufficient mismatch of their energetic 
levels (band offset). In the case of dissociation at the 
interface between two materials, an exciton created in the 
material with lower (higher) electron affinity diffuses to 
the interface, and electron (hole) transfer occurs to the 
material with higher (lower) electron affinity. The higher 
electron affinity material is referred to as the acceptor, 
while the lower electron affinity material is the donor. 
Thus one can fabricate a photovoltaic device with the 
structure positive electrode/donor/acceptorlnegative elec- 
trode.  an^^^^^ using a copper phthalocyanine layer as the 
donor and a perylene derivative as the acceptor first did 
this. This device had a power conversion efficiency of 
about 1 % under simulated solar illumination. 

There are two possible dr.iving forces in the operation 
of a photovoltaic device: the electrical potential gradient 
(the electric field) and the chemical potential gradient.r241 
In a bilayer donor-acceptor device, a chemical potential 
gradient is established that preferentially drives electrons 
away from the interface toward the negative electrode and 
holes away from the interface toward the positive 
electrode. An electric field in the device, such as one 
established by a difference in the work functions of the 
positive and negative electrodes, can assist in driving 
charges toward the electrodes, but may not be critical to 
the operation of the device. The important criteria for high 

efficiency in such a device are large exciton diffusion 
lengths in both the donor and acceptor materials, fast 
electron transfer and slow recombination rates at the 
interface, and high charge carrier mobilities in both layers. 
Several molecular donor-acceptor pairs have been inves- 
tigated for use in bilayer photovoltaic devices, including 
phthalocyanine-perylene,f23~251 phthalocyanine-fuller- 
ene,[26.271 polymer-po~ymer,r281 po~ymer-perylene,[291 
and polymer-fullerene.f301 As a result of the short exciton 
diffusion lengths in these materials, only excitons that are 
generated within approximately 10 nm of the interface 
contribute to the photocurrent. This presents a serious 
limitation on the possible power conversion efficiency of 
these devices. 

To overcome this problem, researchers have developed 
devices in which the donor and acceptor molecules are 
blended together in an intimate mixture to produce a 
"bulk heterojunction" solar cell.[3" The donor and 
acceptor molecules form two "interpenetrating net- 
works" that transport holes and electrons, respectively. 
In this device, an exciton generated anywhere in the bulk 
has only a few nanometers to diffuse before encountering 
an acceptor interface. After dissociation of the exciton 
into a free electron and a free hole, the charge carriers are 
transported through the bulk of the film (along their 
respective transport networks) to the electrodes. Direc- 
tionality of the charge transport is provided by a built-in 
electric field in the device, which originates from a 
difference in effective work functions of the electrodes, as 
well as possibly a chemical potential gradient, which 
originates from "selective" electrodes that preferentially 
block either holes or electr~ns.'"~ 

Bulk heterojunction solar cells based on blends of a 
conjugated polymer with a fullerene (Fig. 7) have been 
among the most successful to date.['31 Photoinduced 
electron transfer from a conjugated polymer to a fullerene 
was demonstrated to occur on an ultrafast timescale (-45 
fsec) and to produce a long-lived charge-separated state, 
with recombination to the ground state following a power 
law decay ranging from 300 nsec to 1 Thus 
excitons generated in the conjugated polymer, which have 
lifetimes of several hundred picoseconds, are quickly 
dissociated into free carriers when they encounter a 
fullerene interface. These free carriers will have sufficient 
time to be transported to the electrodes before recombin- 
ing provided that the active layer of the device is not too 
thick. This produces an inherent tradeoff in the device 
design. As the active layer is made thicker, more light is 
absorbed and more excitonslcharge carriers are created, 
but the carriers spend longer time in the device and thus 
have a higher probability of recombining to the ground 
state before they can contribute to the photocurrent. This 
means that high carrier mobility (for both holes and 
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conducting conducting polymer 1 fullerene aluminum 
oxide polymer blend cathode 

Fig. 7 Schematic diagram of a conjugated polymer-fulllerene 
bulk heterojunction photovoltaic device. (View this art in color 
at www.dekker.com. ) 

electrons) is required in the elements of the blend to allow 
the active layer to be thick enough to have significant 
optical density. 

As discussed above, morphology is an important factor 
in determining a material's carrier mobility. Thus a crit- 
ical area for development of high efficiency devices is to 
develop approaches that lead to improved morphologies. 
This has been demonstrated in conjugated polymer- 
fullerene bulk heterojunction solar cells in which chang- 
ing the casting solvent for the active layer film can lead to 
a large increase in device photocurrent and efficiency.[361 
Devices consisting of a blend of the polymer poly(2- 
methoxy-5-(3',7'-dimethylocty1oxy)-p-phenylene vinyl- 
ene) (OCIClo-PPV) with the fullerene [6,6]-phenyl C61- 
butyric acid methyl ester (PCBM) (Fig. 3) showed nearly 
a factor of 3 enhancement in efficiency when cast from 
chlorobenzene as opposed to toluene. It was subsequently 
determined that the hole mobility in OCIClo-PPV is 
approximately 1 order of magnitude higher when cast 
from the chlorobenzene. From light-scattering measure- 
ments performed over a range of polymer concentrations, 
it was shown that the polymer does not truly dissolve in 
chlorobenzene, but instead forms a suspension.[371 A 
complete explanation for why this leads to higher carrier 
mobilities in the thin-film material has not been fully 
elucidated, but it has been postulated that the polymer 
chains collapse together into an aggregate that promotes 
n-electron sharing (n-stacking) between chains. Such 
solvent effects on carrier mobilities have also been 
demonstrated in the operation of OLEDS.['~] Electron 
mobilities in the bulk heterojunction OCIClo-PPV-PCBM 
blend have also been shown to be high (2 x lop3 cm2 V- ' 
s I) when the film is cast from chlorobenzene, although, 
in this case, the explanation apparently is that chloroben- 

zene is a very good solvent for PCBM and reduces the 
amount of phase segregation that normally leads to large 
barriers to electron transport in the fullerene network.[381 
Additional evidence for the effects of morphology on 
mobility and device performance has been reported in 
bulk heterojunction solar cells made from the conjugated 
polymer P3HT (Fig. 3). It was demonstrated that post- 
production annealing of photovoltaic devices made from 
P3HT-PCBM blends results in a dramatic increase in 
device efficiency, from 0.4% to 3.5% as measured under 
white light illumination. This efficiency enhancement 
presumably arises from an increase in the ordering of the 
P3HT chains upon annealing.["] 

The general viability of the application of donor- 
acceptor systems as employed in bulk heterojunction 
organic solar cells has been demonstrated by a number of 
other recent results, including polymer-polymer[401 and 
polymer+uantum rod devices.r411 These all have the same 
criteria for high efficiency as the polymer-fullerene 
device, namely, small distances for exciton diffusion to 
an interface, exciton dissociation that is fast, charge 
recombination that is slow, and large charge carrier 
mobilities. Reported efficiencies of organic solar cells to 
date have not exceeded 4% for several reasons. First, the 
amount of light that is absorbed by the devices is typically 
too small because 1) the optical band gap of the light- 
absorbing component is usually too large (>1.4 eV), 
resulting in poor overlap with the solar spectrum, and 2) 
the optical density is too small because the active layer of 
the device must be kept thin to limit charge carrier 
recombination. Second, the photovoltage that is generated 
is typically too low. This is limited, to first order, by the 
effective electronic band gap of the active layer, which is 
given by the difference between the HOMO level of the 
donor and the lowest unoccupied orbital (LUMO) level of 
the acceptor. Last, the fill factor, which is a measure of the 
quality of the diode, is too small. A necessary solution for 
many of these problems will be the development of new 
polymers and organic molecules. Concurrently, devising 
new ways to control the morphologies of the light-ab- 
sorbing and -transporting materials to optimize the path- 
ways for excitonlcharge transport will be required. The 
organic-inorganic composite devices discussed in the next 
section provide a promising route to controlling morphol- 
ogies on the nanoscale. 

ORGANIC-INORGANIC COMPOSITE 
PHOTOVOLTAIC DEVICE CONCEPTS 

The bulk heterojunction solar cell is one approach to 
addressing the problem of short exciton diffusion lengths 
in organic semiconductors. However, the mixing of donor 
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and acceptor species into an intimate blend introduces the 
problem of bulk recombination of carriers to the ground 
state, as previously discussed. Additionally, islands, 
defects, and cul-de-sacs in the transport networks that 
result in incomplete percolation paths may limit charge 
transport of one or both carriers in a bulk heterojunction 
cell. One promising route to high-efficiency solar cells 
that overcome these problems are devices that use a 
nanostructured, semiconducting metal oxide (such as Ti02 
Sn02, or ZnO) as the electron-accepting and -transporting 
network. Such materials can be easily grown using low- 
temperature, solution-based routes to produce a variety of 
nanostructures, as is discussed in the next section. The 
topology of these nanostructures can be optimized to 
produce a continuous network that guarantees a percola- 
tion path for electrons to the electrode. This then opens up 
the possibility of organic-inorganic composite devices in 
which an organic semiconductor is deposited onto the 
surface of the oxide or used to fill the empty volume in a 
porous structure. In this way, the inorganic network can be 
used to induce a specifically tailored morphological 
structure in the organic material and result in an overall 
device structure that has a large optical path length but 
short carrier-to-electrode path lengths. 

The first example of a solar cell made using a porous 
oxide as an electron-transporting network was the solution- 
based, dye-sensitized solar ce11.I~~' In this device, a 
monomolecular layer of dye (typically a ruthenium 
complex) is chemisorbed through carboxylic acid binding 
groups onto the surface of a high surface area, mesoporous 
Ti02 film. A liquid electrolyte (typically with an iodine1 
triiodide redox couple in an organic solvent) fills the pore 
spaces and makes contact to a platinum-coated counter- 
electrode. In the operation of the device, the dye molecules 
absorb light and inject electrons into the Ti02. The oxi- 
dized dye molecules are subsequently reduced by a reac- 
tion with the redox species. Transport of the charges out of 
the device occurs via diffusion of electrons through the 
Ti02 and diffusionlionic conduction of the redox species to 
the counterelectrode. Such devices have achieved 10% 
power conversion efficiency under solar illumination; 
however, the use of a liquid electrolyte makes them very 
difficult to implement for large-scale production. Recent 
progress has been made in replacing the liquid electrolyte 
with organic semiconductors, yielding devices with effi- 
ciencies reaching 3.2%.[4",441 Also, preliminary investiga- 
tions into sensitizing a mesoporous oxide with quantum 
dots have been performed,[451 opening up the possibility of 
harnessing some of the "third-generation" photovoltaic 
mechanisms for achieving higher efficiencies such as hot 
carrier production or impact ionization.[461 

More recently, researchers have investigated solar cells 
based on conjugated polymer-semiconducting oxide 
composites. Such devices consist of a conjugated polymer 

embedded into a mesoporous metal oxide, which acts as 
an electron acceptor. Several studies have shown that 
metal oxide semiconductors can act as efficient electron 
acceptors for conjugated polymers.[477481 The operation of 
these devices differs from that of the dye-sensitized cell in 
that light is absorbed in regions of the conjugated polymer 
potentially far from an oxide interface. Thus excitons 
must diffuse to an interface before electron transfer to the 
oxide can take place. Also, electric fields that contribute to 
the driving force for the current may be present in the 
device, which is not the case in the dye-sensitized cell 
because the ionic liquid shields all electric fields.1241 
Several possible morphologies for such a composite 
device can be envisioned. As shown in Fig. 8, the polymer 
can be embedded in an isotropic, mesoporous oxide or in a 
"forest" of oxide nanorods that are vertically oriented to 
the substrate. To facilitate a direct path for charges to be 
transported to the electrode, the vertically oriented 
columns may be a better geometry. Aside from the goal 
of increased power conversion efficiency, these composite 
devices may result in increased morphological stability 

I conductina oxide 1 

I conductina oxide 1 

Fig. 8 Schematic diagram of conjugated polymer-semicon- 
ducting oxide composite photovoltaic devices with a) an 
isotropic, mesoporous oxide and b) a forest of oxide nanorods. 
(View this art in color ut www.dekker.com.) 
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polymer into the porous Sn02 structure. From optical 
measurements, the polymer was estimated to fill 75% of 
the free volume of the oxide. Several thermodynamic 
factors contribute to the degree of intercalation of a 
polymer into a porous medium.[491 Osmotic pressure 
drives the polymer chains into the pores. However, the 
entropic force is in the other direction because of the 
reduced number of configurational states available to the 
confined polymer. The force that can tip the scales in 
either direction is the interaction energy between the 
polymer and oxide surface. A strong attractive force 
between the polymer and the oxide can overcome the 
entropic drive and result in efficient intercalation into the 
porous volume. Whether the oxide-pol! mer interaction is 
attractive or repulsive depends on a wide range of 
intermolecular forces, including the hydrophobiclhydro- 
philic and polar character of both materials, as well as the 
solvent in which the polymer is dissolved.[501 The 
hydrophobickydrophilic nature of the oxide surface can 
be substantially altered by cleaning processes or chemical 
derivatization to optimize the conditions for polymer 
intercalation. In a system in which there is a strong oxide- 
polymer attraction leading to efficient intercalation, the 
intercalated polymer can become essentially insoluble in 
solvents that would normally dissolve it, as is the case for 
the composite structure shown in Fig. 9b. 

Other techniques that have been demonstrated include 
a self-assembly approach to fabrication of mesoporous 
T i02  using a block copolymer as a structure-directing 

Fig. 10 shows a highly ordered, mesoporous 
T i02  structure fabricated via this technique. Intercalation 

Fig. 9 Scanning electron microscopic images of the top 
surfaces of a) a porous SnOz film with a thickness of 300 nm 
and b) a Sn02/conjugated polymer (OCIClo-PPV) composite 
film. The porous &02 film was fabricated by sinte*ng a 
solution-deposited Sn02 nanoparticlelpolystyrene sphere mix- 
ture. The composite structure was fabricated by solution 
intercalation of the polymer into the porous Sn02 structure. 

and robustness compared with pure polymer films, 
resulting in enhanced device lifetimes. 

Fabrication of organic-inorganic composite devices 
has been performed via several techniques. Fig. 9a shows a 
mesoporous Sn02 structure that was fabricated by spin- 
coating an aqueous solution of S n 0 2  nanoparticles 
(diameter-9 nm) mixed with polystyrene spheres (diam- 
eter- 100 nm). Upon heating the film to 450°C in an 
oxygenated atmosphere, the Sn02  nanoparticles are 
sintered together to form a continuous oxide network. 
The polystyrene spheres are burned out of the film, leaving 
behind voids on the size scale of lo0  nm. Fig. 9b shows a Fig. 10 Scanning electron microscopic image of an ordered, 
composite structure fabricated by soaking the above film porous TiOz film fabricated using a self-organizing block co- 
in a solution of the conjugated polymer OCIC~O-PPV for polymer as a templating agent. (From Prof. M.D. McGehee, Dept. 
8 hr. The SEM image shows efficient intercalation of the of Materials Science and Engineering, Stanford University.) 
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of this structure with the conjugated polymer P3HT 
resulted in a solar cell with approximately 0.5% power 
conversion efficiency under solar illumination. Also, a 
technique in which a Ti(OC3H7)4 precursor was blended 
with a conjugated polymer and subsequently annealed to 
form a composite film with 100% filling has been 
demonstrated.'481 In the next section, we examine a 
variety of novel, low-cost techniques for fabricating metal 
oxide nanostructures that could potentially be used in an 
organic-inorganic composite solar cell. 

NOVEL FABRICATION TECHNIQUES FOR 
METAL OXIDE NANOSTRUCTURES 

Over the past few years, the synthesis of semiconducting 
nanoparticles and nanorods has advanced substantially. 
There is considerable work demonstrating the synthesis of 

nearly monodisperse particles with sizes from a few 
nanometers to a few hundred nanometers. This allows 
tremendous flexibility in controlling the material band 
structure. There has been a remarkable diversity of 
approaches to the synthesis of nanoparticles of various 
structures and of nanostructured surfaces. These include 
solution precipitation, sol-gel approaches, self-organiza- 
tion, and a range of physical vapor deposition (PVD)- 
based approaches including pulsed laser deposition, 
chemical vapor deposition, and  utterin in^.'^^-^'' One of 
the key emerging areas for controlling particle synthesis 
and incorporation into composite structures is the use of 
appropriate chelating ligands to promote self-organiza- 
tion. 153.62-701 ~h ere is quite a remarkable diversity of 
approaches being employed to both produce and tailor 
nanoparticulate materials. This provides an unprecedented 
degree of flexibility in the development of new materials. 
Interestingly, however, the vast majority of the work has 

Table 2 Synthetic routes for the formation of nanofiberslnanotubes from a variety of inorganic semiconductors 

Material Synthetic method Dimensions Reference 

H-Ti02 nanotubes 
Ti02 nanofibers 

InAs nanofibers 

Gap nanorods 
CdE (E=S, Se, Te) 
nanorods 
CuInE (E=S, Se) 
nanorods 
ZnO, ZnS nanocables 
and nanotubes 
ZnO nanorods 

ZnO nanobridges 
and nanonails 
Gap nanorods 

GaO nanoribbons 

MnOz nanowires 

CdW04 nanorods 
BaW04 nanorods 

Vanadium oxide 
nanotubes 

MoS2, WS2, and 
NbS2 nanotubes 

Hydrothermal 10 M NaOH 
Electrospinning of ethanol solution of 
poly(viny1 pyrrolidone)/titanium 
tetraisopropoxide 
21nC11 +6KBH4+2As+21nAs+6KCI 
+6 BH3+3H2 
Benzene reflux with GaCI3, Na, and P 
Direct reaction of the elements in 
organic solvents 
Elements in organic solvents 

Evaporation of the oxide followed 
by sulfiding 
Thermal decomposition of ~ n "  
amino complex 
in aqueous solution 
Thermal vapor transport and 
condensation method 
Catalytic decomposition of Ga20, P, 
and carbon nanotubes 
Direct reaction of GaN with oxygen 

Hydrothermal reaction of MnS04-H20 
with water in presence of 
ammonium persulfate 
Hydrothermal preparation 
Reverse micelle synthesis 

Hydrothermal synthesis with 
ammonium metavanadate 
and amines or quaternary 
ammonium salts 
High temperature synthesis of Mo 
with Se 

5 nm radius, 150 nm length 
10-1 00 nm radius, up to several 
centimeters length 

15-100 nm radius, 
150-1000 nm length 
20-50 nm radius, 200-500 nm length 
10-40 nm radius, microns length 

10-40 nm radius, hundreds of 
nanometers length 
5-20 nm radius, hundreds of 
nanometers length 
5-10 nm, 50-100 nm, 
and 0.5-1.0 pm 
radius, up to 10 pm length 
25- 100 nm radius, hundreds of 
nanometers to 2 pm length 
50 nm radius, microns length 

10-60 nm thick, hundreds of 
nanometers length 
5-20 nm radius, microns length 

50 nm radius, 200 nm length 
20-50 nm radius, hundreds of 
nanometers length 
20-100 nm radius, 
100-1000 nm length 

100 nm radius, microns length 
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been on a very few materials such as CdS, CdSe, silica, 
and ~ ~ 0 . L 6 2 . 7  1-80] This work served well to develop the 

basic tools for the synthesis and capping of the nanopar- 
ticles for self-assembly or incorporation into composites. 
Recent work has also developed an array of tools for the 
synthesis of corelshell nanoparticles where the surface of 
the particle is a different material than the i n t e r i ~ r . ~ ~ ~ , ~ " ~ ~ ]  
Overall, the development of these synthetic techniques 
provides the opportunity to pick a core material based on 
optical, electronic, and chemical properties and then cap it 
with another electronic material or to derivatize it with 
appropriate ligands to promote incorporation into a 
composite, or to lead self-assembly, or to control exciton 
or charge transfer properties. This presents an unprece- 
dented ability to tailor the behavior of a composite 
material and has significant ramifications for a wide range 
of applications including solar cells, catalysis, and sensors. 

One of the newer developments in this area has been 
the development of synthetic approaches to nanorods or 
tubes with high aspect ratios. This leads to the possibility 
of anisotropic three-dimensional structures. The rods can 
be organized very differently than spherical particles and 
can be selectively attached or derivatized to control 
incorporation into a composite. As photoactive elements, 
nanomaterials with high aspect ratios can be used for 
transport of carriers and selective transport along the fiber 
or tube. For tubes, it may also be possible to delineate 
between the interior and exterior of the tube. The 
formation of nanorods and or tubes has been observed for 

Fig. 12 Scanning electron microscopic image of ZnO micro- 
crystallites grown from an aqueous solution at 95°C. 

a wide variety of systems, some of which are indicated in 
Table 2. While this list is not exhaustive by any means, it 
should serve to illustrate the extensive range of possible 
materials available with a wide variety of surface chemis- 
tries, optical, and electronic properties. Key is that simple 
hydrothermal or gas phase synthesis routes, which are very 
flexible allowing for derivatization of the materials and are 
very scalable, can make many of the materials. Figs. 1 1 and 
12 show examples of TiOz nanofibers and ZnO micro- 
crystallites grown in aqueous solutions. 

There is also a very embryonic literature on the 
photochemistry of nanorodsltubes indicating that very 
facile charge transport can occur with appropriate surface 
derivatization (linkers) and produce useful chemistry 
such as polymerization, etc.1'04-1081 These results support 
the ability to apply the tunability of the semiconducting 
nanostructures through quantum confinement, coupled 
with rapid electronlexciton transfer with appropriate 
incorporation of the materials into the composite structure. 
These initial results point to the need for extensive work to 
understand the nature of excitonic and charge transfer in 
inorganic nanorods and nanotubes as well as the specifics 
of how to couple the nanomaterial to the outside environ- 
ment such as a polymer or catalyst entity. However, there is 
every reason to believe at present that the diversity of 
materials and ligands will allow tailoring of the energetics 
and kinetics to produce specific redox behavior. 

CONCLUSION 

Fig. 11 Scanning electron microscopic image of TiOz nano- 
fibers grown from an aqueous solution at 150°C. 

Organic semiconductors are a promising class of materials 
for the fabrication of low-cost, large-scale production 
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solar cells. Current state-of-the-art organic solar cells have 
achieved power conversion efficiencies exceeding 3%. 
This is an encouraging value, but a substantial increase in 
performance is required for these devices to be of practical 
use. To achieve higher efficiencies will require controlling 
the morphologies of the donor and acceptor materials to 
simultaneously optimize the exciton and charge transport 
pathways while allowing for an optically thick device. 
Recent advances in solution-based synthesis of metal 
oxide and other inorganic semiconductor nanostructures 
bring about the possibility of low-cost organic-inorganic 
composite devices with optimized morphologies. Many 
challenges exist in this area however. Further techniques 
for fabricating composite structures must be identified and 
refined, particularly with respect to efficiently intercalat- 
ing polymers into nanostructured/porous media. Also, 
correct alignment of the charge transport pathways to the 
electrodes is necessary for efficient device operation, and 
thus the orientation of the nanostructures with respect to 
the substrate must be precisely controlled. Perhaps the 
most vital, yet least understood, topic in this area is the 
organic-inorganic interface. Optimized device structures 
will require good mechanical contact and strong adhesion 
between the two components. Electronic properties of the 
interface are also crucial. Exciton quenching at the 
interface must be fast and efficient, and the relative 
electronic levels of the two materials must be optimized to 
yield the largest possible chemical potential difference 
across the interface for photogenerated charges. All these 
require a complete understanding of the chemistry and 
charge transfer reactions that occur at the interface. 
Meeting these challenges will be necessary to realize the 
full potential of organic semiconductor and organic- 
inorganic composite devices. 
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INTRODUCTION 

A variety of different colloidal systems can be produced 
by interaction between polyelectrolytes and oppositely 
charged surfactants. These complexes have attracted 
considerable interest because of their importance for both 
science and industrial applications. 

By interaction of two oppositely charged polyelectro- 
lytes, polyelectrolyte-polyelectrolyte complexes (PECs, 
or so-called symplexes) are formed. These PECs can be 
loose aggregates or well-defined nanoparticles.['] In a 
similar way polyelectrolytes form complexes with oppo- 
sitely charged surfactants and polyelectrolyte-surfactant 
complexes (PSCs) are obtained.12." Here the mechanism 
of complex formation is not only based on electrostatic 
interactions and entropic factors, but also on the hydro- 
phobic interaction between the surfactant tails. At surfac- 
tant concentrations below the critical micelle concentra- 
tion (CMC), complex formation of polyelectrolytes with 
oppositely charged surfactants occurs. With increasing 
surfactant chain lengths, the formation of surfactant 
patches along the polyelectrolyte chain can be expected, 
because owing to hydrophobic interactions the preferred 
complexation binding site is the next closest position to an 
occupied site. This results in a zipperlike mechanism of 
polyelectrolyte-surfactant complex formation.[41 Typical- 
ly three-dimensional networks form at concentrations 
above the CMC, where polyelectrolyte chains bridge 
discrete micelles without penetrating them.[5761 At even 
higher surfactant concentrations, when all charges of the 
polyion are neutralized, polyelectrolyte-surfactant com- 
plexes usually precipitate from s ~ l u t i o n . ~ ~ ' ~ ' ~ ~  These bulk 
materials have a liquid crystalline-like mesostructure and 
display long-range order on the nanometer scale. The 
interaction between polyions and oppositely charged 
surfactants is a cooperative process in which the ionic 
head groups of the surfactant bind to the polyion, while 
the hydrophobic surfactant tails segregate into a hydro- 
phobic microphase. Similar to amphiphilic block copoly- 
mers, this microphase separation occurs without macro- 
scopic demixing. 

One problem with most such polyelectrolyte-surfac- 
tant complexes is that they are usually water-insoluble 
solids or semisolids and not suitable for particle applica- 

tions. Within the last few years, different techniques of 
PSC nanoparticle synthesis have been developed to 
overcome this problem. These complexes are, unlike 
PSC bulk materials, redispersable in water or organic 
solvents as discrete nanoparticles without dissociation. 
For synthesis of PSC nanoparticles, polyelectrolytes that 
exhibit additional molecular entities have to be used, 
which provide solubility even after stoichiometric com- 
plexation and neutralization of all charges. In this way, 
particles are obtained that exhibit spherical core-shell 
structures, cylindrical or disk-shaped morphologies, or 
hollow spheres like vesicles. Whereas some of these 
morphologies appear to be equilibrium structures, others 
are nonequilibrium structures. The size, solubility, and 
morphology of PSC nanoparticles depend strongly on the 
molecular structure of the polyelectrolyte, the block 
ionomer lengths, the block length ratios, the structure 
and type of surfactant, and sometimes also on the way of 
preparation. Potential applications for this relatively new 
class of materials are drug and gene delivery, amphiphilic 
particles, and depot systems.[8991 

COMPLEXATION OF DOUBLE-HYDROPHILIC 
BLOCK COPOLYMERS-VARIOUS 
NANOPARTICLE MORPHOLOGIES 

A very interesting family of polymers are double- 
hydrophilic block copolymers.[101 These consist of two 
covalently linked hydrophilic polymer block segments, 
which are chemically not equivalent, e.g., poly(ethy1ene 
oxide)-b-poly(sodium methacrylate). Double-hydrophilic 
block copolymers that contain a polymer block that is a 
polyelectrolyte are called block ionomers. 

For the first time, redispersable nanoparticles of block 
ionomer-surfactant complexes have been obtained by 
complexation of poly(ethy1ene oxide)-b-poly(sodium 
methacrylate) (PEO-b-PMANa) with cetylpyridinium 

The segment lengths of the block ionomer 
were 176 and 186 repeating units for PEO and PMANa, 
respectively. Different aggregate morphologies could be 
distinguished within three different surfactant concentra- 
tion regions: At molar surfactant concentrations below the 
concentration of anionic polyion charges, the surfactant 
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cetylpyridinium bromide (C16PyBr) binds electrostati- 
cally to the polyion and soluble complexes with negative 
[-potentials were observed. Also, the stoichiometric and 
electrostatic neutral (c= 0) complexes were soluble and 
formed monodisperse nanoparticles with a diameter of 67 
nm, as shown by dynamic light scattering (DLS) and 
transmission electron microscopy (TEM). A TEM micro- 
graph is shown in Fig. 1. These discrete PSC complexes 
were first believed to exhibit a core-shell structure, where 
the core is formed by C16PyBr neutralized polyions, and 
the shell of PEO block segments. Later studies suggested a 
vesicular morphology.[121 At higher surfactant concentra- 
tions excess surfactant is incorporated into the particles, 
resulting in a positive [-potential. The observed particles 
combine the properties of amphiphilic block copolymers 
and polyelectrolyte surfactant complexes, as they sponta- 
neously form stable, water-soluble, and microphase 
separated aggregates. 

Similar to mixtures of cationic and anionic single-tail 
surf act ant^,"^] spontaneous formation of vesicles is 
observed for the complexation of PEO-b-PMANa block 
ionomers with alkyltrimethylammonium surfactants [e.g., 
tetradecylammonium bromide (TTAB) or cetyltrimethy- 
lammonium bromide (cTAB)]."~] In contrast, complex- 
ation of the homopolymer PMANa with the same 
surfactants resulted in the formation of water-insoluble 
bulk materials. The wall of the PSC vesicles is composed 
of surfactant-neutralized polyion surrounded by the 
hydrophilic PEO shell, which sterically stabilizes the 
complexes in aqueous dispersions. The vesicular solu- 
tions are transparent or slightly opalescent. Vesicle 
diameters varied between 85 and 120 nm and increased 
with increasing chain length of the surfactant. The ob- 
tained dispersions are very stable and efficiently encap- 
sulate and retain hydrophilic molecules in the internal 
aqueous volume. 

Fig. 1 TEM micrograph of vesicles formed by the complex of 
PEO-b-PMANa with CI6PyBr. (From Ref. [ l l ] . )  

The influence of the block ionomer block lengths and 
the surfactant structure on the solubility of PSC nanopar- 
ticles was also systematically investigated.[I4] Therefore, 
complexation of a variety of PEO-b-PMANa block 
copolymers was performed with single-tail, double-tail, 
and triple-tail tetraalkylammonium surfactants. It was 
found that a minimum block length of PEO and a high 
enough block length ratio of PEOPMANa are necessary 
to induce sufficient sterical stabilization in aqueous dis- 
persions. Complex formation with stoichiometric amounts 
of the single-tail surfactants CTAB or C16PyBr resulted in 
rather small and monodisperse aggregates. These systems 
are believed to be in dynamic equilibrium with surfactant 
monomers in the dispersion. The critical aggregation 
concentration (CAC) was two to three orders of magni- 
tude lower than the corresponding CMC. In contrast, the 
aggregate size of complexes formed with double-tailed 
surfactants [e.g., didodecyldimethylammonium bromide 
(DDAB)] depended strongly on the way of preparation. 
This nonequilibrium behavior can be explained by the 
formation of preformed, membranelike surfactant aggre- 
gates, which is typical for double-tail surfactants. As is the 
case for single-tail surfactants, for triple-tail surfactants 
the formation of the aggregates is primarily controlled by 
the block ionomer structure and composition of the 
mixture. Different core morphologies can be expected 
for complexation with single- and triple-tail surfactants 
owing to the rather different packing parameters. 

Not only linear block copolymers, but also grafted 
copolymers were used for PSC nanopanicle formation.[15] 
Unlike the vesicular morphologies formed by linear block 
copolymers, core-shell particles were obtained by com- 
plexation of poly(ethy1ene oxide)-g-poly(ethy1ene imine) 
(PEO-g-PEI) with anionic surfactants [e.g., sodium do- 
decyl sulfate (SDS) or sodium tetradecyl sulfate (TDS)]. 
In these micelle-like aggregates, apparently the hydro- 
phobic core from the surfactant-neutralized PEI block is 
surrounded by the hydrophilic corona of PEO chains 
stabilizing the particles in aqueous media. The observed 
particle sizes, as determined by DLS and confirmed by 
TEM, are about 40-50 nm. Therefore, their size is 
comparable with micelle-like aggregates of amphiphilic 
block copolymers. The CAC was determined by fluores- 
cence measurements using pyrene as a probe. CAC values 
were about two magnitudes lower than the corresponding 
CMC values of the pure surfactant. As the size of the 
obtained PSC particles is independent of the way of 
preparation, the complexes appear to be in equilibrium 
with unbound surfactants. With increasing chain length 
of the anionic surfactants, excess surfactant was incorpo- 
rated in the complexes, resulting in particles with nega- 
tive [-potentials. 

Spherical core-shell morphologies can also be obtained 
by complexation of poly(ethy1ene oxide)-b-poly(ethy1ene 
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imine) containing branched poly(ethy1ene imine) seg- 
ments (PEO-b-PEIb,) with the surfactant dodecanoic acid 
( c , ~ ) . [ ' ~ '  In contrast, prolate particles can be obtained by 
complexation of the linear block copolymer PEO-b-PEI,,. 
Even more elongated are the needlelike particles formed 
by C f 2  and a PEO-b-PEI block copolymer with a cyclic 
architecture of the PEI segment (PEO-b-PEI,,). All these 
particles formed by C12 and PEO-b-PEI block copolymers 
with a linear, branched, or cyclic PEI architecture exhibit 
a core-shell structure, as shown by atomic force micros- 
copy (AFM). The core consists of poly(ethy1ene imine) 
dodecanoate surrounded by a corona of poly(ethy1ene 
oxide). All particles investigated in this study have an 
average size of about 200 nm (Fig. 2). Small-angle X-ray 
scattering (SAXS) of dried dispersions revealed that the 
complex formed with PEO-b-PEI,, has a lamellar mor- 
phology, while the ones of PEO-b-PEII, and PEO-b-PEIb, 
show a lamellar-within-lamellar morphology. 

pH-sensitive core-shell particles have been obtained 
in aqueous dispersions of poly(ethy1ene oxide)-b-poly(~- 
lysine) (PEO-b-PLL) complexes with retinoic acid.[17' 
Because of its amphiphilic properties, this vitamin A ana- 
logue can be considered as a surfactant. The complexes 
were characterized by SAXS as bulk material, as well as 
in aqueous dispersions. The diffractograms indicate that 
the cores of these complexes exhibit a smectic-A-like 
structure. By circular dichroism, an a-helical conforma- 
tion of L-lysine chains was found for pH values above 9. It 
was assumed that this conformation is stabilized by the 
PEO shell, as well as by protecting retinoate molecules. 
Below a pH of 3.7, a random coil structure is present, 
while mixtures of random coils and a-helices form in the 
intermediate pH range. The complexes can be considered 
as a model for pH-sensitive drug-carrier systems. 

Nanoparticle dispersions of polyelectrolyte-surfactant 
complexes have also been made from polyelectrolyte 
h o m ~ ~ o l ~ m e r s . [ ' ~ ~  Nonstoichiometric complexes contain- 

Fig. 2 Dried dispersions of the complex of PEO-PEI,, with 
C12 form needlelike particles. (From Ref. [16].) 

ing excess polyelectrolyte or surfactant are generally 
soluble in water, and sometimes they form well-defined, 
discrete aggregates. Especially, PSCs of biopolymers, 
such as polysaccharides or polypeptides, have been in- 
vestigated for drug and gene delivery purposes. As their 
stoichiometric, electroneutral complexes are not redisper- 
sable and water insoluble they are not discussed in detail 
in this entry. 

"REVERSE" CORE-SHELL 
STRUCTURES BY COMPLEXATION 
OF HYDROPHILIC-HYDROPHOBIC 
BLOCK IONOMERS 

In contrast to the core-shell structure of complexes from 
double-hydrophilic block ionomers, complexation of 
hydrophilic-hydrophobic block copolymers results in 
"reverse" morphologies-here the nonionic, hydropho- 
bic block segments form the core, which is surrounded by 
a surfactant neutralized polyion shell. For this reason the 
particles can be redispersed only in solvents that are also 
solvents of the polyelectrolyte homopolymer complex. A 
major difference compared to double-hydrophilic block 
copolymers is the aggregation of the polyion before 
addition of surfactant and complexation. Micelle-like 
aggregates are formed in aqueous solution owing to 
microphase separation of the hydrophobic polymer seg- 
ments. This factor might limit the possibilities of this 
approach to form equilibrium structures. 

One example is the synthesis of nanoparticles from 
polystyrene-b-poly(sodium acrylate) (PS-b-PAA) and N- 
cetylpyridinium cations (CI6Py+), which precipitate from 
aqueous solution at stoichiometric mixing ratios of 
surfactant and polyion units."91 The formed precipitate 
is insoluble in tetrahydrofuran and toluene, which are 
good solvents for PS but nonsolvents for PAA-/CI6Py+ 
complexes. Instead, chloroform, a good solvent for PAA-/ 
CI6Py+, could be used for redispersion. This clearly 
indicates a core-shell structure with a polystyrene core 
surrounded by surfactant neutralized polyion segments 
that stabilize the particles in solution. 

Similar results were obtained for complexes from 
poly(a-methylstyrene)-b-poly(N-ethly-4-vinylpyridinium 
bromide) (PMeS-b-PE4VP) and sodium bis(2-ethylhex- 
y1)sulfosuccinate (AOT).'~'] The precipitated complexes 
can incorporate small excess of surfactant. Preliminary 
studies showed that PSC formed by the homopolymer 
PE4VP and AOT were soluble in various organic solvents 
without dissociation of the complex, e.g., cyclohexane, 
chloroform, and acetone. Neither of these solvents 
dissolves the block ionomer PMeS-b-PE4VP, but all of 
them are good solvents for the complexes of the block 
ionomer with AOT. Again, this clearly hints on the 
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described "reverse" core-shell morphology. The particle aggregates with a length of about 25 nm. A partially 
size of the redispersed PSCs in hexane/cosolvent mixtures interdigitated arrangement of the surfactant tails was 
is about 70 nm in diameter. The spherical morphology and assumed, owing to the small thickness of the disklike 
the size of the particles were confirmed by TEM. aggregates (2.2 nm) and the small diameter of the formed 

cylinders (3 nm). An overview of the different morphol- 
ogies of PSC nanoparticles formed by the different 

COMPLEXATION OF POLYAMPHOLYTES polyion precursors is given in Table 1. 

Polyampholytes are polyelectrolytes that contain both 
anionic and cationic repeating units. Complexes of ternary 
polyampholytes with cationic, anionic, and neutral re- 
peating units with perfluorododecanoic acid (FCI2) have 
been synthesized.r211 The obtained nanoparticles are 
highly fluorinated and stable in aqueous dispersions. By 
dynamic light scattering, it was shown that discrete 
particles with hydrodynamic diameters of 20-35 nm were 
formed. The diameter and the stability of the dispersions 
depend strongly on the composition of the polyampholyte. 
More insight into the particles' morphology was gained by 
small-angle X-ray scattering. The geometry of the 
dispersed particles was characterized by indirect Fourier 
transform method.r221 Disk-shaped aggregates with a 
diameter of 30 nm were formed by complexes from the 
polyampholyte with the highest content of cationic 
repeating units. Complexes of polyampholytes with a 
lower content of cationic charges formed cylindrical 

HOLLOW SPHERES FROM 
POLYELECTROLYTE-SURFACTANT 
COMPLEX NANOPARTICLES 

Besides vesicle formation, hollow spheres of PSCs can be 
also prepared by stepwise complexation and selective 
dissociation of poly(ethy1ene imine)."" First, nonstoi- 
chiometric complexes of PEI homopolymer with dodeca- 
noic acid were formed. The particles display a positively 
charged shell of free ethylene imine units and a PEI- 
dodecanoic acid core. Second, poly(ethy1ene oxide)-b- 
poly(methacry1ic acid) block copolymer with a phospho- 
nized carboxylic acid end group was added, resulting in 
particles with a core of PEIModecanoic acid and a shell of 
a phosphonized block ionomerIPEI complex. By decreas- 
ing the pH value below the pK, value of dodecanoic acid, 
the PEI-dodecanoic acid core was selectively dissolved. 

Table 1 Overview of the different types of polyion precursors used for complexation of oppositely charged surfactants, and the 
resulting nanoparticle morphologies 

Structure of the polyion 
Surfactant 
(reference) 

Nanoparticle 
morphology 

Double-hydrophilic 
block copolymers 

PEO-b-PLL 
PEO-b-PEIbr 
PEO-b-PEIli 
PEO-b-PEI,, 

Hydrophilic-hydrophobic PS-b-PAA- 
block ionomers 

PMeS-b-PE4VP 
Polyampholytes Random copolymers 

from cationic, 
anionic and 
neutral monomers 

Core-shell latex particles PEO-b-PSS particles 

Vesicles 

Prolate particles 
Needlelike particles 
"Reverse" core-shell 
structures 

Disk-shaped particles 
and cylinders 
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Fig. 3 Micrograph of a microtomed sample of preformed latex 
particles with a PSS-TTAB core and a PEO shell. (Ref. [24].) 

The phosphonate-PEI shell was left unchanged, forming 
hollow spheres with a diameter of about 400 nm. TEM 
micrographs reveal a porous structure of the formed PSC 
shells, which might have formed owing to the high 
osmotic pressure inside the hollow spheres induced by 
dissociation of the core. 

COMPLEXATION OF PREFORMED 
CORE-SHELL LATEX PARTICLES 

Core-shell particles of PSC complexes have also been 
made from preformed latex particles.'241 For this purpose 
core-shell latex particles with a polystyrene core and a 
poly(ethy1ene oxide) shell were synthesized by cross- 
linking emulsion polymerization of styrene, using a PEO 
macroinitiator system. Subsequent sulfonation of the PS 
core resulted in particles with a polyelectrolyte core of 
poly(styrene sulfonate) surrounded by a PEO corona 
(PEO-b-PSS). Complexation with tetraalkylammonium 
surfactants [e.g., dodecyltrimethylammonium bromide 
(DOTAB)] induced microphase separation within the 
core. Hereby polymer latex particles with a mesostruc- 
tured core and a diameter of about 400 nm were obtained 
(Fig. 3). By small-angle X-ray scattering, it was shown 
that the characteristic length of the formed core meso- 
phase varied between 2 and 4 nm and increased with 
increasing chain length of the cationic surfactant. 

CONCLUSION 

Complexation of block ionomers, polyampholytes, or 
preformed core-shell lattices enables the synthesis of 
well-defined, monodisperse PSC nanoparticles. Depend- 
ing on the particular system, these nanoparticles form 
dispersions in water or organic solvents. In this way, 

particle applications of stoichiometric PSC have also been 
made possible. 

Compared to bulk polyelectrolyte-surfactant com- 
plexes, the synthesis of PSC nanoparticles largely extends 
the opportunities of structuring nanoparticles. Morpho- 
logical investigations indicate that self-assembly in these 
systems mainly depends on the block copolymer archi- 
tecture. By using different types of polyion precursors, 
complexation with surfactants results in cylindrical, disk- 
shaped, prolate, spherical, and vesicular polymer struc- 
tures. The obtained nanoparticles exhibit a long-range 
ordered inner mesostructure owing to microphase separa- 
tion of the surfactant tails from the surfactant-neutralized 
polyion segments. Potential applications are especially 
drug and gene release systems. 
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INTRODUCTION 

Polymer colloids with metal nanoparticles is a fast- 
developing field of nanoscience and nanotechnology as 
encapsulation of metal inside the polymer-+x, vice versa, 
formation of polymer inside the nanocomposite colloids- 
show a promise for exciting applications: catalytic, 
optical, magnetic. Metal or semiconductor nanoparticles 
can be 1) formed inside the polymer colloids (block 
copolymer micelles, dendrimers, or other functionalized 
polymer colloids); 2) positioned on the outer surface of 
the polymer colloids; or 3) polymer layer can be formed or 
adsorbed on the preformed nanoparticle surface. This 
entry discusses the above routes to prepare polymer 
nanocomposite colloids considering possible advantages 
and disadvantages of different methods. The major 
methods to characterize composition and structure of 
these nanomaterials include those used for polymer 
colloid characterization and metal nanoparticle assess- 
ment. Some methods allow gathering information on both 
polymer and nanoparticle structure; some methods are 
very specific for nanoparticle characterization. Transmis- 
sion electron microscopy (TEM) is widely used to 
characterize both polymer colloids and metal (semicon- 
ductor) nanoparticles; the latter especially provide high 
electron contrast. High-resolution TEM (HRTEM) is used 
to determine the sizes of small particles and to charac- 
terize their inner structure. X-ray diffraction (XRD) is 
used for crystalline nanoparticles to determine their 
structure and mean particle size. Scattering techniques, 
small angle X-ray scattering (SAXS) and small angle 
neutron scattering (SANS), can be used both for polymer 
colloid and nanoparticle assessment. The latter is possible 
if polymer structure does not change after particle 
formation so scattering from polymer particles can be 
subtracted. If this is not the case, anomalous SAXS is 
employed because it allows one to establish nanoparticle 
size and particle size distribution independently of 
changes in the nanostructured polymer. Spectroscopic 
techniques are often used to characterize nanoparticles 
because properties are dependent on nanoparticle size 
(Au, Ag, semiconductor nanoparticles). In the sections 
below, examples of polymer colloid and nanoparticle 
characterization are presented. 

NANOPARTICLE FORMATION 
INSIDE POLYMER COLLOIDS 

Nanoparticle Formation in Block 
Copolymer Micelles 

Amphiphilic block copolymers form micelles in selective 
solvents (a good solvent only for one block), yet the size 
and shape of micelles depend on the block chemical 
structure, molecular weight of each block, and solvent 
type.['921 Block copolymer micelles can be treated as 
polymer colloids being in dynamic equilibrium with 
unimers (individual macromolecules in solution) and with 
each other, which results in exchange between micelles. 
Although this exchange is a slow process for block co- 
polymer systems compared to surfactant micelles, this can 
ensure very useful properties (ability to assemble and 
disassemble in certain conditions can play very important 
role for some "delivery" applications) or demonstrate a 
disadvantage, as it can facilitate metal-species exchange 
between polymer colloids. 

Depending on the structure of the block copolymer, 
nanoparticles can be formed both in the micelle core 
(when the core is functionalized, while corona is not) or in 
the corona, when the core is not functionalized. 

Nanoparticle formation in the micelle core 

If the block containing the functional groups (able to react 
with metal compounds, giving complexes or salts) forms 
the micelle core, it can be loaded with a corresponding 
metal compound (by incorporating the metal compound in 
the block copolymer solution) and can further serve as a 
nanoreactor for nanoparticle formation. In so doing, be- 
cause the core-forming block is not soluble in a selective 
solvent, the micelle core can be treated like a quasi solid, 
thus additionally stabilizing the nanoparticles. Examples 
of "functional" blocks are polyvinylpyridines [P2(4)VP], 
polymethacrylic and polyacrylic acids (PMAA and PAA), 
polybutadiene (PB), polyisoprene (PI), and others. A block 
containing no functional groups but providing solubility 
and micelle stability in the solution should form the mi- 
celle corona. These can be polystyrene (PS), poly(eth- 
ylene oxide) (PEO), polyisobutylene (PIB), etc. 
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Fig. 1 Electron micrographs of Pd colloids synthesized in PS- 
b-P4VP block copolymer micelles via reduction with hydrazine 
(top) and NaBH4 (bottom). (From Ref. [9] Copyright 1997 by 
the American Chemical Society.) 

The synthesis of metal or semiconductor nanoparticles 
in the cores of amphiphilic block copolymer micelles was 
almost simultaneously reported by several research 
groups.[3-71 The metal nanoparticle formation in PS-b- 
P4VP block copolymer micelles demonstrated the strong 
dependence of nanoparticle morphology on the type of 
reducing agent. When a sluggish reducing agent is used, 
one nanoparticle per micelle ("cherry-like" morphology) 
can be formed if there is no exchange between micelles 
(e.g., the micelle is cross-linked).'*' Fast reduction leads to 
the formation of many small particles per micelle ("rasp- 
berry-like" morphology), which is considered to be pref- 
erable for catalytic applications (Fig. I ) . [ ~ ]  Using block 
copolymer micelle cores as nanoreactors allows synthesis 
of monometallic and bimetallic nanoparticles, yet bime- 
tallic particle morphology depends on a metal pair,''01 i.e., 
on the ability of metal species to be reduced in particular 
conditions. For the Pd-Au pair, core-shell particles are 
formed with a gold core and a palladium shell. For Pd-Pt 
pair, cluster-in-cluster particles are obtained. These 
different morphologies significantly change the catalytic 

properties of such systems although the nanoparticle sizes 
are similar."01 

Co nanoparticles of different sizes and shapes can be 
prepared either by incorporation of CoC12 in the PS-6- 
P2VP micelles followed by reduction or by thermal 
decomposition of Co2(C0)8 species embedded in the 
micelle cores.'"' Stable suspensions of superparamag- 
netic cobalt nanoparticles were also prepared in poly- 
(dimethylsiloxane) (PDMS) carrier fluids in the presence 
of poly[dimethylsiloxane-block-(3-cyanopropyl)methylsi- 
loxane-block-dimethylsiloxane] (PDMS-b-PCPMS-b- 
PDMS) triblock copolymers as steric stabilizers.[lZ1 Simi- 
lar to PS-b-P2VP, these copolymers formed micelles in 
toluene and served as nanoreactors for thermal decompo- 
sition of the C O ~ ( C O ) ~  precursor. The nitrile groups on the 
PCPMS central blocks are thought to adsorb onto the 
particle surface, while the PDMS end blocks protrude into 
the reaction medium to provide steric stability. Adjusting 
the cobalt-to-copolymer ratio can control the particle size. 
Transmission electron microscopy shows nonaggregated 
cobalt nanoparticles with a narrow size distribution and the 
particles are evenly surrounded with copolymer covering. 

The formation of iron oxide particles in cross-linked 
block copolymer micelles is described in Ref. [13]. A 
polyisoprene-block-poly(2-cinnamoylethyl methacrylate)- 
block-poly(tert-butyl acrylate), PI-b-PCEMA-b-PtBA, 
forms spherical micelles in THFIhexane mixture with 65% 
volume fraction of the latter. The micelles consist of a PI 
corona, a solvent-insoluble PCEMA shell. and a PtBA 
core. Their structure is locked in by photo-cross-linking 
the PCEMA shell to yield nanospheres c Fig. 2). Similar to 

Re oval At' 

Fig. 2 Preparation of water-dispersible magnetic nanoparticles. 
Photolysis cross-links the PCEMA shell (gray to dark). The PI 
corona chains are made water-soluble by hydroxylating the double 
bonds (wavy lines to free-hand lines). The core is made inorganic 
compatible by removing the ten-butyl groups (light gray to 
gridded pattern). Soaking the nanospheres in aqueous FeCI2 
enables proton exchange by ~ e ~ +  (slant to vertical grids) and the 
~ e ~ '  ions are precipitated and oxidized to vield cubic y-Fe203 
magnetic particles using NaOH and H20: (last step). (From 
Ref. [I31 Copyright 2000 by the American Chemical Society.) 
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core cross-linking, this approach prevents exchange 
between micelles. The nanospheres were made water- 
dispersible by hydroxylating the PI double bonds. The 
core was made compatible with inorganic species by 
removing the tert-butyl groups of PtBA. The possibility 

Fig. 4 Transmission electron microscopic image of Pt 
nanoparticles prepared in PB-b-PEO micelles by NaBH4 
reduction. (From Ref. [I51 Copyright 1999 by the American 
Chemical Society .) 

Fig. 3 Transmission electron microscopic images of PI-b- 
PCEMA-b-PtBA nanospheres at each stage in the synthesis: (a) 
after PCEMA cross-linking and PI hydroxylation (stained with 
0s04  overnight); (b) after removal of tert-butyl groups (stained 
with 0s04 over a weekend); and (c) after Fe203 loading (no 
staining). (From Ref. [13] Copyright 2000 by the American 
Chemical Society.) 

of using such nanospheres as nanoreactors for inorganic 
nanoparticle preparation was demonstrated by incorpo- 
rating iron salt and formation of iron oxide magnetic 
particles in the cores (Fig. 3). 

As seen from the above examples, many amphiphilic 
block copolymers form micelles with a functionalized 
core in the organic medium. When aqueous solutions are 
preferred, the choice of block copolymers is very limited 
and metal particle formation is normally more complicat- 
ed as the pH of the medium should be taken into 
consideration. A few examples of such block copolymers 
include P2VP-b-PEO and PB-~-PEO,[ '~ . '~ '  yet the former 
block copolymer micellization depends on the pH val- 
ue:[I6' At pH below 5, P2VP-b-PEO becomes molecularly 
soluble in water. At the same time, decrease of pH of the 
P2VP-b-PEO micellar solution after incorporation of 
metal compounds or metal nanoparticle formation results 
in no micelle decomposition although the micelle density 
decreases. In the case of PB-b-PEO, micelles formed in 
water are very dense, so they successfully fulfill two roles: 
They serve as nanoreactors for Pd, Pt, and Rh nanoparticle 
formation (Fig. 4) and as metal-particle-containing tem- 
plates for mesoporous silica casting.['51 

If the P2VP block is a middle block in PS-b-P2VP-b- 
PEO triblock copolymer, the "layered," well-defined 
micelles are formed in water with the PS core, P2VP shell, 
and PEO ~ o r o n a . " ~ '  Here the P2VP shell serves as a 
nanoreactor for gold nanoparticle formation. As the shell 
is formed by the pH-sensitive P2VP block, the authors 
believe that this system can be useful for encapsulation 
and/or release of active species. However, one should 
remember that after metal particle formation, this block 
loses its ability to dissolve at low p ~ . r 1 4 1  So this property 
can be hardly realized in this system if nanoparticles or 
metal complexes are formed in the P2VP shell. 
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Fig. 5 Transmission electron microscopic images of spherical 
aggregates in LCM, with PdPt shadowing (A) and without 
shadowing (B). The dark particles inside the spheres are CdS 
nanoparticles. (From Ref. [22] Copyright 1998 by the American 
Chemical Society.) 

The formation of spherical assemblies of CdS-contain- 
ing block copolymer reverse micelles in aqueous solution 
was reported in Ref. [18]. These stable assemblies were 
formed by slow addition of water to mixtures of the 
reverse micelles formed by PS-b-PAA and single PS-b- 
PAA chains. Large compound micelles (LCMs) with 
quantum-confined CdS nanoparticles dispersed through- 
out a spherical PS stabilized in water by a layer of 
solubilized hydrophilic chain matrix were obtained. The 
size of the CdS particles (approximately 3 nm) is 
determined by the ionic block length of the block 
copolymer forming the reverse micelle (Fig. 5). The for- 
mation of LCMs was found to depend on the amount of 
the added stabilizing copolymer. This method allows 
transferring the CdS nanoparticles formed in the micelle 
cores in organic medium to aqueous medium without 
loss of stability and nanoparticle aggregation. 

Block copolymer micelle coronas 

Nanoparticles can be synthesized in the corona of 
amphiphilic block copolymer micelles. However, if the 
corona is functionalized, addition of a metal salt can result 
in immediate formation of large aggregates because of the 
interaction between micelles and their precipitation; thus 
this method can be used only in very dilute solutions. If 
the corona does not contain groups able to coordinate with 
metal compounds, particle stabilization can be ensured 
because of the hydrophobic interactions with the hydro- 
phobic core. This feature was used when synthesis of Pd, 

Pt, Ag, and Au nanoparticles was performed in aqueous 
solutions of PS-b-PEO and PS-b-PMAA by reduction of 
the corresponding salts in block copolymer solu- 
t i ~ n s . " ~ ' ~ ~ '  However, the stability of such systems, solely 
provided by the hydrophobic interactions with the PS 
core, is not satisfactory. On the other hand, accessibility of 
particles in the micelle coronas can be favorable from the 
viewpoint of catalytic applications. 

Enhanced stabilization in the micelle coronas was 
achieved when hybrid micelles consisting of PS-b-PEO 
and surfactants were f ~ r m e d . ' ~ ' - ~ ~ '  Surfactant hydropho- 
bic tails were expected to penetrate the PS core while 
surfactant head groups are located on the micelle core 
surface or in its vicinity. As shown in Fig. 6, exchange of 
surfactant counterions for ions of interest would lead to 
saturation of the core with the given ions. Dynamic light 
scattering (DLS) and sedimentation in an ultracentrifuge 
showed that incorporation of positively or negatively 
charged surfactants results in increase of size and weight 
of micelles and micellar clusters up to a certain surfactant 
concentration (which is different for different surfactants). 
Further increase of surfactant loading (as a rule, above 
critical micelle concentration for surfactants) results in a 
moderate decrease of micelle size and weight. Incorpo- 
ration of surfactant was found to increase the mobility of 
the PS core and to decrease the mobility of surfactant tails. 
Both these facts proved comicellization of block copoly- 
mer molecules and cationic or anionic surfactants. Ion 
exchange of surfactant counterions in the PS-b-PEOICPC 
(cetyl pyridinium chloride) system for ~ t ~ 1 ~ ' -  or ~ d ~ 1 ~ ~ ~  
ions results in saturation of micellar structures with Pt or 
Pd ions. Subsequent reduction of metal-containing hybrid 
micellar systems PS-b-PEOICPCMX, with NaBH4 or 
H2 leads to the formation of metal nanoparticles mainly 
located within the micelles. The morphology and stability 
of Pd and Pt nanoparticles synthesized in these systems 
depends on the metal compound loading and the type of a 
reducing agent. NaBH4 reduction leads to decomposition 

0 
surfactant 
counter~on 

d 
surfactant 

--d'-'- 
PS PEO 

Fig. 6 Schematic image of the PS-b-PEOISDS micelle. (From 
Ref. [22] Copyright 2000 by Academic Pre\s.) 
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Fig. 7 Transmission electron micrographs of Rh nanoparticles 
formed i n  the PS-b-PEOISDS system. (From Ref. [22]. 
Copyright 2000 by Academic Press.) 

of micellar clusters and formation of micelles with em- 
bedded nanoparticles. These systems display exceptional 
stability (for years) if metal salt loading does not exceed 
1 . 2 4 ~  M. Hydrogen reduction results in metal 
nanoparticle formation both in micelles and micellar clus- 
ters (micelle aggregates), so stability of colloidal solutions 
is ensured at metal salt concentration of less than 
3.36 x lop3  M. Rh nanoparticles with diameters of 2-3 
nm have been obtained in the hybrid micelles formed 
by PS-b-PEO anionic surfactants: sodium dodecylsulfate 
(SDS) or sodium dodecylbenzosulfonate (SDBS) using Rh 
cations [Rh(Py)4C12]+ (Fig. 7). As found, nanoparticle size 
does not depend on the type of reducing agent (contrary to 
the nanoparticles formed in other block copolymer solu- 
t i o n ~ ) , [ ~ " ~ '  but depends on the type of ~ n e t a l . [ ~ ' - ~ ~ '  This 
could be governed by the strong interaction of surfactant 
head groups with growing nanoparticles. 

Thus incorporation of surfactants in the block copoly- 
mer micelles containing no functional groups allows re- 
liable stabilization of metal nanoparticles of 2-6 nm in 
size. Using both cationic and anionic surfactants allows 
one to explore an infinite variety of metal ions and to 
prepare different kinds of nanoparticles. The disadvantage 
of these systems is a lack of the direct methods to tune the 
particle size. 

Nanoparticle Formation in Dendrimers 

The most commonly used and studied dendrimers (com- 
mercially available) are poly(amidoamines) (PAMAM), 
whose structure is presented in Ref. [24]. By varying the 
dendrimer size (dendrimer generation) and metal com- 
pound loading, one can vary the size of nanoparticles. 

Dendrimers were used for stabilization of gold and silver 
nanoparticles with subsequent self-assembling of metal- 
containing dendrimers on the surface with monolayer 
formation.[251 Poly(amidoarnine) dendrimers with termi- 
nal hydroxyl groups were used as templates and stabilizers 
for controlled synthesis of monodisperse, catalytically 
active nanoparticles.'261 In the first step, metal ions were 
absorbed by the dendrimer as a result of the formation of 
metal complexes with amino groups. Subsequent reduc- 
tion results in the formation of metal nanoparticles 
encapsulated in the dendrimers. For hydroxyl-terminated 
dendrimers, a deficiency of metal exchange between 
dendrimer molecules provides very narrow particle size 
distribution and subtle control over nanoparticle growth: 
The nanoparticle size is exactly determined by the amount 
of metal atoms loaded in the dendrimer. These metal- 
containing dendrimers are water-soluble and very stable 
(no precipitation is observed for months). It is considered 
that a metal particle is formed in the cavity of the 
dendrimer. This location provides a certain stabilization of 
the particles. At the same time, the presence of functional 
(amino) groups allows additional stabilization of nano- 
particles. Metal particle formation resembles the growth 
of nanoparticles in the cross-linked cores of block 
copolymer micelles when exchange between micelles 
does not occur. If PAMAM contains surface (terminal) 
amino groups, exchange between dendrimer molecules 

Fig. 8 Electron micrographs of gold colloids and histograms of 
particle size distribution at molar ratio of surface amino group of 
(3.5 and HAuCI4: 1:l (top) and 4: 1 (bottom). (From Ref. [27] 
Copyright 1998 by the American Chemical Society.) 
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Fig. 9 Transmission electron micrograph of gold containing 
G8 PAMAM (a) and G10 PAMAM (b) dendrimers obtained for 
1:l loading and slow reduction. In both cases, the dendrimers 
have been stained with phosphotungstic acid. (From Ref. [29] 
Copyright 2000 by the American Chemical Society.) 

results in a broader particle size distribution than for 
PAMAM with terminal hydroxyl groups (Fig. 8).["] 

Dendrimer generation is an important factor to influ- 
ence the particle characteristics.[281 Gold colloid forma- 
tion upon reduction of a gold salt precursor in protonated 
PAMAM was studied to follow the influence of reaction 
conditions and dendrimer generation on the resulting 
polymer nanocomposite colloids.[291 Methods such as 

TEM, SANS, and SAXS show that the gold particles are 
formed inside the dendrimer and located offset from the 
center (probably in a dendrimer cavity). Lower generation 
dendrimers aggregate when nanoparticles are formed. 
Dendrimers of generation 6-9 can template one gold 
nanoparticle per dendrimer molecule; the number of gold 
atoms added per dendrimer determines the particle size. 
These data well agree with those described in Ref. [26].  
For generation 10, multiple smaller gold particles per den- 
drimer were observed and dendrimers aggregated (Fig. 9). 
Poly(propy1eneimine) dendrimers with stearyl end 
groups, combining both hydrophilic and hydrophobic 
moieties, were also used for metal particle formation.r301 
These dendrimers form inverse micelles in toluene. While 
the initial dendrimers have a spherical structure with a 
collapsed core, solubilization of metal salt hydrate leads 
to the formation of cylindrical multidendrimer structures 
with swollen, metal-salt-filled dendrimer cores. When the 
gold salt inside the dendrimers is reduced to form col- 
loidal particles, the cylindrical structure breaks up and 
spherical nanoparticles are formed. In so doing, the 
particle sizes are larger than would be expected if the 
gold-salt loading of one dendrimer formed one particle, 
indicating that the ions from several dendrimers are com- 
bined. Apparently, dendrimers of this kind provide no 
control over nanoparticle growth. In addition, these den- 
drimer aggregates, although resembling block copolymer 
micelles, are less defined and more complex. So advan- 
tages of such amphiphilic dendrimers are not evident. 

Along with metal particles, a number of semiconductor 
particles, c ~ s , ~ ~ ' - ~ ~ ~  c d ~ e , [ ~ ~ ]  and complex core-shell 
C ~ S ~ / Z ~ S , [ ~ ~ ]  were successfully prepared in dendrimers. 
The absorption and emission of the CdSlPAMAM 
(hydroxylated) systems are a function of the generation 
of the dendrimer that is related to the dependence of 
nanoparticle size on dendrimer generation and the 
dependence of optical properties on a semiconductor 
nanoparticle size.[321 

Aqueous assemblies of adamantyl-derivatized poly- 
(propylene imine) (PPI) dendrimers and p-cyclodextrin 

p-cyclodextrin 3 

Fig. 10 Poly(propy1ene imine) dendrimer generations 1-5, solubilized by P-cyclodextrin. (From Ref. [35].) 



Polymer Colloids and Their Metallation 

(J3-CD) (Fig. 10) have been used as nanoreactors in the 
preparation of gold and platinum nanoparticles in wa- 
ter.[351 These particles have been formed by the reduction 
of aurate or platinate anions in the presence of the 
generation 4 (4-(P-CD)32) and 5 (5-(P-CD)40) assem- 
blies (Fig. 11). Lower generation assemblies did not 
provide stable nanoparticles. The authors believe that the 
persistent shape of the adamantyl-derivatized dendrimers 
and the dense shell of adamantyl-P-CD complexes 
provide a kinetic barrier for nanoparticle escape, thus 
prolonging their lifetime. However, particle size distribu- 

tion inside J3-CD-modified dendrimers is not particularly 
narrow,r351 thus demonstrating poorer control over particle 
size than in hydroxy-terminated PAMAM. d 
Nanoparticles in Polyelectrolyte Microgels 

Microgels are gel spherical particles having diameters in a 
nanometer range.r369371 Internal cross-linking leads to 
stability of their sizes and properties, while their size (in 
nanometer range) ensures formation of colloidal solutions. 
When these microgels are formed by polyelectrolytes, 
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Fig. 11 Transmission electron microscopic images of gold (top) and platinum (bottom) nanoparticles stabilized by the 5.(P-CD)40 
assembly and size distributions of colloids stabilized by 4. (fbCD)32 and 5. (P-CD)40 (amine/metal=2: 1, H20, T=25"C). (From Ref. [35].) 
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they contain charged groups allowing ion exchange and 
solubilization in water. This allows considering microgels 
as nanoreactors for controlling nanoparticle growth. Gold 
nanoparticle formation was studied in microgels based on 
sulfonated P S . ' ~ ~ '  Morphologies of nanoparticles formed 
are strongly determined by the degree of microgel cross- 
linking. The higher the cross-linking density, the higher 
the probability of the formation of spherical particles 
embedded in the microgels. The other key factor is the 
type of reducing agent. Fast reduction (NaBH4) in water 
leads to gold nanoparticles of 4.5 nm in diameter located 
in microgels. If NaBH4 is added in alkaline solution (0.1 N 
NaOH), it slows the reduction and results in 7-nm 
nanoparticles forming long "threads." Yet only 20% of 
microgels contain nanoparticles. Thus slow nucleation 
allows Au clusters and ions to migrate out of microgel 
areas where aggregation easily occurs. High-resolution 
TEM allows determining that particles grow from one 
nucleus and the microgel environment governs the par- 
ticle shape. In a similar fashion, Pd and Pt nanoparticles 
have been grown in microgels. These metal-particle-con- 
taining microgels were also used as cotemplates (along 
with amphiphilic PS-b-PEO block copolymers) for meso- 
porous silica formation.r391 Here microgels play a dual 
role: They are nanoreactors for metal particle formation 
and pore-forming templates when mesoporous materials 
are formed. 

Nanoparticle Formation in Functionalized 
Polysilsesquioxane Colloids 

Synthesis of functionalized polysilsesquioxane based on 
hydrolytic condensation of functionalized silanes was 
recently described in Ref. [40]. Using N-(6-aminohex- 

Fig. 12 Transmission electron microscopic image of PAHAPS 
colloids obtained in water at a precursor concentration of 17 wt.%. 

Fig. 13 Transmission electron microscopic image of Pt 
nanoparticles formed in protonated PAHAPS prepared in water 
at a concentration of 1.5 wt.%. 

yl)aminopropyltrimethoxysilane (AHAPS) as a precursor, 
well-defined colloidal particles composed of a nearly fully 
condensed poly(aminohexyl)(aminopropyl)silsesquioxane 
(PAHAPS) were synthesized. According to solid state 2 9 ~ i  
CP-MAS (cross-polarization magic angle spinning) nu- 
clear magnetic resonance (NMR), PAHAPS structure 
contains mainly C-Si03,2 species. The sizes of PAHAPS 
colloids vary in the range 10-200 nm and depend on the 
reaction conditions: pH, solvent, and AHAPS concentra- 
tion (Fig. 12). When hydrolytic condensation is carried 
out in water with no HCl added, self-assembling of 
AHAPS tails results in the formation of lamellar ordering 
with Bragg spacing of about 3.0 nm, which matches to two 
layers of fully extended AHAPS tails. When PAHAPS is 
fully or partially protonated (HCl is added to water), no 
ordering occurs. Similarly disordered structures are 
formed in THF, which is a good solvent for AHAPS 
tails. Unlike water, THF also facilitates cross-linking 
between colloids, so the colloids are attached to each 
other. Interaction of PAHAPS colloids with Pt and Pd 
salts followed by chemical reduction results in the 
formation of discrete metal nanoparticles stabilized within 
the colloids even at metal content of 30-45 wt.% (Fig. 13). 
The particle size depends on the type of metal compound 
and, in some cases, on type of the reducing agent. Particles 
formed after reduction of K2PtC14 within PAHAPS 
measure ca. 1-2 nm in diameter when the fast reducing 
agent (NaBH4) is reduced. With the sluggish reducing 
agent (hydrazine-hydrate), both small particles of 1.5 nm 
and larger particles with diameters of 2 .54.0  nm are 
formed. When metal precursor is K2PtC16, very narrowly 
distributed particles measuring about 1.5 nm are formed 
for both types of reducing agents. Apparently, particle 
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nucleation does not influence the particle size when mass 
transfer of the P~c I~ ' -  ions is restricted. Poly(aminohex- 
yl)(aminopropyl)silsesquioxane colloids form very strong 
elastic films because of the intercolloid interactions that 
makes possible the formation of freestanding films and 
coatings of different thicknesses on various supports. 

Another interesting feature of these particles is that 
dendrites differing in size and shape are observed to 
form from aqueous solutions containing PAHAPS col- 
loids loaded with metal salts or metal nanoparticles 
(Fig. 14).[~'] While formation of dendrites is common for 
a number of salts or it has not been reported 
so far for colloidal particles or nanoparticle-loaded 
colloidal systems. Because the size and shape of the den- 
drites produced here can be easily controlled, metal- 
loaded PAHAPS may be suggested as catalytically active 
membranes in which select surface coverage is important. 
Another possible application for PAHAPS loaded with 
metal nanoparticles is as a conductive layer between two 
surfaces, as described elsewhereL411 for pure Pd dendrite 
crystals. At the same time, unlike pure metals, metal-loaded 
PAHAPS possesses a number of practical advantages, 
including lower cost and greater structural stability. 

Another precursor of interest for synthesis of polymer 
colloids using sol-gel reaction is octadecyldimethyl(3- 
trimethoxysilylpropyI)ammonium chloride (ODMACI). 
The hydrolytic condensation of this precursor both in 
acidic and basic solutions results in the formation of 
colloidal particles showing lamellar ordering with Bragg 
spacing d of about 3.6 nm. This Bragg spacing is signif- 
icantly smaller than two layers of extended ODMACl 
tails, so one can assume either tilting of ODMACI chains 
(they are not perpendicular to the lamellar surface) or 

Fig. 14 Transmission electron n~icroscopic image of dendrites 
formed by PAHAPS colloids filled with Pd nanoparticles. 

interpenetration of the tails of the two layers (or both). 
As the PODMACl colloids are much larger than twice the 
d spacing, they should have a multilamellar structure. 
Because PODMACl colloids contain ionic groups in their 
tails, they can be subjected to ion exchange that results in 
replacement of C 1  ions for ions of interest: ~ d ~ l ~ ~ - ,  
P ~ c I ~ ~ - ,  AuC1,- . The subsequent reduction leads to 
metal nanoparticle formation within PODMACl colloids. 
Moreover, independently of reducing agent type, lamel- 
lar ordering is preserved, while particle size and shape 
strongly depend on the nucleation rate. With NaBH4, 
narrowly distributed spherical particles with a mean 
diameter of -2 nm are obtained. When nucleation is 
slow, particle growth is directed by the lamellar ordering, 
so rod-like particles of 2 x 13 nm are formed and their 
positioning is well regulated by the ordered structure. This 
suggests new opportunities for growing rod-like particles 
derived from different metal or semiconductors within 
ordered polymeric colloids. Such materials can be 
promising for tailoring optical, magnetic, and electrical 
properties of nanocomposites by tuning the particle shape. 

NANOPARTICLES FORMED ON THE 
POLYMER COLLOID SURFACE 

Micrometer and submicrometer Au-shell PS latex beads 
have been prepared by combining the self-assembly and 
seeding methods.'441 The PS beads are first covered with 
positively charged poly(ethy1eneimine) (PEI) via electro- 
static interaction and hydrogen bonding; then, the Au shell 
is formed via the reaction of PEI-PS with NH20H and 
HAuCI4. This method allows efficient control of the gold 
coverage and leads to relatively stable products. Using 
TEM, formation of Au clusters and gold nanoparticles on 
the surface of the PS beads was confirmed. The results 
suggest that the PEI polymer chains are probably stretched 
out on the surface of the PS beads. The UV-visible 
extinction spectrum for gold-covered particles is signif- 
icantly affected by the plasmon resonance absorption. 

For preparation of Au-shell magnetic particles, sulfo- 
nated polystyrene beads were first exchanged with ~ e ~ +  
ions under N2 gas flow and then treated with NaOH 
solution. The last stage involves heating the beads at 
100°C for 1 h. Iron oxide layer was later covered with 
a gold shell as described for Au shell/PS colloids. 
Self-assembled structures of Au-covered particles were 
induced by an external magnetic field.r441 This conductive 
grid was suggested for use as a tunable polarizer for 
microwaves and milliwaves, as the conducting lines that 
can be switched into a nonconductive state by an external 
field. Waveguides for plasmon, i.e., excitation of the 
plasmon resonance at one end of the lines and detection at 
the other end, is another interesting application. 



Polymer Colloids and Their Metallation 

Well-dispersed Ag nanoparticles were formed in situ 
on the surface of poly(N-isopropylacrylamide, PNI- 
PAAm)-coated polystyrene m i c r ~ s ~ h e r e s . ' ~ ~ '  The sur- 
face-grafted PNIPAAm chains serve both as steric 
stabilizers to prevent the flocculation of the polystyrene 
particles and interact with silver salts with subsequent 
adsorption of the forming Ag nanoparticles onto the 
surfaces of the microspheres. By varying the concentra- 
tions of initiator and silver nitrate, the particle sizes and 
distributions for both Ag nanoparticles and polystyrene 
microspheres can be altered. As PNIPAAm is a well- 
known, temperature-sensitive polymer, the PNIPAAm- 
protected Pt colloids show unusual temperature depen- 
dence of activity in the aqueous hydrogenation of ally1 
alcohol, which can be explained by different density of 
PNIPAAm layer at different temperatures. In addition, Pt 
colloids on the microspheres show higher activity than the 
commercial Pt/C catalyst and retain high activity on 
recycling in the same reaction. Polystyrene microspheres 
with silver nanoparticles can be used as the active 
substrates for surface-enhanced Raman scattering, chem- 
ical, electronic, and optical sensors, and photocatalysts for 
solar energy conversion. 

Another example of PS beads covered with nanopar- 
ticles is described in Ref. [46]. Surface-functionalized PS 
microbeads and nanobeads were prepared by grafting the 
p-acetoxystyrene monomer during the last 30 min of the 
fabrication of polystyrene bead core by emulsifier-free 
emulsion polymerization followed by hydrolysis of the 
acetoxy group by a base. The size of the resulting beads 
is mostly dictated by the size of the core. Hydroxyl- 
derivatized polystyrene microspheres have been used for 
anchoring catalytically active silver and ruthenium nano- 

Metal ?anoparticle 

Poly(dithiafu1vene) (PDF) I >  

+ 
n+ n+ 

Oxidized PDF 

Fig. 15 Schematic illustration of the formation of the PDF- 
protected metal nanoparticles via reduction of metal ions by the 
71-conjugated, electron-donating PDF. (From Ref. [47] Copy- 
right 2002 by the American Chemical Society.) 

Fig. 16 Transmission electron microscopic image of PIB- 
coated nanoparticles made with 80 g of F2(CO)5 and 11  g of 
PIB-TEPA (tetraethylenepentamine). (From Ref. [48] Copyright 
2002 by the American Chemical Society.) 

particles. This was performed by adsorption of preformed 
nanoparticles on the functionalized bead surface. The 
bead formation, surface functionalization, and coating 
with metal nanoparticles were studied using scanning 
electron microscopy (SEM), TEM, energy dispersive X- 
ray spectrometry (EDS), Fourier-transform IR spectrom- 
etry, and Auger analysis. 

NANOPARTICLES WITH ADSORBED 
POLYMER LAYER 

Any nanoparticle synthesis in polymer solution normally 
results in, the adsorption of polymer molecules on the 
nanoparticle surface. Usually, these materials are not con- 
sidered as metalled polymer colloids. Nevertheless, in 
some cases including ones cited below, adsorption or 
chemical interaction of polymers with nanoparticles is 
accompanied with formation of a polymer layer of dif- 
ferent nature than that used for nanoparticle synthesis. 

Reduction of Pd, Pt, or Au ions in dimethyl sulfoxide 
(DMSO) solution by a n-conjugated poly(dithiafu1vene) 
(PDF) having strong electron-donating properties resulted 
in the adsorption of oxidized polymer on the forming 
nanoparticle surface, which protected the metal nanopar- 
ticles (Fig. AS found, all the DF units of PDF were 
uniformly oxidized by electron transfer, which means 
that they participated in the reduction, and resided on 
the particle surface. The average size of the formed Pt 
nanoparticles increased with the increases of the PDF 
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concentration and reaction temperature. All of the Pt 
nanoparticles formed at different temperatures showed 
narrow size distribution, high dispersibility, and great 
thermal stability. 

Magnetic materials comprised of polymer-iron nano- 
particle composites have been prepared by thermal 
decomposition of iron pentacarbonyl in the presence of 
ammonia and several types of polymeric dispersants.f481 
The nanoparticles consist of metallic cores, each of which 
is coated with a strongly bound polymer layer (Fig. 16). 
The polyisobutylene- and polyethylene-based dispersants 
lead to more uniform particle sizes and the materials are 
composed principally of individual core-shell particles. 
Large, complex particles, formed by the aggregation of 
smaller particles, as well as simple core-shell particles, 
were obtained with polystyrene-based dispersants in 1 -  
methylnaphthalene. Aggregation leading to complex 
particles was found to be a result of a mismatch between 
the solubility parameters of the dispersant and the reaction 
solvent. When the solvent was better matched with the 
solubility parameter of polystyrene, simple core-shell 
nanoparticles of fairly uniform size were obtained. 
Electron diffraction revealed that the core material is 
iron. High-resolution TEM showed highly ordered or 
crystalline regions within the polymer shell, possibly 
because of the dense packing of the strongly bound 
dispersant chains (Fig. 17). Magnetic interactions between 
particles cause formation of secondary structures such as 
clusters, coils, loops, and strings of particles. The 
nanocomposites can be dispersed in organic solvents or 
cast as films. The polystyrene-iron composites are rigid 
solids at room temperature but can be melted at 
temperatures of 65-100°C. The nanoparticle composites 

Fig. 17 High-resolution TEM image of PIB-coated nano- 
particles made with 60 g of Fe(C0)5 and 11 g of PIB-TEPA. 
Lattice planes are visible in the shell region of the particles. 
(From Ref. [48] Copyright 2002 by the American Chemical 
Society.) 

showed different magnetic behavior depending on the 
particle size. Samples with the smallest particles proved to 
be superparamagnetic but their saturation magnetizations 
were low. Hysteresis was observed for materials with 
larger particles, and the materials possessed larger 
magnetizations. The magnetization was correlated with 
the particle size where samples with larger particles 
showed higher magnetizations. The samples with higher 
iron contents, achieved using higher iron pentacarbonyl 
loadings or by removing unbound polymer dispersant, 
showed the highest magnetization. 

CONCLUSION 

This entry clearly shows several approaches to construct- 
ing nanocomposite polymer colloids containing nanopar- 
ticles. In all cases, polymer colloids are soluble in organic 
or aqueous media (depending on the exterior of the 
colloids) and retain solubility after nanoparticle forma- 
tion. This key feature allows the formation of thin depos- 
ited or freestanding films (the latter were obtained with 
block copolymer micelles and functionalized polysilses- 
quioxane colloids) that makes possible a number of im- 
portant applications for nanolithography in optical and 
magnetic materials. For catalytic applications, both 
homogeneous (solutions) and heterogeneous systems 
(after deposition on the support) proved to be promising 
with the polymer colloids filled with nanoparticles. It is 
worth mentioning that the polymer nanoenvironment 
significantly changes the nanoparticle properties via mod- 
ification of the nanoparticle surface with polymer groups; 
therefore the choice of polymer type and structural 
organization of polymer colloids play a crucial role in 
material properties and should be taken into consideration 
for specific material application. 
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INTRODUCTION 

Polymer nanocomposites are composites with a polymer 
matrix and a filler with at least one dimension less than 
100 nm. The fillers can be plate-like (clays), high aspect 
ratio nanotubes, and lower aspect ratio or equiaxed 
nanoparticles. While some nanofilled composites (carbon 
blackr'' and fumed ~il ica '~~'~-fi l led polymers) have been 
used for over a century, in recent years the dedicated re- 
search and development of nanofilled polymers has 
greatly increased. This is due to our increased ability to 
synthesize and manipulate a broad range of nanofillers 
and significant investment by government and industry in 
this field. 

Current interest in nanocomposites has been generated 
and maintained because nanoparticle and carbon nano- 
tube-filled polymers exhibit unique combinations of 
properties not achievable with traditional composites. For 
example, the inclusion of equiaxed nanoparticles in ther- 
moplastics, and particularly semicrystalline thermo- 
plastics, increases the yield stress, the tensile strength, and 
Young's m o d u l u ~ ~ ~ '  compared to pure polymer. Other 
examples include scratch-resistant transparent amorphous 
thermoplastic coatings.'51 These combinations of proper- 
ties can be achieved because of the small size of the 
fillers, the large surface area the fillers provide, and in 
many cases the unique properties of the fillers themselves. 
As will be shown, in many cases these large changes in the 
material properties require small to modest nanofiller 
loadings. Unlike traditional micron-filled composites, 
these novel fillers often alter the properties of the entire 
polymer matrix while, at the same time, imparting new 
functionality because of their chemical composition and 
nanoscale size. 

This article will give a general introduction to polymer 
nanocomposites and address what is unique to nanofillers 
compared to traditional micron-scale fillers. The second 
section will briefly address nanofiller surface modification 
and the third will provide specific examples of mechani- 
cal, electrical, and optical properties in nanoparticle-filled 

polymers. The last section provides a detailed description 
of the mechanical properties of nanotube-filled polymers 
and a brief description of some electrical and optical 
properties that have been reported. 

WHAT MAKES NANOCOMPOSITES UNIQUE 

The small size of nanofillers leads to several factors that 
distinguish nanocomposites from traditional composites. 
First of all, nanofillers are small mechanical, optical, and 
electrical defects compared to micron-scale fillers. This 
means that the addition of nanofillers to a polymer does 
not necessarily lead to a decrease in the ductility of the 
polymer and in some cases can increase It also 
means that below about 50 nm,[81 many fillers do not 
scatter light significantly. Thus it is possible to make 
composites with altered electrical or mechanical proper- 
ties that maintain their optical clarity. Finally, as small 
electrical defects, nanofillers do not concentrate electro- 
magnetic fields as sharply as micron-scale fillers and in- 
deed may act to trap charge and increase the electrical 
breakdown strength of polymers. 

Secondly, although many properties of a material are 
said to be intrinsic, they often depend upon matter being 
assembled above a critical length scale. When the nano- 
particles decrease below this size, the properties of the 
particles can differ significantly from the bulk material; 
thus variations in melting temperature, color, magnetiza- 
tion, and charge capacity are often observed.[91 

Third, the small size of the fillers leads to an excep- 
tionally large interfacial area in the composites. Fig. l a  
shows the surface area per unit volume as a function of 
particle size for spherical particles that are ideally dis- 
persed. If one compares the surface area of a 10-pm car- 
bon fiber to that of a 1-nm single-walled nanotube 
(SWNT) for the same total volume of the two, the surface 
area increases by a factor of 10,000. In addition (Fig. lb), 
the interparticle spacing decreases such that at small 
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Fig. 1 (a) The surface area per unit volume as a function of 
particle size for spherical particles showing the large surface 
area in nanoparticles. (b) The interparticle spacing of nano- 
particles arranged on a simple cubic lattice showing the 
variation with particle size (15, 50, and 100 nm diameter) and 
volume fraction. 

volume fractions of filler, the interparticle spacing is 
similar to the radius of gyration of the polymer (- 100 A). 
The high surface area becomes even more significant 
when one considers that there is an interaction zone (12) 
surrounding the filler. This is a region in which the 
structure and properties have been altered because of the 
presence of the filler. It could be a region of altered 
chemistry, polymer conformation, chain mobility, degree 
of cure, or crystallinity. This zone of affected polymer has 
been approximated to be between 2 and 9 nm thick,['01 but 
may be much larger. If we assume that this IZ is about 
10 nm in thickness, then at 2.5 vol.% of a 20-nm equiaxed 
nanoparticle well dispersed, 37% of the polymer has dif- 
ferent properties from the bulk polymer. Therefore the IZ 
can be a significant portion, if not the entire bulk, of the 

Fig. 2 Polymer-coated nanotubes observed in the fracture 
surface of MWNT reinforced polycarbonate composite. (From 
Ref. [16].) (View this art in color at www.cfekkrr.com.) 

matrix. Thus the nanofillers can alter the expected prop- 
erties of the composite considerably. 

An example of the influence of the 1Z on behavior can 
be seen by monitoring the glass transition temperature, T,. 
The T, of a bulk part can be raised and lowered with the 
addition of nanoparticles due to the immobilization of 
polymer chains by the particles or, conversely, an increase 
in polymer mobility due to noninteracting particles. Both 
increasing["-131 and d e ~ r e a s i n ~ [ ' ~ , ' ~ ~  Tg cases have been 
shown. The physical nature and extent of this IZ has re- 
cently been probed through some recent work on multi- 
walled carbon nanotubes (MWNTS).'"'~ In this study, a 
solvent processing method was used to make MWNT 
polymer nanocomposites. Upon obsercation of the com- 
posite fracture surface, a polymer layer was observed on 
the nanotubes (Fig. 2) that had pulled out of the opposing 

Fig. 3 Atomic force micrographs showing the change in 
crystalline morphology for unfilled and nanofilled low-density 
polyethylene, (a) neat-low density polyethylene, (b) low-density 
polyethylene with 5 wt.% titania nanoparticles. (View this art in 
color at www.dekker.com.) (From Ref. [I81 ) 
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side of the fracture. This "sheath" was confirmed to be 
polymer from the matrix, but with obviously altered 
thermal and mechanical properties from the bulk. The 
thickness of this interfacial layer increased with chemical 
modification of the nanotubes. 

Nanoparticles can also influence the polymerization, 
curing, or crystallization aspects of polymer synthesis. For 
example, nanoparticles can serve as nucleation sites in 
semicrystalline polymers and result in changes in crys- 
talline content and spherulite ~tructure."~' Fig. 3 shows an 
AFM micrograph of unfilled polyethylene and nano- 
particle-filled polyethylene. Note that in the case of the 
nanofilled polyethylene, the crystalline structure is much 
less Similar results have been seen in 
polyethylene terephthalate (PET).""' 

SURFACE MODIFICATION OF NANOFILLERS 

The nanoscale sizes and subsequently higher surface en- 
ergies of nanofillers lead to some unique challenges in the 
processing of these materials. The most critical of these 
challenges is dispersion of the nanofiller. Any agglomer- 
ation of the filler reduces the interfacial area in the com- 
posites and thus reduces the opportunity to take advantage 
of the unique nanofiller properties mentioned in the pre- 
vious section. Thus aggregated nanoparticles are simply 
micron fillers. 

Controlling the size and degree of agglomeration of 
nanoparticles is difficult due to their large radius of cur- 
vature and subsequent increase in surface energy. As these 
high surface area fillers tend to aggregate, silanes and 
organotitanates are used extensively both to tailor the 
particle surface properties to mimic the surrounding 
matrix and to lower their surface energy and reduce their 

Fig. 4 An SEM micrograph showing the bundled nature of 
multiwalled carbon nanotubes grown using a chemical vapor 
deposition process. 

tendency to agglomerate.'2s22' Other methods to alter the 
surface properties of the nanoparticles include radiation 
grafting,('" chemical vapor deposition, and a host of 
complicated synthesis procedures that attempt to polym- 
erize polymer chains off of initiating agents coupled to the 

An excellent review by ~ a r u s o ' ~ ~ '  provides 
an extensive background on the modification of nano- 
particle surfaces. In addition to achieving better disper- 
sion, these techniques control the nature of the interaction 
between the nanofillers and the polymer and thus the 
properties and size of the IZ. 

Carbon nanotubes not only tend to agglomerate but are 
often prepared in a bundle-like structure, as illustrated in 
Fig. 4. In order to take advantage of their high surface area 
for interacting with the polymer, the bundles have to be 
separated into individual nanotubes. For MWNT this can 
usually be accomplished with s ~ n i c a t i o n . ' ~ ~ ' ~ ~ ~  For SWNT, 
exfoliation is a more difficult process but progress is being 
made.~")-'4~ ~h~ challenge is in exfoliating the bundles 

without shortening the SWNT and introducing significant 
numbers of defects. Once the nanotubes have been sepa- 
rated, it is important to disperse them uniformly in the 
polymer matrix, preventing agglomeration of nanotubes. 
This is accomplished with functional groups which also 
mediates the interaction of the nanotubes with the polymer. 

Noncovalent surface modification of carbon nanotubes 
includes all treatments that cause a change in the func- 
tional groups that face the solvent (or the polymer), 
without modifying the chemical nature of the nanotube. 
The advantage of the noncovalent surface modification is 
that the basic structure and hence the mechanical and 
electrical properties of the tubes are not affected due to the 
rn~dification.'~" Noncovalent attachment is possible if 
there is a secondary bonding between these groups and the 
surface of the n a n ~ t u b e . ~ ~ ~ . ' ~ '  For example, wrapping of 
the nanotubes by polymer chains, in particular conjugated 
polymers, has been observed.[36338401 

Covalent attachment of chemical groups to the outer 
wall of the nanotubes can occur particularly at defect sites. 
One example is the attack of the defect sites by concen- 
trated nitric acid, in order to form carboxylic acid 
groups.'41 The reaction with nitric acid also eliminates the 
catalysts that are left from the nanotubes preparation 
process. This reaction has been applied on SWNT and 
MWNT. The resultant carboxylated nanotubes can then be 
further covalently modified by means of reactions based 
on the carboxylic acid There are also other 
variations of the chemical oxidation of carbon nanotubes 
(for example, applying a mixture of sulfuric acid and 
~ ~ 0 ~ ' ~ ~ ' ) .  The presence of carboxylic acid groups on the 
nanotube walls enables various reactions for the further 
attachment of functional gro~ps.143345-501 

Other types of covalent surface modification of carbon 
nanotubes are based on chemical reactions between the 
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carbon-carbon bond structures and specific reagents such 
as f l~orination[~" or on radical  attachment^.[^^'^^' These 
reactions and many  other^[^^-^^] enable tailoring of the 
nanofillers to the specific application and environment. 
The potential for using surface modification to improve 
the properties of nanotube-reinforced polymer composites 
has just begun to be explored. 

NANOPARTICLE-FILLED 
POLYMER PROPERTIES 

Nanoparticle fillers are relatively equiaxed with diameters 
less than 100 nm (Fig. 5). Nanoparticles (carbon black) 
have been used as fillers in polymers for the past century, 
but the advent of new particle synthesis techniques has 
made available industrial quantities of ceramic, piezo- 
electric, metal, and even polymer nanoparticles for use in 
polymer nanocomposite research. Synthesis of these 
nanoparticles is accomplished using a variety of methods, 
each with its own advantages and disadvantages.[591 This 
section focuses mainly on the unique mechanical, thermal, 
optical, and electrical properties obtained when nano- 
particles are used as fillers in polymer systems. 

Mechanical Properties 

One of the primary reasons for adding fillers to polymers 
is to improve mechanical performance. Traditional poly- 
mer composites filled with micron-size fillers often show 
improvements in stiffness and heat resistance in the form 

Fig. 5 Typical poly-disperse oxide nanoparticles synthesized 
in a forced gas condensation process. 

Fig. 6 Stress-strain curves of a silica/polypropylene(PP) 
nanocomposite with fillers of four different diameters (A300 
and A130 = nanosilica-filled PP, PP100% = neat polymer, and 
G735 = micron-filled PP). (From Ref. [4].) 

of increases in modulus, yield strength. and glass transi- 
tion temperature.[43601 In micron-filled composites, un- 
fortunately, this often comes at the cost of a substantial 
reduction in ductility, and sometimes in impact strength, 
because of stress concentrations caused by the fillers. 
Well-dispersed nanofillers, on the other hand, are able to 
improve modulus and strength, and to maintain or even 
improve ductility because they are much smaller than the 
critical crack size for polymers and need not initiate 
failure. In addition, large amounts of traditional fillers are 
often required to achieve the desired properties, often 
diminishing the weight-savings gained in using low-den- 
sity polymers. 

Polymer nanocomposites have been shown to provide 
unique combinations of mechanical and thermal proper- 
ties often at very low filler weight fractions. For example, 
dramatic improvements in the yield stress (30%) and 
Young's modulus (170%) have been shown in nanofilled 
polypropylene compared to micron-filled polypropyl- 
ene.16" These composites also showed no decrease in the 
strain-to-failure when filled with silica ranging from 7 to 
40 nm in diameter (Fig. 6). In addition, nylon 6 filled with 
50-nm silica particles displayed increases in tensile 
strength (15%), strain-to-failure (150%), Young's modu- 
lus (23%), and impact strength (78%) with only 5 wt.% 
n a n ~ ~ a r t i c l e s . [ ~ ~ ]  In a rubbery polyurethane elastomer, 
Petrovic and ~ h a n ~ [ ~ ~ . ~ ~ ~  found that a sixfold increase in 
the elongation-at-break and a threefold increase in the 
modulus were achievable with 40 wt.% 12-nm silica 
compared to micron-size filler that embrittled the poly- 
mer. Furthermore, the nanocomposites showed no reduc- 
tion in transparency even at these relatively high loadings 
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unlike the micron-size filled systems. In attempting to 
modify an already two-phase system, Zhang et al.r651 filled 
high impact polystyrene (HIPS) with nanoparticles and 
showed increases in notched impact, tensile strength, and 
elastic modulus of the blend. In a study by Ash et al., the 
mode of yielding in polymethylmethacrylate, a brittle 
thermoplastic polymer, was changed from dilatational 
(craze) to shear by the incorporation of nanoparticles that 
showed no affinity for the matrix polymer.1661 Extensions 
as high as 80% but averaging 30% were routinely seen and 
were accompanied by a necking phenomenon (Fig. 8). 
The transition from crazing to shear yielding was hy- 
pothesized to be due to poorly bonded nanoparticles that 
are well dispersed in the polymer matrix. In this way, the 
polymer was hypothesized to detach from the nano- 
particles and deform in response to the tensile stress, thus 
delocalizing the yield damage and preventing the typical 
craze-to-fracture brittle failure. 

The most dramatic increases in the modulus of nano- 
composites occur in the region above the T,. Often, these 
increases are much greater (4000%) than those that occur 
below T ~ . " ~ ~ ~ ~ ~  This is hypothesized to be due to the 
creation of crosslinks, either temporary or permanent, 
between nanoparticles and polymer which serve to in- 
crease the plateau modulus. Indeed, the ability to strictly 
control the size and surface activity of nanoparticles in 
recent dynamic mechanical studies on silicdpoly- 
vinylacetate nanocomposites above the T, has shed new 
light on the nonlinear reinforcement behavior of rubbery 
melts.16x' In this study, the modulus of the polymer 
nanocomposite melt is shown to vary depending on the 
imposition of a large or small amplitude strain. The 
corresponding hypothesis concludes that the nanoparticles 
act as centers for trapped, nonlabile polymer chains that 
serve as temporary entanglements. In this work, the de- 
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Fig. 7 Stress-strain curves for alumina/polymethyl methacry- 
late (PMMA) nanocomposites qhowing transformation from 
brittle to ductile behavior at 5 wt.% 39-nm-diameter alumina 
nanoparticles. (From Ref. [66].) 

struction and eventual recovery of the network offer an 
alternative to the particle filler networks widely believed 
to be responsible for the behavior known as the Payne 
effect.[69' 

Studies of the wear behavior of nanofilled polymer 
composites have also demonstrated encouraging results. 
In composites using micron-size fillers, the wear resist- 
ance increases, but often the coefficient of friction does 
as well. In silicdepoxy nanocomposites at low volume 
fractions ( ~ 2  vol.%), however, sliding wear tests showed 
that both the frictional coefficient and the specific wear 
rate were lower than either the unfilled epoxy or epoxy 
filled with micron-size fillers.[701 This is significant be- 
cause most filled systems display the decreased wear rate, 
but also show an increase in the friction coefficient. 
Nanoparticles are theorized to be able to significantly 
reduce wear rates because the wear mechanism changes 
from severe abrasion wear to mild sliding wear. This is 
due to the reduction in the angularity of the filler particles 
and the fact that the transfer film, where abrasion is taking 
place, can be strengthened because the nanoparticles 
would have the capability of blending well with wear 
particles. In addition, the material removal of nanopartic- 
ulate composites is thought to be much milder than that 
of conventional composites because the fillers have the 
same size as the segments of the surrounding polymer 
chains.[701 

The scratch resistance of nanocomposites is also im- 
proved over their micron  counterpart^.^^" Ng et al. 
reported that nano-Ti02-filled epoxy showed greater 
scratch resistance with the scratch track being much 
smoother than either the neat polymer or a micron-filled 
system.[721 In addition, the depth and width of the scratch 
track decreased in the nanofilled system. This behavior 
has also been seen in alumindgelatin n a n o ~ o m ~ o s i t e s . [ ~ ~ ~  

Nanoparticles have also been recently used to reinforce 
shape memory polymers for microelectromechanical 
systems (MEMS) applications. Gall et a ~ . ' ~ ~ ]  demonstrated 
that the microhardness and elastic modulus could be 
increased through the use of S i c  nanoparticles. In this 
case, the small size of the MEMS devices necessitates 
the use of nanoparticles for incorporation into the device, 
but the nanoparticles actually increased the force of re- 
covery from 300 mN for the unfilled resin to 450 rnN for a 
20 wt.% nanofilled composite. 

As with most mechanical systems, the property 
enhancements shown above experience an initial increase 
followed by a decrease usually in the 2-5 vol.% range. 
The observation of a particular weight fraction at which 
mechanical behavior is optimized has been observed in 
other nanocomposite s t ~ d i e s . [ ' ~ , ~ ~ , ~ ~ ]  It is obvious that at 
lower particle loadings, there is generally not enough 
material altered by the presence of the particles to permit 
large-scale changes in material properties. Higher loadings 
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induce agglomeration, which degrades the polymer per- 
formance through, for example, inclusion of voids that can 
act as preferential sites for crack initiation and failure. 

Thermal Properties 

The thermal properties of polymers and their composites 
are important from a mechanical stability perspective as 
well as a processing perspective. Thus the ability to alter 
this behavior, either by increasing or decreasing the pro- 
cessing or service temperature, is highly important in 
finding new markets for polymer products. 

One of the most widely measured values to quantify 
thermal properties in polymers is the glass transition 
temperature. Changes in the glass transition temperature, 
Tg, as a function of the filler content have been reported 
for a variety of polymer composites containing a wide 
variety of nanoscale fillers. Most researchers report an 
increase in the T, as a function of filler ~ o n t e n t ; ~ ' ~ " ~ ' ~ ~ ~  in 
fact, Avella and coworkers have shown a 35°C increase in 
the T, of PMMA filled with just 6 wt.% CaC03 nano- 
particles.[761 On the other hand, decreases in the nano- 
composite T, have also been reported.["7151 

The increases in Tg have been linked to the immobili- 
zation of the matrix within an IZ which hinders cooper- 
ative motion by raising the energy barrier for 
intermolecular chain movement.[' However, attempts 
to relate the T, reductions to existing theories of the glass 
transition have been limited. Becker et al.['I1 reported that, 
over the range of filler volume fractions considered (0-10 
vol.%), the Tg of their acetoxypropyltrimethoxysilane 
(APTS)-treated silica-filled PMMA-HEMA copolymer 
system decreased by 16"C, while the Tg of their compos- 
ites prepared with as-received filler decreased by 9OC. 
This was contrasted with the increases in T, observed for 
10-nm silica coated with methacryloxypropyltrimethoxy- 
silane (MPTS). In these latter specimens, the Tg increased 
by 10°C at 10 vol.% filler. However, the 100-nm silica 
used in the study produced no changes in the Tg with 
either coating at any filler concentration. Thus the in- 
creased surface area of the 10-nm silica and the interface 
between the APTS- and MPTS-coated particles and the 
polymer dramatically changed the polymer mobility in the 
bulk at fairly low volume fractions resulting in both in- 
creasing and decreasing T, values. 

In some instances, the particle, IZ, and matrix have 
been modeled as a core-shell scheme to incorporate the 
interaction zone/low mobility region. If the volume frac- 
tion of the interaction zone is high enough, this model 
shows two Tgs, while most researchers do not see this, 
there have been reports that show the additional relaxation 
mode corresponding to the restricted polymer network in 
contact with the n a n ~ f i l l e r . ~ ~ ~ . ~ ~ '  

Recent work by Sternstein and Z ~ U ' ~ ~ '  on silicalpoly- 
vinylacetate nanocomposites indicates that a greater far- 
field effect is at work in altering chain dynamics than 
simply a local immobilization of the polymer chain as has 
been previously suggested.[781 This far-field effect may 
have a very large effect on the glass transition as shown 
recently by Ash et a ~ . ' ' ~ ]  In this work, the Tg of alumina1 
PMMA nanocomposites at 1.0 wt.% filler drops by 25°C 
when compared to the neat polymer (Fig. 8). Further 
additions of filler do not lead to additional T, reductions. 
This novel thermal behavior is shown to vary with particle 
size, but this dependence can be normalized with respect 
to specific surface area. The nanocomposite T, phenom- 
enon is hypothesized to be due to nonadhering nano- 
particles that act as well-dispersed internal voidlpolymer 
interfaces that break up the percolating structure of dy- 
namically heterogeneous domains recently suggested by 
Long and ~ e ~ u e u x [ ' ~ ]  to be responsible for the T, 
reductions in polymer ultrathin The results also 
point to a dramatically increased scope of the so-called IZ 
and its "far-field" effect on the entire matrix. 

A closely related topic in polymers and nanocompos- 
ites is the diffusivity of these materials. Studying gas 
transport of nanosilica-filled polymer by 129Xe NMR 
permeativity increased with increasing filler content while 
retaining gas molecule size selectivity.18'] Similar results 
were shown using pulsed field gradient (PFG) NMR 
techniques with an order of magnitude increase in trans- 
lational diffusion seen at 30 wt.% silica in a random co- 
po~ymer.[821 

Optical Properties 

As stated in the Introduction, the scattering of light by 
nanoscale particles is markedly reduced when the particle 
size is decreased less than 50 nm."] Thus nanoparticles 
may be added to polymers to increase wear, toughness, 
etc., while maintaining the optical transparency that many 
organic materials possess. An excellent review, both his- 
torical and current, of the phenomena of light absorption 
and scattering by nanoparticles in solution and in nano- 
composites was recently given by ~ a s e r i . [ ~ ]  Apart from 
maintaining clarity in the visible wavelengths, adding 
nanoparticles can add interesting functionality in the form 
of UV and the alteration of the refractive 
index of the matrix polymer. The addition of Ti02 nano- 
particles to many polymers results in such a material 
where the particles act to absorb the UV radiation and 
increase the refractive i r ~ d e x . ~ ~ ' . ~ ~ ]  Indeed, nanocompos- 
ites of lead sulfide and polyethylene oxide now boast a 
refractive index of 3.9,[3,851 while gold nanoparticles 
contained in gelatin have reduced the refractive index 
to about Dichoric behavior has also been observed 
in nanoparticle-filled polymers that have been highly 
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Fig. 8 Glass transition behavior of alumindPMMA nanocomposites (W-38139-nm alumina, a-17-nm alumina). Note that the filler 
weight fraction is plotted on a log scale to show the behavior of the lower values more clearly. The neat PMMA is plotted as 0.01 wt.% 
on the above graph. Following coating with GPS, the T, returns to the neat value (A-GPS-coated). (From Ref. [15].) 

stretched, resulting in "string of pearls''-type structures of 
fillers with very high aspect ratios. In these composites, 
the interaction with polarized light varies with the direc- 
tion of both the incoming radiation and the orientation of 
the filler strands and results in both color[g71 and intensity 
changes.'881 This type of composite response can be used 
in the liquid crystal displaysrg1 or in strain-based schemes 
for light-filtering devices. 

Electrical Properties 

The opportunities to tune the electrical properties of 
polymers with nanocomposites extend beyond enhancing 
conductive polymers; superparamagnetism in magnetic 
materials[g99y0' or tunable band gaps in quantum dot 
semiconductor arrays show promise when incorporated 
into polymers for additional functionality. In addition, the 
percolation threshold has been shown to be lower in 
nanocomposites than in traditional filled composites 
with values as low as 0.03 vol.% reported.ry11 l o n g  et al. 
using a ZnOJLDPE nanocomposite showed a lower per- 
colation limit and a slower decrease in the resistivity with 
nanofiller concentration compared to conventional com- 
posite.~y21 The dielectric breakdown strength of nano- 
composites can also be enhanced over compositions with 
micron-scale fillers.[1g1 

In addition to traditional filler roles, organic-inorganic 
nanocomposites have found their way into etch resists 
used in semiconductor nanolithography. With line sizes in 
CMOS technology approaching 100 nm, adding silica na- 
noparticles to traditional organic resists, such as PMMA, 

have been shown to increase rigidity and display a higher 
glass transition temperature which enhances resist perfor- 
mance for nanometer pattern fabrication.[y31 

CARBON NANOTUBEIPOLYMER 
NANOCOMPOSITES 

Carbon nanotubes are in some ways the ideal fiber. The 
almost defect-free structure of the nanotubes results in 
mechanical properties that are comparable to those of a 
graphene sheet. Recent studies have focused on the as- 
sessment of the mechanical properties of carbon nano- 
tubes through both experiment and modeling. The 
Young's modulus of these almost-perfect fibers has 
been predicted to be between 0.64 and 5.0 TPa for a 
S W N T . [ ~ ~ - ' ~ ]  The tensile strength of SWNTs was 
calculated to range from 50 to 100 GPa depending on the 
type and number of defects present.['011 The nanometer- 
scale size of the nanotubes introduces technical difficul- 
ties in the experimental measurement of their mechanical 
properties. However, Yu and coworkers conducted tensile 
testing experiments on individual MWNTs that were at- 
tached to opposing AFM tips on both ends.['02] They 
obtained values of 11-63 GPa for the tensile strength and 
270-950 GPa for the elastic modulus of the MWNT. Yu 
and coworkers also conducted tensile tests on SWNT 
bundles and obtained 320-1470 GPa for the elastic 
modulus.L'O" Thus the strengths obtained by experimental 
measurements are lower than the calculated values, possi- 
bly due to intrinsic nanotube defects that cause premature 
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mechanical failure or to other errors in the experimental 
methodology. Indirect measurements have yielded similar 
values for modulus and ~ t r e n ~ t h . [ ' ~ ~ ~ ' ~ ~ '  

In addition to their unique mechanical properties, 
carbon nanotubes have a high aspect ratio, high thermal 
conductivity, high electrical conductivity, and low 
coefficient of thermal expansion.['061 In short, carbon 
nanotubes theoretically have the properties of an ideal 
graphite fiber. This alone makes them attractive for in- 
corporation into polymers. In addition, their small size 
introduces the possibility of synthesizing transparent 
materials with low volume fractions of filler. 

Mechanical Properties 

Studies have been conducted in order to explore the me- 
chanical properties of nanotube-reinforced polymer com- 
posites, keeping in mind the challenges to be addressed. 
MWNT-polystyrene films were prepared from solution in 
toluene and tested in tension.[281 1 wt.% of MWNT caused 
an increase of 36% in the elastic modulus, and 25% in- 
crease in strength. In another study, 5 wt.% MWNT-ep- 
oxy samples were prepared and tested under tension and 
compression.[1071 An increase of 20% in the tensile elastic 
modulus and the compression elastic modulus was ob- 
served. Insights into the mechanisms of load transfer were 
discussed for this system, because of the interesting be- 
havior of the composites under tension and compression, 
as measured by Raman spectroscopy (see next section for 
details). In another study, carbon nanofiber reinforced 
poly(etherether)ketone (PEEK) nanocomposites were 
prepared by twin-screw extrusion and tested by dynamic 
mechanical analysis and tensile A gradual in- 
crease in the elastic modulus as a function of nanofiber 
concentration was observed such that a loading of 15 wt.% 
nanofibers resulted in a 40% increase in the modulus. The 
effect of noncovalent modification of carbon nanotubes on 
the mechanical and thermal properties of nanotube-epoxy 
composite was investigated[371 using polyoxyethylene 
8 lauryl as a surfactant. In this work by Gong et al. an 
increase of 25°C in the glass transition temperature and a 
30% increase in the elastic modulus, as measured by dy- 
namic mechanical analysis, were observed with the incor- 
poration of only 1 wt.% nanotubes. Using polyvinylidene 
fluoride, again as a noncovalent modifier, in MWNT- 
polymethyl methacrylate (PMMA) n a n o c ~ m ~ o s i t e s " ~ ~ ~  
the dispersion of the nanotubes in the polymer was better, 
and the storage modulus, as measured by dynamic me- 
chanical analysis, increased. In situ polymerization has 
been attempted also in the presence of carbon nanotubes, 
in order to achieve the participation of the nanotubes in 
the polymerization process and hence get a covalent at- 
tachment of the growing polymer chains to the nanotube 
surface. Such a study was conducted with methyl meth- 
acrylate polymerization and MWNT." '~~ Evidence for 

nanotube-polymer interactions was observed from the 
examination of the fracture surface of the composites. An 
increase in the heat deflection temperature was also ob- 
served with the incorporation of nanotubes. This in situ 
polymerization procedure was also used in a SWNT- 
polyimide system.["ll In this research the electrical con- 
ductivity of the nanocomposite increased by 10 orders of 
magnitude at 0.2 wt.% SWNT loading while the me- 
chanical properties also improved. Fluorinated MWNT- 
reinforced polyvinyl alcohol composites were prepared 
and mechanically tested.[Il2' A 4 0 0 8  increase in the 
storage modulus (as measured by dynamic mechanical 
analysis) was obtained for 4 wt.% functionalized MWNT 
composite as compared to pure polyvinyl alcohol. 

From a mechanical properties viewpoint, the charac- 
teristic bending and looping of SWNTs is problematic if 
the maximum reinforcement is to be obtained. Therefore 
research has been conducted to align the nanotubes by 
magnetic fields'"31 and by melt spinning."141 In both 
cases nanocomposites with anisotropic properties were 
obtained with increases in the elastic modulus realized in 
the alignment orientation. 

Few if any of the nanotube-filled polymer composites 
reported in the literature have achieved the properties 
expected by their high modulus and strength. This is be- 
cause of three closely related factors: dispersion, load 
transfer, and volume fraction. For example, SWNTs are 
synthesized in bundles. In the bundle form, the load- 
bearing portion of the bundle is only the outermost tubes. 
The tubes inside the bundle slide are relative to the others 
and do not carry significant load. To solve this problem, 
the SWNT must be separated from the bundles and as 
mentioned earlier progress is being made in this area. 
MWNTs on the other hand, can be separated from their 
bundles. MWNTs however, are concentric tubes with poor 
bonding between the carbon layers. Therefore even if the 
outermost tube of a MWNT is carrying load, the inner 
layers may not be. This also reduces their efficiency. Fi- 
nally, the high surface area of the nanotubes makes it 
difficult to process composites with high volume fractions 
of fillers because the viscosity of the nanotube/matrix 
mixture is prohibitively high. 

Electrical and Optical Properties 

One likely application of nanotube-filled polymers is for 
applications requiring high electrical conductivity. Their 
high aspect ratio leads to percolation at extremely low 
loadings. A recent paper claimed percolation at 0.0025 
~ t . % ~ " ~ '  and several others report levels near 0.3 
wt.%.I1 16] This low percolation loading and relatively high 
conductivity leads to the promise of transparent conduct- 
ing coatings or other multifunctional applications where 
the conductivity is improved, but other properties are not 
compromised. Changes in conductivity as high as 8 orders 
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of magnitude have been observed in nanotube/PPV com- 
posites with little loss in photoluminescence/electrolumi- 
nescence yield. In addition, the mechanical strength 
simultaneously In situ polymerization un- 
der sonication has also been used to assist the dispersion of 
SWNT in a polyimide matrix. Enhancement of the con- 
ductivity by 10 orders of magnitude was measured in this 
system for 0.2 wt.% of SWNT, while maintaining trans- 
parency of the nan~corn~osite.~"" Alignment has also 
been found to improve conductivity.["41 The conductivity 
that can be achieved is somewhat limited by the mixture 
of semiconducting and metallic nanotubes produced. 
Improvements in the ability to separate metallic from 
semiconducting nanotubes will likely lead to further 
improvements in conductivity. Other electrical properties 
such as permittivity have also been investigated.['18' 

The conduction properties of nanotubes can also be 
used to alter the optical response of polymers. For ex- 
ample, functionalization of nanotubes and doping of 
chemically modified nanotubes in low concentration to 
photoactive polymers such as PPV have been shown as a 
means to alter the hole transport mechanism and hence the 
optical emission of the polymer."'9J Such hole-collecting 
properties seem to be a quite general property of some 
conjugated polymers. Specifically, SWNTs in a polymer 
matrix trap holes injected from the anode in organic light 
emitting diodes (OLEDS)."~~' 

The optical limiting behavior of polymer nanotube- 
filled composites has been investigated with success. It 
has been reported that polymerization of phenylacetylene 
in the presence of short nanotubes results in a solvated 
product of tubules wrapped with poly(phenylacety1ene). 
The optical limiting properties of this composite are 
excellent and far better than the pristine polymer and 
polymer filled with other carbon structures. They also 
fare well in photovoltaic applications suggesting that such 
nanocomposites could find an array of potential applica- 
tions in optics-related and laser-based technologies."211 

NANOTUBE AND NANOPARTICLE 
COMPOSITE MODELS 

The dramatic changes in mechanical properties observed 
in nanofillers challenge existing theories of mechanical 
reinforcement. In traditional composites, the modulus 
can be predicted, usually between upper and lower 
bounds,"221 by modeling the effectiveness of load transfer 
from the matrix to the polymer. As the particles are, in 
large part, stiffer than the surrounding matrix, this load 
transfer results in a stiffer composite than the neat poly- 
mer. With the nanoparticles, however, the "span" re- 
quired for effective load transfer is extremely small and 
thus can contribute only a small portion of the dramatic 
gains in modulus seen in nanocomposites. In addition, 

because of their unique geometry, the theoretical model- 
ing of the mechanical behavior of nanotube polymer 
composites is even more complex. The hollow shape of 
the nanotubes, the wall-wall interactions in MWNT, and 
the molecular level interactions between the nanotubes 
and the polymer matrix have to be considered in these 
models. Odegard and  coworker^"^'^ transformed the 
SWNT and the neighboring polymer chains into an ef- 
fective fiber. By using molecular dynamic considerations, 
the effects of nanotube alignment and length on the elastic 
modulus were calculated. These theoretical calculations 
were compared to the experimental results of SWNT- 
polyimide composite mechanical properties. 

Addressing the presence of a large volume fraction of 
the IZ that has properties different from the bulk polymer 
is also paramount to successful modeling. The alteration 
of the matrix that takes place at the IZ, as previously 
mentioned, is a likely candidate for property enhance- 
ment. Modeling the IZ is difficult; however, as imperfect 
bonding, mechanical stresses, and chemical interactions 
can all play a decisive role in determining its behavior. Ji 
et al.'1241 recently modified a composite model to incor- 
porate the interphase zone and were able to successfully 
model the increases in the modulus of a clay/nylon-6 
nanocomposite system. Their treatment modeled the in- 
terphase zone as a linear gradient change in the modulus 
between the surface of the filler and the matrix and in- 
troduced the critical effect of particle size (through the 
increase in volume fraction of the interphase) into the 
theory. The curves predicted by the model were shown to 
be in good agreement with the experimental nano- 
composite mechanical behavior. 

CONCLUSION 

Polymer nanocomposites incorporating carbon nanotubes 
or nanoparticles are a novel class of composite materials 
that are often multifunctional, adding the unique optical, 
electrical, or mechanical properties of the nanofillers 
while maintaining, if not enhancing, the neat polymer 
properties. These composites are often characterized by 
low volume fractions of filler, which may then affect the 
entire matrix, due to their large surface-area-to-volume 
ratio, through an interaction zone. The unique nature of 
these particles presents both challenges and unique op- 
portunities to create a wide range of multifunctional 
polymer composites. 
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INTRODUCTION 

The use of fibers has a long history, the traditional 
application being in clothing. Natural fibers such as silk, 
wool, or cotton provide attractive properties for such 
applications. Fiber diameters characteristic of such natural 
fibers are 15-40 pm for sheep wool, approximately 20 pm 
for cotton, and approximately 20 pm for cultivated silk. 
Natural fibers compete in this area of applications with 
synthetic fibers. Man-made fibers are predominantly 
produced by melt spinning, which leads to fiber diameters 
typically in the range from about 5 to more than 70 pm, 
thus covering the diameter range characteristic of natural 
fibers. To produce such fibers, the polymer melt is 
pumped through a spinneret. Fiber stretching is applied 
not only to obtain a certain reduction of the diameter but 
also to simultaneously enhance the chain orientation and 
mechanical properties. 

OVERVIEW 

The range of fiber end-uses is obviously not restricted to 
clothing. Among others, fibers are used as sorbants, for 
thermal insulation, filtration, protective clothing, in 
composites to reinforce a polymer matrices, etc. Such 
applications frequently require the reduction of the fiber 
diameter to obtain microfibers, ultramicrofibers down to 
nanofibers, for example for increase of efficiency by 
increase of the specific surface area. Polymer fibers with 
diameters down to 10 nm and below are in demand for a 
broad range of applications to be discussed below in more 
detail. These include nanoscaled reinforcement, tissue 
engineering, specialty fibers, and templates for the 
formation of hollow fibers with inner diameters in the 
nanometer range."-9' 

Melt blowing invented close to 50 years ago has 
become a process of choice for the production of 
microfibers. It is basically a process in which a high- 
velocity stream of gases or fluids-steam, air, or other 
fluids-blows molten thermoplastic resins from an 
extruder die tip onto a substrate, a conveyor, or a take- 
up screen. The characteristic feature is that this process 

provides a fine fiber web; that is, nonwovens rather than 
textile fibers. 

Another approach toward microfibers involves the 
spinning of two polymers together to form fine-diameter 
fibers within the matrix of the second polymer. The matrix 
is dissolved to yield the microfiber. A related approach 
consists in splitting the composite fiber by mechanical 
forces, a high-velocity stream of water. None of these 
techniques is able to produce polymer fibers down to the 
nanometer range. The only technique currently available 
to yield such extremely thin fibers is electrospinning, 
which is also called electrostatic spinning. 

The intention of this review on electrospinning of 
polymers is not to be comprehensive nor to demonstrate 
the historical evolution but rather to show concepts and 
disclose further challenges in electrospinning. 

ELECTROSPINNING PROCESS: 
THEORETICAL BACKGROUND 

The experimental observation is that electrospinning is 
able to yield well-defined nanofibers with diameters down 
to a few nanometers for many polymers. Yet a broad range 
of parameters seems to influence fiber formation and it is 
a frequent observation that electrospinning does not give 
rise to homogeneous fibers but rather to beaded fibers; 
that is, fibers in combination with droplets (Fig. 1). 
Theory is helpful for understanding the main mechanism 
causing fiber formation and how particular parameters 
affect fiber formation. 

In electrospinning, a strong electrical field is applied 
to a droplet formed by a polymer solution or polymer 
melt at the tip of a die acting as one of the electrodes 
(Fig. 2). The charging of the fluid leads, as shown by 
~ a ~ l o r " ~ '  in a set of papers, to a conical deformation of 
the droplet-the well-known Taylor cone and eventually 
to the ejection of a jet from the tip of the cone. Taylor 
found that the critical field required for such deformation 
is strongly controlled by the surface tension. The electric 
dispersion of liquids based on this phenomenon is widely 
used today, for instance in ink jet printing, for crop 
spraying, to prepare aerosols from liquids, and to produce 
propellants for rockets. 
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Fig. 1 Beaded poly(vinylalcohol) fibers by electrospinning 
from aqueous solution. 

In electrospinning of fibers, the conventional view is 
that the charged viscoelastic jet is accelerated toward the 
counter electrodes, and rapidly thins during this period 
because of elongation and evaporation of the solvent. In 
some cases, splitting of the jet into multiple jets has been 
observed leading to a further thinning.["' Solidification 
takes place and solid fibers are randomly deposited onto 
the substrate with a deposition rate in the order of several 
meters per second.['21 

However, a more detailed experimental and theoretical 
analysis has shown that the electrospinning process is 
much more c ~ m ~ l e x . [ ' ~ - ' ~ ~  It is controlled by various 
types of instabilities such as the Rayleigh instability, 
an axisymmetric instability, and finally by a so-called 
whipping or bending instability. In particular, the whip- 
ping instability has been identified as the one controlling 
elongation and thinning of the electrospun fibers. The 
other types of instability causes fluctuations of the radius 
of the jet and may eventually result in droplet formation. 

The Rayleigh instability in the presence of electrical 
fields is the electrical counterpart of the well-known 
surface energy driven Rayleigh instability observed for 
liquid threads in the absence of external forces. This type 
of instability is characterized by statistical fluctuation of 
the radius of the jet and the growth of such fluctuations 
with specific wavelength. The effect of an applied field is 
that the wavelength for fluctuations with positive growth 
rate is shifted to larger and larger wavelength with 
increasing field strength until these fluctuations are finally 
suppressed at a still larger field strength. 

However, the jet is still unstable because a new type of 
instability-the so-called axisymmetric mode. A statisti- 
cal modulation of the radius of the jet induces a 
modulation of the density of the surface charges. These 
modulations result in tangential stresses, which in turn 
accelerate the liquid and thus enhance the modulation of 
the radius. Again, the formation of droplets can be the 
final state. It is the absolute value of the charge density at 
the surface, which controls other factors when this 
instability becomes dominant. 

Finally, the whipping or bending type of instability 
occurs at higher field strengths and this is apparently the 
most important type for electrospinning of fibers. The 
strong thinning of the jet as well as the strong elongational 
deformation, which takes place during electrospinning, 
has been attributed to this mode of instability. For large 
static charge densities, the whipping mode tends to 
dominate because high-charge densities at the surface 
simultaneously tend to suppress both the Rayleigh and the 
axisymmetric mode of instability. It has even been 
claimed that the onset threshold for electrospinning 
corresponds to the excitation of the whipping mode. 

The whipping mode corresponds to long-wavelength 
oscillations of the centerline of the jet: that is, the jet is 
subjected to bending modes. Dipolar components arise if a 
charged jet is subjected to bending because the charge 
density is no longer uniform across the cross section of the 
jet. An elastic force resulting from the \ iscous flow of the 
liquid counteracts the bending mode. This force is related 
to the rate of strain and thus to the time derivative of the 
curvature of the jet. For larger static charge densities, the 
whipping mode tends to dominate because high surface 
charges simultaneously suppress the axisymmetric mode. 

These theoretical considerations point out the impor- 
tant role of surface charge and thus of the conductivity of 
the material used for spinning as well as of the surface 
energy. The role of viscoelastic properties of solutions or 
melts are less well known and require further experimen- 
tal investigations. Furthermore, the expectations are that 

Fig. 2 Schematical graph of the electrospinning setup. (View 
this art in color at www.dekker.com.) 
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structure formation processes have to rapidly occur during 
electrospinning because of the large deposition rates, 
which in turn should lead to nonequilibrium structures 
within the nanofibers. A second feature should be high 
orientations as a result of the strong deformation, which 
occur in the whipping mode. 

PARAMETERS AFFECTING 
FIBER FORMATION 

Fiber diameters and the absence or presence of beads are 
features that have to be reproducibly controlled. A set of 
parameters including surface free energy, viscosity, 
electrical conductivity, molecular weight, and its distri- 
bution control fiber formation can have an effect on the 
formation of beaded fibers. In the following, experimental 
results will be discussed exploring the importance of 
these parameters. 

Surface Free Energy 

The critical field for the onset of fiber formation is 
predicted to be proportional to the square root of the 

surface tension. This finding is roughly in agreement with 
experimental findings. The more important question is 
whether this parameter affects fiber diameters. The 
observation is that a variation of surface free energy 
keeping the other controlling parameters constant did not 
significantly modify the fiber diameter. 

Electrical Conductivity 

A second key parameter is the conductivity of the melt or 
~ o l u t i o n . [ ~ ~ ' ~ "  An increase of the conductivity is expected 
to increase the surface charge density, which in turn 
should lead to a stabilization of the whipping modes 
giving rise to fiber extension. Furthermore, bead forma- 
tion arising from other modes of instability should be 
suppressed. Experiments performed on solutions of 
polylactide (PLA) in dichloromethane doped with various 
amount of pyridinium formate showed that in fact an 
increasing concentration of the dopant lead to a reduction 
of bead formation and to smaller diameters of the fibers 
(Fig. 3). 

These results agree in principle with those from 
~ a u m ~ a r t e n . ' ~ ~ '  The prediction was that the final fiber 
diameter depends on the conductivity and that it varies as 

Fig. 3 Scanning electron microscopy images of electrospun PLA fibers from 2% PLA solution in dichloromethane with different 
concentrations (wlw in solution) of pyridinium formate: (A) 0%; (B) 0.2%; (C) 0.3%; (D) 0.4%; (E) 0.6%; (F) 0.8%. 
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the cube root of the resistivity. Baumgartner also stated 
that only droplets are generated if the conductivity is too 
high and he also reported that no continuous spinning 
could be achieved if the conductivity is too low. The 
reason is that the flow rate is too small in this case. 

Concentration of the Polymer in Solution 

There is a direct correlation between concentration and 
fiber diameter. For instance, a decrease of the PLA 
concentration in dichloromethane from 5 to 0.8 wt.% 
causes a reduction of the fibers from approximately SO& 
1000 to approximately 10-70 nm.[201 Provisions have to 
be made to reduce bead formation. Electrospinning from 
more diluted solutions requires a certain degree of 
electrical conductivity. 

Subsequent investigations revealed that the control of 
the fiber diameter, the presence or absence of drop 
formation, the control of the surface morphology, and also 
the control of the texture of the web that is produced by 
electrospinning depend on a much broader range of 
parameters. These are among other thermodynamic 
properties of the solvent and the polymer-vapor 
pressure, crystallization and glass transition temperature, 
solubility of the polymer in the solvent or mixture of 
solvent. A reduction in molecular weight or an increase of 
the concentration of the lower molecular weight compo- 
nent in blends have been found to cause a reduction of the 
fiber diameter. 

The concept of electrospinning is simple; yet, it is a 
demanding task to adjust the electrospinning parameters 
for a given system to be able to spin nanofibers in a 
controlled manner. 

A BRIEF SURVEY ON ELECTROSPUN 
POLYMER SYSTEMS 

A broad range of polymer systems has been subjected to 
electrospinning. Most of the papers published on electro- 
spinning of polymer fibers consider spinning from 
solution. One advantage of electrospinning is that water 
can be used as a solvent. Water-soluble polymers such as 
poly(ethy1enoxide) (PEO) or poly(vinylalcohol) (PVA) 
can thus be e l e ~ t r o s ~ u n . [ ~ ' ~ ~ ~ ~ ~ ~ '  Electrospinning without 
any solvent from the melt was reported by Larrando and 
~ a n l e ~ ~ ~ ~ - ~ ~ ~  for poly(propy1ene) and poly(ethy1ene 
terephthalate), although true nanofibers as major products 
have not been obtained so far by melt electrospinning. 
Besides PEO and PVA, electrospinning of numerous 
polymers to nanofibers has been reported including 
poly(acrylonitrile),[281 P L A , ~ ~ ~ ~ ~ , ~ ~ ~  poly(stYrene),~lll poly 
(methylmethacrylate),[301 poly(amides),[121 poly 

(imides),'"' poly(caprolactone),~32~331 and poly(viny1idene 
fl~oride),'"~ just to name a few. 

Electrospinning of blends[34371 or composites[9337411 
considerably broadens the range of fiher properties and 
applications and might lead to novel functionalities. 
Polymer nanofibers can be loaded with drugs or other 
biologically active molecules by spinning of polymers 
from ternary solutions containing the reagent. For 
example, Kenawy et al.[421 studied the release of tet- 
racycline hydrochloride from poly(ethy1ene-co-vinyl-ace- 
tate), PLA, and a blend thereof. Similarly, but with a 
different purpose, ~ e [ ~ ~ ~  investigated electrospinning of 
PVA-Pt/Ti02 and subsequent photocatalytic degradation 
of the PVA nanofibers. Core-shell fibers with concentric 
variation of concentrations were obtained by concentric 
coelectrospinning of a solution of palladium(I1)acetate 
(core) and PEO which can be extended to other 
systems as well. 

STRUCTURE FORMATION 
DURING ELECTROSPINNING 

A characteristic feature of the electrospinning process is 
the rapid evaporation of the solvent in the case of solution 
spinning and the rapid temperature decrease in the case of 
electrospinning from the melt. Thus structure formation 
has to happen on a millisecond scale. The nucleation of 
crystals should therefore be strongly quenched. A second 
feature is the strong deformation taking place during the 
whipping mode, which should give rise to orientational 
process within the fibers. 

Experiments performed on nanofibers made from 
polymers able to crystallize such as polyamides, polyeth- 
ylene oxide, or PLA have revealed that crystals are able to 
grow. In fact, the degree of crystallinity and the perfection 
of the crystal are not much different from those observed 
for thicker fibers obtained from melt extrusion or for 
thicker films.[451 

High degrees of crystal orientation have been found for 
various electrospun polymers including polyethylene 
oxide and polyamides (Fig. 4). Performing selected area 
electron diffraction studies, it was shown for polyamide 
fibers that the degree of orientation directly obtained by 
electrospinning corresponds to the one obtained for melt- 
extruded fibers only after considerable stretching. On the 
other hand, no crystal orientation has been reported for 
electrospun fibers made from PLAS. '~~'  It is currently not 
obvious why crystal orientation is absent in this case. 
Crystal formation, degree of crystallinity, and the crystal 
orientation are parameters that considerably affect prop- 
erties and functions of the fibers. 

The properties and functionality of electrospun nano- 
fibers can be also modified by their surface morphology. 
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the electrospun fibers. It has been concluded that pore 
formation arising from rapid solvent evaporation most 
likely occurred because of the formation of water droplets 
from atmospheric water as a result of the evaporative 
cooling of the polymer solution on its way to the counter 
electrode in the electrospinning process. 

APPLICATIONS OF 
ELECTROSPUN NANOFIBERS 

Fig. 4 Crystal orientation in PA6 fibers as obtained from 
selective area electron diffraction on an individual fiber with a 
diameter of 50 nm. 

The concept is to use phase-separation processes during 
electrospinning. One approach considers electrospinning 
of ternary systems composed of two incompatible poly- 
mers and a solvent.[341 The resulting nanofibers are 
characterized in this case by phase morphologies cor- 
responding either to cocontinuous spinodal type morphol- 
ogies or dispersed binodal-like morphologies. Such 
internally structured fibers are of interest for many ap- 
plications. Yet one might also selectively remove one of 
the components to generate fibers characterized by porous 
structures or other types of topologies. Such surface 
topologies are known to affect surface free energy, 
wetting, as well as adhesion. The experimental finding 
is that such types of phase separation processes may also 
occur during electrospinning in binary systems composed 
of one polymer and a solvent.1293301 PLA nanofibers 
electrospun from dichloromethane solution typically show 
a nanoporous surface (Fig. 5). 

Nanoporous electrospun fibers were also obtained for a 
variety of other polymer systems such as polycarbonates 
or polystyrene.[301 Interestingly, electrospinning at differ- 
ent humidities had a significant effect on the porosity of 

Electrospun nanofibers offer wide applications such as in 
the fields of specialty  filter^,'^'] tissue engineering,'41 
wound healing,[481 reinf~rcement,"~~~' protective cloth- 
ing,[2350' drug release,[421 sensors,[511 and 
templating,f8.9.54.s51 to name a few. Presently, most pat- 
ents on electrospinning are focused on applications rather 
than on new materials or on new processes. Commer- 
cialized applications were accomplished by several com- 
panies worldwide in specialty filters (air filtration, coa- 
lescence ffiters) with an increasing market in the coming 
years. Tissue engineering is going to be another success- 
ful field of applications for electrospun biodegradable 
nanofibers (e.g., PLA) because cells including stem cells 
grow well on these nanofibers. An additional plus is the 
large potential for loading of electrospun nanofibers by 
biologically active agents ranging from salts to drugs and 
proteins.[423561 Protective clothing, in particular in combi- 
nation with special reagents, is expected to enhance the 
performance of military protective clothing.[61 The main 
focus here is on trapping of aerosols of chemical and 
biological warfare agents. 

A unique application of electrospun nanofibers is their 
use as templates for the preparation of other nano-objects 
such as n a n o t ~ b e s . [ * ' " ~ ~ ~ ~ ~ ~  Coating of electrospun nano- 
fibers by different materials and coating techniques and 
subsequent removal of the core template fibers generates a 
whole set of nanotubes of different sizes and materials 

Fig. 5 Nanoporous electrospun PLA nanofibers from a dichloromethane solution. 
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Fig. 6 Transmission electron 
nanoparticles. 

A B 

micrograph of poly@-xylylene) (PPX) nanotubes (A) and of PPX nanotubes loaded by copper 

combinations, which has by far not been exploited (Fig. 6). 
The versatility of this approach is enhanced again by the 
option of loading of electrospun nanofibers directly during 
electrospinning or c o e l e ~ t r o s ~ i n n i n ~ . [ ~ ~ ~  

CONCLUSION 

As electrospinning of polymers is a rather old technique 
that has just recently been rediscovered, a new commu- 
nity has been established dealing with electrospinning. 
The number of papers is exponentially increasing as 
obvious from the papers published per year. The 
technique will be certainly optimized within the next 
few years but a precise understanding of the impact of 
different processing parameters based on empirical 
observations together with theoretical considerations will 
be a key issue for optimum results. Many new open 
questions remain concerning materials choice but major 
new developments are expected in the area of structuring 
of electrospun nanofibers, loading of nanofibers by new 
additives for special applications, and the development of 
smart nanofibers. Clearly, a major driving force of new 
developments in the field of electrospun nanofibers will 
be new applications, which nicely unites researchers from 
different areas such as polymers, physics, engineering, 
inorganic and organic chemistry, medicine, pharmacy, or 
rheology, to name a few. 
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INTRODUCTION 

Gene therapy, a therapeutic modality designed to 
introduce an extraneous gene into the patient's cells to 
produce a specific protein, potentially can treat a variety 
of inherited and acquired diseases. Gene medicines are 
composed of a gene expression vector that encodes a 
therapeutic protein and a gene delivery system that 
delivers the gene to the desired tissue and subcellular 
compartments. The specific and efficient delivery of 
DNA to the diseased sites and to the nuclei of particular 
cell populations is the key for successful gene therapy. 
Gene delivery system plays a central role in fulfilling 
this mission. 

OVERVIEW 

Traditionally, DNA delivery systems fall into two 
categories, viral-mediated and nonviral-mediated. In 
addition, naked DNA can be directly injected into the 
target tissue to produce the transgenes. Viral vectors such 
as retrovirus, adenovirus, adeno-associated virus, lentil 
virus, and herpes-simplex virus are usually much more 
efficient than nonviral vectors in both gene delivery and 
expression because of their highly evolved and special- 
ized mechanisms in infecting cells. However, viral vectors 
have inherent disadvantages such as immunogenicity, 
restricted targeting of specific cell types, size limit of the 
DNA packaged into a virus, and scale-up difficulties.['] 
The safety issue takes on new significance in light of the 
tragic event in recent clinical trial.[21 Consequently, 
nonviral delivery systems have been increasingly pro- 
posed as alternatives to viral systems. However, nonviral 
systems are inefficient and produce only transient trans- 
gene expression. 

Nonviral gene delivery systems rely on condensing 
DNA to a compact size that can be internalized by cell and 
protecting the DNA from enzymatic degradation until the 
DNA reaches the nucleus. However, this tight binding and 
protection must be balanced by the ability of the gene 
carrier to release the DNA. The nonviral gene carriers 

include cationic liposomes, cationic polymers, and neutral 
polymers. They are able to condense DNA to nanoparti- 
cles with a size of 20-500 nm in diameter for cellular 
internalization. The term nanoparticle is used in this 
review to cover particulate carrier systems that are less 
than 1 pm in size and normally below 500 nm, including 
liposomes and solid nanocapsules. 

Most cationic liposome formulations are composed of a 
cationic lipid and a neutral helper lipid. The cationic lipid 
binds the DNA through electrostatic interaction to form 
a complex termed lipoplex, while the helper lipid helps 
to stabilize the liposome and improve the cytoplasmic 
delivery of DNA. '~ '  Cationic polymers are usually 
nitrogen-rich polymers and have been used in much the 
same way as cationic liposomes with the polymer 
interacting electrostatically with DNA to yield a transfec- 
tion-competent complex, termed polyplex. Polyplex is 
generally more stable than lipoplex in a physiological 
environment. The neutral polymer system usually 
involves encapsulating DNA in nanoparticles using 
biodegradable polymers, such as PLA and PLGA, to 
obtain sustained release characteristics. Recently, an 
inorganic system based on calcium phosphate nanoparti- 
cle has also been reported for gene delivery.'41 

Although most nonviral gene carriers can efficiently 
condense and protect the DNA, delivering the intact DNA 
to the nucleus remains a major challenge in the field. Poor 
mechanistic understanding of the whole gene transfer 
process makes it difficult to develop an optimal delivery 
system with all the desirable features for gene delivery. 
This review focuses on the application of cationic 
polymer-based nanoparticles for gene delivery. 

NANOPARTICLE FORMATION 

Because of large electrostatic repulsion, free or naked 
DNA remains in an expanded state. Free DNA is too large 
and too polar a molecule to cross cell membranes by 
passive diffusion. The condensation of DNA into com- 
pacted nanoparticles is essential for the transport of DNA 

Dekker Encyclopedia of Nanoscience and Nanotechnology 
DOI: 10.1081/E-ENN 120009380 
Copyright O 2004 by Marcel Dekker, Inc. All rights reserved. 



Polymer Nanoparticles for Gene Delivery: Synthesis and Processing 

through the cell membrane, although recent studies 
suggest that naked DNA can be taken up by muscle cells 
via receptor-mediated end~c~ tos i s . [~ ]  Multivalent cations 
such as polyamines, positively charged polymers, and 
peptides are known to be capable of condensing DNA via 
electrostatic interaction with the negatively charged 
phosphate groups of DNA. A valence of 2 3  is required 
for the multivalent cations to condense DNA because the 
Coulombic interactions should be stronger than the 
entropic interactions so the entropy loss can be over- 
come.r61 The condensed DNA nanoparticles appear as 
rods, toroids, or spheroids under electron microscope.r71 

In understanding the mechanism of DNA condensa- 
tion, the most extensive work has been conducted using 
small cations, such as spermidine [H2N(CH2)3NH(CH2)4 
N H ~ ] , ' ~ ]  spermine [H2N(CH2)3NH(CH2)4NH(CH2)3 
N H ~ ] , ~ ~ ]  and cobalt hexamine [ C O ( N H ~ ) ~ ~ + ] . ~ ' ~ ~  A variety 
of techniques, such as microscopy, light scattering, 
fluorescence, and calorimetry, have been used. Two 
models, the spool model and the constant loop model, 
have been proposed to explain how the DNA is compacted 
within the t~roid.'~."] The cations instigate localized 
bending or distortion of DNA at a critical extent of charge 
neutralization, which facilitates the formation of rods and 
toroid-like  structure^.['^.'^' The cations can also induce 
DNA condensation by rendering the DNA-solvent inter- 
actions less Formation of a highly ordered 
liquid crystalline phase of DNA is believed to be involved 
in DNA c~ndensation.['~' 

Many factors affect the formation of DNA nanoparti- 
cles, such as chemical structure of cations, ionic strength 
of the medium, and molar ratio of the polycation and 
DNA. The study on the structural arrangement of DNA 
condensed by polyamine homologues indicates that the 

a ' 
Nonspecific uptake 

number of positive charges and the charge density of 
polyamine molecules affect the size of DNA nanoparticles 
as well as the ability to induce the formation of liquid 
crystalline phase of DNA.~".'~' In high ionic strength 
solution, DNA nanoparticles may aggregate because the 
salt overcomes the repulsive interaction between particles. 
Excess positive charge on the surface can prevent the 
nanoparticles from aggregating under the salt condition. 
The surface charge of the nanoparticles is characterized by 
c-potential and can be adjusted by changing the reactant 
ratio of DNA to polycations. 

A better understanding of the relationship between 
the physicochemical properties of the DNA nanoparti- 
cles, their ability to be taken up by cells, and the 
chemical structure of agents that cause the condensation 
of DNA is needed for the development of nonviral gene 
delivery vehicles. 

DELIVERY OBSTACLES FOR 
NONVIRAL SYSTEMS 

Ultimately, DNA has to be delivered to the nucleus for 
successful gene expression, after overcoming a number of 
obstacles on the way (Fig. 1). These delivery obstacles are 
both extracellular as well as intracellular. The biodistri- 
bution of nanoparticles in the extracellular space is 
determined by their interaction with the physiological 
environment, based on their physicochemical and biolog- 
ical properties, such as size, electrical charge, hydrophi- 
licity-hydrophobicity, and possible ligand conjugation. 

Of all the properties, particle s i ~ e  is of crucial 
importance in determining the biodistrib~tion."~' Any 
particle aggregation during the gene delivery is detrimen- 

+ 
Opsonization 

Fig. 1 Obstacles of nonviral gene delivery. 
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tal for DNA to get to the final site, the nucleus. In fact, 
negatively charged proteins such as albumin tend to bind 
with the positively charged nanoparticles, leading to a size 
increase of the particles and a reduced positive charge on 
the particle surface, which may diminish the affinity of the 
nanoparticles to the negatively charged cell surface. 
Therefore the nanoparticles must first be stable in the 
extracellular fluid so that they can be delivered to the 
target tissue or cells. It should be noted that the immune 
cells might recognize the particles as foreign materials and 
phagocytose them, which may be attractive for genetic 
vaccination but may not be desirable for other gene 
therapy applications. 

Once the nanoparticles reach the target cells, they bind 
with the negatively charged cell membrane and are 
subsequently taken up by endocytosis. The rate of entry 
into the cells varies with cell type and is relatively 

In order to achieve cell-specific gene transfer, 
cell-specific targeting ligands such as monoclonal anti- 
bodies, peptides, and sugars can be conjugated to the gene 
carriers to promote receptor-mediated endocytosis. After 
the nonspecific or receptor-mediated endocytosis, most 
DNA complexes are internalized into the endosomesl 
lysosomes and are eventually degraded. Cytoplasmic 
release of the DNA complex is the first barrier in the 
intracellular transport. Efficient destabilization of the 
endosomes/lysosomes is believed to enhance gene ex- 
pression. Some endosomolytic reagents such as chloro- 
quine,12'1 lipids,[221 and peptides[231 have been used to 
disrupt the endosome membrane, leading to an enhanced 
gene expression. The buffering capacity of amine-con- 
taining polymers has also proved to reduce the acidifica- 
tion of the endosome, triggering endosome swelling and 
rupture or collapse,[241 Some anionic lipids in the 
endosome may compete with the DNA and dissociate 
the DNA complexes, leading to the release of the DNA 
into the cytoplasm.[251 

Cytosol is not a friendly environment for DNA 
because of the presence of nuclease. Microinjected 
plasmid DNA is rapidly degraded in the cytoplasm with 
an apparent half-life of 50-90 rnin.L261 The translocation 
of released or "unpacked" DNA from cytosol to 
nucleus is probably through diffusion, a relatively slow 
process compared to cytoplasmic degradation. It is 
understandable that the DNA would be more stable in 
cytosol if it were still complexed with cationic carrier. 
However, only certain synthetic polymers, such as 
polyethylenimine (PEI), can show protection of DNA 
in the cytoplasm and also promote nuclear transport. The 
pathway of the transport of DNA complexes from 
cytoplasm to nucleus is not well understood. Some 
hypothesis leans toward the involvement of anionic 
phospholipids. The inclusion of viral nuclear localization 
signals (NLS) has been demonstrated to be an efficient 

strategy to facilitate nuclear Typically 
comprising several positively charged lysines and argi- 
nines, a NLS is a peptide signal sequence that directs a 
protein from the cytosol into the nucleus. 

As stated above, eventually the DNA has to be released 
from the complexes to allow transcription. The dissoci- 
ation of complexes may occur either in the endosome, 
cytosol, or nucleus. Other than enzymatic degradation of 
the gene carrier, anionic membrane components and other 
intracellular substances may also be responsible for the 
dissociation by carrier substitution. 

POLYMERIC GENE CARRIERS 

The poor transfer efficiency and transient gene expression 
of polymer-DNA complexes continue to stimulate the 
development of more effective and less-toxic polymeric 
gene carriers. A number of polycations have been tested to 
transfer genes in vitro or in vivo, including poly-L-lysine 
(PLL) (Fig. 2a), PEI (Fig. 2b), polyamidoamine 
(PAMAM) dendrimers (Fig. 2c), poly(cc-(4-aminobuty1)- 
L-glycolic acid) (PAGA) (Fig. 2d), poly((2-dimethylami- 
no)ethyl methacrylate) (PDMAEMA) (Fig. 2e), chitosan 
(Fig. 20, etc. Our group has been interested in investi- 
gating polyphosphoester as a new polycationic gene 
carrier (Fig. 2g). 

Poly-L-lysine has been widely used in the early days as a 
gene delivery carrier because of its excellent DNA 
condensation ability and efficient protection of DNA 
from nuclease digestion. However, its cytotoxicity and 
low transfection problems remain to be solved. Moreover, 
PLL-DNA complexes tend to aggregate under physiolog- 
ical conditions. Efforts have focused on improving the 
solubility of PLL by the introduction of hydrophilic 
groups, such as dextranrZg1 and  PEG.'^^,^'] Both PEG-g- 
PLL and PEG-b-PLL have shown lower cytotoxicity and 
enhanced transfection efficiency than PLL. A polymeric 
micelle, PLGA-g-PLL has also been proposed as an 
effective carrier for gene delivery.[321 

Polyethylenimine 

Polyethylenimine-DNA complex is one of the most 
potent synthetic gene transfer vectors. They can also 
transfect a wide variety of cells. The high transfection 
efficiency of PEI has been postulated to relate to its 
buffering capacity, which leads to the accumulation of 
protons brought in by endosomal ATPase and an influx of 
chloride anions, triggering endosome swelling and dis- 



Polymer Nanoparticles for Gene Delivery: Synthesis and Processing 

a PLL b PEI 

IN 7- - - 

N H2 
H2N hNfN+ 

c G2-PAMAM dendrimer d PAGA 

f Chitosan 

g Polyphosphoester 

n 

PCEP PPE-E A 

PPE-SP 

Fig. 2 Chemical structures of polymeric gene carriers. 
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ruption, followed by the release of DNA into cytoplasm. 
Significant differences were observed in the cytotoxicity 
and transfection efficiency of branched and linear P E I . ' ~ ~ ]  
Toxicity is one of the main concerns for PEI to be used in 
gene delivery. Cytotoxicity of PEI is postulated to derive 
from its ability to permeabilize cell membranes. More- 
over, PEI is not degradable and high molecular weight PEI 
may accumulate in the body. Several approaches have 
been explored to reduce the cytotoxicity, such as 
~ E ~ ~ l a t i o n ' ~ ~ ~  and conjugation of low molecular weight 
PEI with cleavable cross-links such as disulfide bonds, 
which can be cleaved in the reducing environment of the 

Polyamidoamine Dendrimers 

Starburst polyamidoamine dendrimers with either ammo- 
nia or ethylenediamine as core molecules have been used 
for gene delivery. These molecules are highly defined in 
terms of molecular weight and geometry. They are 
spherical polymers, with primary amine groups on the 
surface, which can be used to condense DNA. Dendrimers 
can transfect a wide variety of cells in culture,["1 with 
an efficiency matching that of PEI under optimal con- 
ditions. The higher generation dendrimers (G6 and G7) 
are effective at disrupting anionic vesicle membranes, 
which may explain the high transfection efficiency.'37J 
The advantage of these dendrimers over PEI remains to 
be established. 

Poly(a-(4-aminobuty1)-L-glycolic acid) 

Poly(a-(4-aminobuty1)-L-glycolic acid) is an analogue of 
PLL with a degradable ester linkage in the main chain.'"] 
Poly(a-(4-aminobuty1)-L-glycolic acid) efficiently con- 
denses and protects DNA and shows enhanced transfec- 
tion efficiency in culture compared to other PLL-based 
systems. It is also less cytotoxic than Lipofectamine and 
SuperFect (a dendrimers). Although PAGA generates 
positive results in producing cytokines as an immunoad- 
juvant in a murine cancer model, its biodegradation rate of 
the polymer may be too rapid for some in vivo gene 
transfer applications.1391 

Poly((2-Dimethylamino)Ethyl Methacrylate) 

Poly((2-dimethy1amino)ethyl methacrylate) is a water- 
soluble cationic polymer capable of binding plasmid 
DNA and transfecting different cell types.'401 The com- 
plexes with a slightly positive 5-potential (25-30 mV) and 
a size around 200 nm possess the highest transfection 
efficiency.[411 Study on the structure-activity relationship 
of a number of water-soluble cationic methacrylate1 
methacrylamide polymers with structures closely related 

to PDMAEMA shows that among these polymers, 
PDMAEMA has the highest transfection efficiency and 
 t to toxic it^.'^^' The high transfection efficiency of 
PDMAEMA is probably due to its high buffering capacity 
to destabilize endosome, combined with its ability to 
release the DNA in the cytosol and/or the nucleus. Its 
strength and shortcomings are similar to those of PEI. 

Chitosan 

Chitosan, a biodegradable polysaccharide composed of D- 

glucosamine repeating units, has been explored by several 
research groups as a nonviral gene carrier.14345' Chitosan 
can efficiently bind DNA and protect DNA from nuclease 
degradation. Moreover, chitosan has good biocompatibil- 
ity and toxicity profile, rendering it a safe biomedical 
material for clinical applications. Chitosan-DNA nano- 
particles can transfect several different cell types. How- 
ever, the transfection efficiency is relatively poor. 
Chitosan can be readily modified. For example, trimethy- 
lated chitosan can be prepared with different quarter- 
nization degree to increase the solubility of chitosan at 
neutral p ~ ; 1 4 6 1  or chitosan can be conjugated with 
deoxycholic acid to become a colloidal gene carrier.'47' 
Both quaternarized chitosan and deoxylic acid-modified 
chitosan can efficiently transfect COS-I cells. Chitosans 
with different molecular weights have different DNA 
binding affinities and exhibit different transfection effi- 
ciencies, indicating that particle stability may be one of the 
rate-limiting steps in the overall transfection 
The effect of degree of deacetylation on the stability of 
chitosan-DNA nanoparticles is being investigated.[481 

Polyphosphoester 

We have been working on polyphosphoesters (PPE) for 
more than 15 years, particularly the ones with a backbone 
analogous to nucleic acids and teichoic acids. They show 
promise in different biomedical applications because of 
their biocompatibility, biodegradability, and pendent 
chain functionality. Several polyphosphoesters with pos- 
itive charges either in the backbone or in the side chain 
were synthesized and evaluated as nonviral gene car- 
r i e r~ . [~~-" '  These polyphosphoesters can efficiently bind 
DNA and protect DNA from nuclease degradation. 
Efficient transfection was found in a number of cell lines, 
with some of them comparable to Lipofectamine. The 
transfection is cell-type dependant and can be improved 
with the incorporation of chloroquine. All the polypho- 
sphoesters exhibit a significantly lower cytotoxicity than 
PLL or PEI in vitro and in vivo. With the structural 
versatility, polyphosphoester can be designed to have 
different hydophilicity-hydrophobicity properties. One 
interesting feature is that the PPE can provide extra- 
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cellular sustained release of the DNA, leading to pro- 
longed and enhanced transgene expression in the muscle 
compared to naked DNA administration.[501 An amphi- 
philic polyphosphoester, poly{[(cholesteryl oxocarbony- 
lamido ethyl) methyl bis(ethy1ene) ammonium iodide] 
ethyl phosphate) (PCEP), was synthesized and investi- 
gated for gene delivery.[511 Carrying a positive charge in 
its backbone and a lipophilic cholesterol structure in the 
side chain, PCEP self-assembles into rnicelles in aqueous 
solution at room temperature with an average size of 60- 
100 nm. This is one of the few polymeric lipids for gene 
delivery that are biodegradable. 

TARGETING 

Drug targeting can be achieved with different levels of 
sophistication: first-, second-, and third-order targeting. 
First-order targeting can be defined as the delivery of a 
drug to a particular organ; second-order targeting is where 
the drug is internalized in a specific cell type; and third- 
order targeting is where the drug is localized in a specific 
cellular compartment.[521 Gene delivery is indeed a third- 
order targeting challenge with nucleus as the targeting site. 

The use of polymeric nanoparticles for targeted drug 
and gene delivery system has gained increasing attention 
and importance.[531 Targeting can be achieved either by 
passive route, where the particles are captured by a 
physiological uptake mechanism such as filtration or 
macrophage sequestration, or by active route, where the 
particles are recognized by the host molecule through the 
targeting moiety conjugated on the surface of the particles. 

Passive Targeting 

Normally, after the nanoparticles are injected into the 
blood stream, they are rapidly coated by circulation 
elements, such as plasma proteins and glycoproteins. This 
process renders the particles easily recognized by the 
major defense system of the body, the reticuloendothelial 
system. The macrophage (Kupffer) cells of the liver play a 
critical role in removing these coated foreign particles.[541 
Thus Kupffer cells specificity can be achieved by passive 
targeting. Particles with a more hydrophobic surface, 
which can be efficiently coated with plasma elements, are 
more desirable for this targeting. This strategy can be used 
to achieve gene delivery to the blood circulation. 

The lymph nodes are of great interest because of their 
vital role in the staging of anticancer and anti-infection 
immune responses.[521 A subcutaneous administration of 
nanoparticles can be an efficient way of reaching local 
draining lymph nodes. Particle size and surface property 
are two decisive parameters for such targeting. Generally, 
particles with a size less than 100 nm are preferable for 

such targeting. The particles with intermediate hydrophi- 
licity-hydrophobicity in nature appear to have the most 
lymph node accumulation. This type targeting is partic- 
ularly useful for DNA vaccination applications. 

Active Targeting 

To increase the specificity of DNA uptake by target cells, 
t r a n ~ f e m n , ~ ~ ~ ]  monoclonal antibodies,[561 m a n n ~ s e , ' ~ ~ ]  
galactose,[581 lactose,[591 folic acid,[601 low-density lipo- 

and RGD peptides[621 have been conjugated 
to the polymer backbone to achieve receptor-mediated 
endocytosis. Poly-L-lysine and PEI are popular candidates 
for the conjugation because of the readily available 
primary amine groups. After endocytosis, the DNA 
nanoparticles are internalized in the vesicles within the 
cells. Two strategies are used to help cytoplasmic release 
of DNA. One is to use fusogenic pept~des derived from 
fusion-active virus to destabilize the endosomal mem- 
brane. Another approach is to use a carrier with a high 
buffering capacity to promote the escape of the complexes 
into the cytosol, with mechanisms discussed above. The 
next target is then the nucleus. The cut-off size of nuclear 
pores is 9-10 nm, which allows proteins up to 60 kDa and 
nucleotides up to 300 bp to enter freely.'631 However, 
larger molecules can still get through the nuclear pores via 
an active process, which can be modulated by NLS. 
Enhanced gene transfection efficiency has been achieved 
by the conjugation of NLS peptide to the gene carriers 
such as P L L [ ~ ~ ]  and PDMAEMA,'~~] or plasmid i t~e1f . l~~ '  
If the NLS peptide is conjugated to the gene carrier, the 
DNA has to stay complexed before nuclear translocation 
takes place. It has been reported that the number of NLS 
peptides conjugated to DNA plays an important role in the 
nuclear transport. Too many NLS peptides may actually 
inhibit nuclear translocation.[671 

IN VlVO APPLICATION 

Targeted delivery is the ultimate goal of gene therapy. 
Local administration so far presents a more feasible 
approach as systemic bamers are bypassed. Significant 
gene expression has been found in a variety of tissues1 
organs, such as muscle, lung, liver, brain, tumor, and 
gastrointestinal (GI) tract using polymeric gene carriers. 

Muscle 

Muscle has been of interest as a target for gene therapy 
since Wolff et al. demonstrated that intramuscularly 
injected naked plasmid DNA can be expressed in 
myofibers in 1990.[~~] Naked DNA has poor bioavailabil- 
ity in muscle due to the degradation by extracellular 
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nucleases and the rapid elimination from the muscle. In 
order to protect DNA from degradation cationic agents are 
used to condense DNA. However, the use of condensed 
DNA particles to achieve higher transfection in muscle 
rather than naked DNA has not been successful. This is 
possibly because the connective tissue surrounding myo- 
fibers and muscle fasciculus could limit the diffusion of 
rigid condensed DNA particles through the muscle.1691 
Recently, a sustained release system using PPE-EA as a 
carrier has been proved to enhance gene expression in 
mouse muscle compared to naked DNA.[~O] Lower NIP 
ratios of 0.5 and 1 were used in the study. The 
intramuscular delivery of plasmid encoding antigens can 
induce antibody and cytotoxic T-lymphocyte (CTL) 
responses, which is desirable for DNA vaccination. 

Lung 

Gene delivery to the lung has the potential to treat several 
life-threatening genetic diseases such as cystic fibrosis 
(CF) and al-antitrypsin (a,AT) deficiency. Cystic fibrosis 
is the result of mutations in a single gene (CF transmem- 
brane conductance regulator, CFTR), and the gene 
delivery target is the airway epithelial cell. aIAT is 
another lung disease resulting from a single gene 
mutation; however, alAT is a secreted product that does 
not need to be expressed in lung epithelium. Pulmonary 
gene delivery can be achieved through different admin- 
istration methods, such as lung instillation, aerosol 
delivery, and intravenous injection. The method of 
application greatly influences the extent of gene expres- 
sion in the lung as well as the cell type that is transfected. 
Instillation usually leads to significant but inhomogeneous 
gene expression in epithelial cells lining the bronchioles 
and distal airways, while aerosol delivery enables a more 
uniform distribution of gene e ~ ~ r e s s i o n . [ ~ ~ ' ~ ' ~  By intrave- 
nous injection, transfection is mainly restricted to pulmo- 
nary end~thelium.[~~' Cationic polymers such as PEI and 
PAMAM have been proposed for pulmonary gene 
therapy.L73'741 Several problems including avoidance of 
biological barriers, suppression of immune response, and 
increase of transfection efficiency and specificity need to 
be solved before successful pulmonary gene therapy 
becomes a reality. 

Tumor 

Cancer gene therapy can take the form of the administra- 
tion of a good copy of a mutated tumor suppressor gene, a 
gene encoding an enzyme that activates an anticancer 
prodrug, or a gene that encodes an antigen designed to 
generate a protective immune response.[75' There are two 
general methods for tumor treatment. One is the direct 
injection of DNA particles into arterial blood vessels that 

supply the tumor. Another method is the direct injection of 
the particles into the tumor.[761 In this case, the mobility of 
the particles within the tissue is very important to the 
transfection efficiency and is affected by the particle size, 
charge, and concentration. Liposomal and naked DNA 
formulations are two intensively investigated intratumoral 
gene delivery systems. ~ o l ~ e t h ~ l e n i m i n e , ' ~ ~ ]  poly(a-(4- 
aminobuty1)-L-glycolic acid),1781 and polyamidoamine[791 
have been the polymeric gene carriers studied for cancer 
gene therapy. 

Liver 

Gene delivery to the liver involves intravenous adminis- 
tration of DNA containing formulations, either into a 
systemic or the portal vein. The stability of DNA 
complexes in the blood and the dilution of DNA dose 
by the blood are two major challenges for this application. 
Interestingly, naked DNA has been found to transfect 
hepatocytes by intravenous delivery under some special 
circumstances. Hydrodynamic injection of a large volume 
of naked DNA solution via the tail vein in 5-8 sec can 
induce potent gene expression in internal organs, espe- 
cially the liver.[51 Significant gene expression can also be 
achieved in the liver by transiently restricting blood flow 
through the liver immediately after peripheral intravenous 
injection of naked DNA.["~ The hypothesis is that naked 
DNA is taken up by hepatocytes through receptor- 
mediated pathway and pressure can increase cellular 
uptake. However, these methods are not practical in 
clinical application. Condensed systems, such as poly-L- 
lysine[8'1 and PEI,[~*' have been reported to achieve 
transfection in the liver. 

Brain 

Gene therapy of the brain is hindered by the presence of 
the blood-brain barrier (BBB), which only allows perme- 
ation of small lipophilic molecules. Exogenous genes 
have been expressed in the brain after invasive routes of 
administration, such as c r a n i o t ~ m ~ ' ~ ~ ~  or intracarotid 
arterial infusion of noxious agents causing BBB disrup- 
t i ~ n . [ ' ~ ~  Taking advantage of receptor-mediated transport, 
a noninvasive gene delivery system using transferrin as 
receptor to cross the BBB has been described.r851 PET has 
been shown to be a versatile and efficient vector in the 
mammalian brain.L863871 As neurons are capable of taking 
up exogenous particulates from the muscles they inner- 
vate, a noninvasive strategy for gene delivery to the brain 
stem has been developed via peripheral intramuscular 
injection of PEIIDNA complexes. It is hypothesized that 
the complexes can reach the neuronal cell bodies in the 
brain stem by retrograde axonal transport after being 
internalized by nerve terminals in the tongue muscle.1881 
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Gastrointestinal Tract 

Oral gene delivery is by far the most attractive of 
administration. The efficiency of chitosan-DNA nanopar- 
ticles has been explored as an oral gene delivery system in 
a peanut allergy vaccine model.f441 The study demon- 
strates that transgene expression can be achieved in the 
small intestine of the mouse after oral administration of 
chitosadDNA nanoparticles. Using pCMVArh2 plasmid 
encoding a dominant anaphylaxis-inducing antigen iden- 
tified in mice sensitized with peanut, nanoparticle immu- 
nization elicits a relatively high IgG2a immune response 
and protects the animals from an allergic challenge. 

CONCLUSION 

Successful nonviral gene therapy will rely on the 
development of efficient vectors that can overcome the 
multitude of delivery barriers, including targeted cellular 
uptake, cytoplasmic release, and nuclear transport. An 
ideal nonviral vector would be nonimmunogenic, nontox- 
ic, biodegradable, able to condense DNA into nanoparti- 
cles, and amenable to conjugation of ligands, endosomo- 
lytic agents, and NLS peptides. The DNA complex should 
possess stability before and after cellular uptake, but in- 
stability after nuclear transport. Although significant 
progress has been made in the development of DNA con- 
densing agents, poor understanding of the relationship 
between the structure of gene carriers and transfection 
efficiency has rendered the design of nonviral gene de- 
livery systems suboptimal. Systematic mechanistic studies 
to identify the rate-limiting steps in the nonviral gene 
transfer process will undoubtedly produce the next ge- 
neration of efficient and safe nonviral vectors. 
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INTRODUCTION 

The present-day silicon-based electronic devices have 
grown more powerful as their basic subunit, the transistor, 
has shrunk in size. However, the laws of quantum 
mechanics and the limitations of fabrication techniques 
may soon prevent further reduction. Thus we must 
develop a novel device concept, which can be applied at 
the nanometer scale. This exploration of a novel device 
concept beyond silicon-based transistors is analogous to 
the search for a replacement for the vacuum tube half a 
century ago, and its discovery will make a profound 
impact on society in this century. Many ideas have been 
proposed for the novel device concept, and one promising 
possibility is the construction of novel electronic devices 
using organic molecules.['-'41 However, even if we could 
make individual molecules that function as single-mole- 
cule transistors or diodes, the next problem would be the 
absence of good methods by which to arrange them in the 
desired pattern and to interconnect them with one another. 
Regarding this problem, it is necessary to develop a 
method of fabricating conductive wires of nanometer 
width (nanowires) at designated positions. 

We usually use metals for wires whose width is larger 
than the order of micrometers. However, in the case of 
nanowires, the use of metals becomes much more difficult 
because of their poor stability and difficulties in their 
fabrication. If we want to use metals for nanowires, we 
must devise some method of stabilizing them.[15' Hence 
many materials other than metals have been considered 
as candidates for nanowires, including inorganic com- 
pounds,['61 carbon nanotube~,[~~~'~"~~'~~'~-'~~ DNA, [20-241 

and other conductive organic molecules or polymers,[25-301 
although we must conduct further basic studies before we 
can put them to practical use. 

In this article, we will present a method of fabricating a 
conjugated polymer nanowire at designated positions by 
controlling linear chain polymerization using the probe tip 
of a scanning tunneling microscope ( S T M ) . ' ~ ~ , ~ ~ '  A 
demonstration is presented for a self-ordered monomo- 
lecular layer of 10,12-pentacosadiynoic acid and 10,12- 
nonacosadiynoic acid, which are amphiphilic diacetylene 

compounds, adsorbed on a graphite substrate. We have 
succeeded in controlling the initiation and termination of 
chain polymerization with a spatial precision on the order 
of 1 nm. The obtained polydiacetylene is a conjugated 
polymer, so that we can expect that it will become 
conductive when excess electrons or holes are supplied to 
it from the surroundings. 

SELF-ORDERED MOLECULAR LAYER 

The monomer molecules we use are diacetylene com- 
pounds with the general formula R-CEC-CEC-R', 
where C=C-C=C is the diacetylene moiety, and R 
and R' are substituent groups. It is well known that 
this molecular species in the form of solid crystals[311 
or Langmuir-Brodgett films[321 polymerizes into poly- 
diacetylene compounds on appropriate stimulation such 
as heating or ultraviolet irradiation (Fig. I). Several 
studies have dealt with STM observations of physisorbed 
layers of various diacetylene compounds on graphite sur- 
f a c e ~ . [ ~ ~ - ~ ~ ]  According to those studies, a variety of mo- 
lecular arrangements are formed depending on the species 
of substituent groups, the method of film preparation, and 
the incorporation of foreign molecules. 

In our work, we chose 10,12-pentacosadiynoic acid 
[CH3(CH2) I -C=C-C=C-(CH2)8COOH] and 
10,12-nonacosadiynoic acid [CH3(CH2)15-C=C-C= 
C-(CH2)8COOH] as monomer molecules. These two 
species gave essentially the same results. To prepare 
their thin films, the monomer molecules were dissolved 
in chloroform and the solution was applied onto the 
surface of purified water. After the evaporation of chlo- 
roform, the thin films of monomer molecules on the water 
surface were transferred to a freshly cleaved surface of 
highly oriented pyrolytic graphite (HOPG) by nearly hori- 
zontal dipping. 

The STM images were recorded using the Digital 
Instruments NanoScope STM system under ambient 
conditions in the constant current mode. A typical STM 
image of the 10,12-pentacosadiynoic acid layer is shown 
in Fig. 2a. The image consists of parallel bright lines 
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Fig. 1 Polymerization of diacetylene compounds into poly- 
diacetylene compounds. 

separated by two different alternating spacings of about 
3.0 and 3.8 nm, indicating that the lO,l2-pentacosadiynoic 
acid molecules on the graphite surface are self-ordered 
after the transfer from the water surface. A magnified 
STM image of the layer is shown in Fig. 2b, in which 

Fig. 2 (a) Typical STM image of 10,12-pentacosadiynoic acid 
layer on a graphite surface (sample bias voltage Vs=- 1.0 V; 
tunneling current 1,=0.07 nA). (b) Magnified STM image of the 
layer (Vs=+0.5 V; I,= 1.0 nA). The arrows in the image indicate 
the main crystal axes of graphite. (c) Top and side views of the 
proposed model for molecular arrangement. (From Ref. [30]; 0 
American Institute of Physics, 2001.) (View this art in color at 
www.dekker.com.) 

individual molecules are resolved. Based on such STM 
images, we proposed the molecular arrangement shown in 
Fig. 2c. The molecules are aligned in phase to form 
straight chains and the chains are arranged such that the 
COOH end groups of a chain are opposite to those of a 
neighboring chain. Each bright line in Fig. 2a corresponds 
to the linear array of diacetylene moieties in Fig. 2c 
because the multiple bonds are, in general, observed to be 
higher than single bonds in STM imagcs.r361 

Fig. 3 (a) An STM image obtained after ultraviolet irradiation 
(Vs=- 1.0 V; 1,=0.07 nA). (b-e) Magnified STM images of a 
polymer obtained at the same tunneling current (I,=0.1 nA) and 
various sample biases Vs. (f) Plots of the number density of the 
polymer D against the duration of ultraviolet irradiation. (g) The 
proposed structural model of a polymer. The arrows indicate the 
backbone of polydiacetylene. (From Ref. [30]. American 
Institute of Physics, 2001.) (View this art in color at www. 
dekker.com.) 
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At appropriately small sample biases and high tunnel- 
ing currents, the STM image of the graphite substrate can 
be observed. On comparing such an image with the 
images of the molecular layer taken previously, it was 
found that the alkyl side chains of each molecule are 
oriented parallel to the main crystal axis of graphite. For 
many other molecules on graphite surfaces, it has been 
reported that their alkyl chains are also oriented parallel to 
the main crystal axis of graphite.['4*36401 In Fig. 2b, a 
modulation of the image contrast is observed as a moire 
pattern because of the lattice mismatch between the 
molecular layer and the graphite substrate. The periodicity 
of the moirC modulation indicates that the spacing 
between neighboring molecules in the molecular layer is 
0.47 nm. 

First, we examined whether such chain polymerization 
could be induced by ultraviolet irradiation in the monomer 
film described above, and how the created polymers are 
observed in STM images. For this purpose, the molecular 
layer was irradiated with ultraviolet light from a low- 
pressure mercury lamp (254 nm wavelength and 1.3 mW/ 
cm2 power density at the sample position) for a period of 
20 min. 

Fig. 3a shows a typical STM image of the 10,12- 
pentacosadiynoic acid layer after ultraviolet irradiation. 
As we can see, very bright lines appeared. One of these 
very bright lines is imaged on a magnified scale at various 
sample biases, as shown in Fig. 3 b c  The number density 
of the very bright lines increased almost linearly with 
increasing duration of ultraviolet irradiation, as shown in 
Fig. 3f. Hence these very bright lines are considered to be 
polydiacetylenes, created by the photopolymerization of 
the linear array of diacetylene moieties. 

The moire modulation described above was also 
observed for the polymer, as seen in Fig. 3c. An important 
point is that the moire pattern in the created polymer is the 
same as that in the monomer array. This means that the 
spacing between the alkyl side chains in the polymer is the 
same as that in the monomer-0.47 nm. This also 
indicates that the orientation of the alkyl chains is 
maintained parallel to the main crystal axis of graphite 
even after polymerization. Based on these results, we 
proposed the structural model for the polymer, as shown 
in Fig. 3g. In this model, the polydiacetylene backbone is 
raised so that the alkyl side chains are parallel to the main 
crystal axis of the graphite substrate. 

The most plausible mechanism of photopolymerization 
is illustrated in Fig. 4, by analogy with the case of bulk 
crystals of diacetylene compounds.[411 In the array of 

I 
.. . 

Vibrational 
excitation 

Fig. 4 Illustration of the mechanism of photopolymerization. 
(a) Array of the monomer molecules. (b) Diradical formation by 
photoabsorption. (c) Approach of a neighboring diacetylene 
moiety by vibrational excitation. (d) Dimer formation by an ad- 
dition reaction. (e) Extended chain propagation. (From Ref. [30]; 
0 American Institute of Physics, 2001.) (View this a l l  in color 
at www.dekker.com.) 

monomer molecules (Fig. 4a), the diacetylene moiety of 
one of the molecules is excited by photoabsorption into an 
excited state. As shown in Fig. 4b, a diradical state in the 
trans form with an unpaired electron at either end is a 
reasonable representation of the lowest excited KK* 

singlet or triplet state located at 3.7 and 3.1 eV above 
the nn ground state, r e ~ ~ e c t i v e l ~ . [ ~ ~ . ~ ~ ~  Within the lifetime 
of the diradical state, if a neighboring diacetylene moiety 
on either side approaches the diradical because of thermal 
vibration (Fig. 4c), an addition reaction occurs, forming a 
dimer of diacetylene (Fig. 4d). Because the created dimer 
of diacetylene still has radicals at both ends, a similar 
addition reaction occurs on both ends. Hence the 
repetition of such addition reaction occurs and results in 
extended chain polymerization, as shown in Fig. 4e. 
Therefore we can expect that if the excited diradical state 
in the first step (Fig. 4b) can be created by stimulation 
with the STM tip instead of photoabsorption, the extended 
chain polymerization will follow. 
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CHAIN POLYMERIZATION INITIATED BY A 
SCANNING TUNNELING MICROSCOPE TIP 

Fig. 5a shows an STM image of the 10,12-pentacosadiy- 
noic acid layer. The same area was imaged again in Fig. 
5b, in which the STM tip is scanned rapidly in the 
horizontal direction and slowly from the bottom to the top 
at a sample bias of - 1 V. When the tip passed the point 
indicated by an arrow, a pulsed sample bias (-4 V in 
height and 5 psec in width) was applied, as shown on the 
left-hand side of the figure. As can be seen, a very bright 
line appeared starting from the point where the pulsed 
sample bias was applied. This very bright line is identical 
in structure to those observed in Fig. 3. Namely, stimu- 
lation with the STM tip induced chain polymerization 
and created a polymer. The same area was imaged once 

Fig. 5 (a) An STM image of the original monomolecular layer 
of 10,12-pentacosadiynoic acid (Vs = - 1.0 V; 1,=0.07 nA). (b) 
Image of the same area observed from the bottom to the top, but 
with pulsed sample bias voltage applied at the point indicated by 
the arrow. (c) The same area imaged once again. (d, e) Diagrams 
illustrating the initiation of chain polymerization using an STM 
tip. (From Ref. [30]; 0 American Institute of Physics, 2001.) 
(View this art in color at www.dekker.com.) 

Sample bias voltage (V) 

Fig. 6 Plots of the frequency of occurrence of chain poly- 
merization PsTM in units of reactions per electron against the 
height of the pulsed sample bias voltage Vs. (From Ref. [30]; % 
American Institute of Physics, 2001.) 

again and the result is shown in Fig. 5c. We can see that 
chain polymerization occurred on both sides of the point 
of stimulation. 

In the case of Fig. 5b, a negative pulsed sample bias 
(-4.0 V) was applied, and we found that chain polymer- 
ization occurred at both polarities of the pulsed sample 
bias. This is seen in Fig. 6, where the frequency of the 
occurrence of chain polymerization PsTM is plotted 
against the height of the pulsed bias voltage Vs at both 
polarities; these measurements were canied out using a 
10,12-pentacosadiynoic acid layer at a fixed pulse width 
of 10 psec while monitoring the tunneling current. As we 
can see, the reaction probability was symmetric with 
respect to the polarity of the pulsed sample bias, and the 
threshold voltage for polymerization was 2.9k0.2 V. This 
value is close to the energy separation between the 7 ~ 7 ~  

ground state and the lowest excited m* triplet state of the 
diacetylene moiety-3.1 e ~ . ' ~ "  This suggests that the 
diacetylene moiety was excited by electrons tunneling 
between the tip and the substrate, which passed inelasti- 
cally through the intermediate molecular layer. 

As seen in Fig. 5c, the polymers created were usually 
terminated at domain boundaries. In other words, the 
chain polymerization initiated by the STM tip propagated 
in the domain without any additional energy other than 
thermal energy, and terminated when it encountered the 
domain boundary that acted as a kind of structural defect. 
Exploiting the fact that the chain reaction is terminated by 
a structural defect, we can also control the termination of 
chain polymerization by forming an artificial structural 
defect in advance. An example of a 10,12-nonacosadiy- 
noic acid layer is presented in Fig. 7. First, the original 
monomolecular layer was imaged (Fig. 7a). Then we 
created an artificial defect at the center of the image, as 
shown in Fig. 7b, using a previously reported 
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Fig. 7 (a) An STM image of the original monomolecular layer of 10,12-nonacosadiynoic acid (Vs=- 1.0 V; 1,=0.07 nA). (b) Creation 
of an artificial defect in advance with an STM tip. (c) First chain polymerization, initiated at the point indicated by arrow 1 and 
terminated at the artificial defect. (d, e) Second and third chain polymerizations initiated at the points indicated by arrows 2 and 3, 
respectively. (f, g) Diagrams illustrating the creation of an artificial defect in advance. (h, i) Diagrams illustrating the initiation and 
termination of chain polymerization. (From Ref. [29]; fJ Macmillan Magazines Ltd., 2001 .) (View this art in color at www.dekker.com.) 

Namely, an STM tip was placed at that position and a high 
pulsed sample bias (+5 V in height and 10 psec in width) 
was applied (Fig. 7f and g). The created defect was a hole 
with a diameter of 6 nm in the graphite substrate. The 
same area was imaged again from the top to the bottom, as 
shown in Fig. 7c, but a pulsed sample bias (- 4 V in height 
and 5 psec in width) was applied when the scanning tip 
passed the point marked by arrow 1. A very bright line 
appeared between the point of stimulation and the 
artificial defect, indicating that chain polymerization 
was initiated at the stimulation point and terminated at 
the artificial defect (Fig. 7h and i). We imaged the same 
area once more from the top to the bottom, as shown in 
Fig. 7d, applying another pulsed sample bias when the tip 
passed the point marked by arrow 2. In this case as well, 
chain polymerization was initiated at the indicated point 
and terminated at the artificial defect. Note the chain 
polymerization initiated at the point marked by arrow 1 
propagated on both sides of the point, as described above. 
In a similar manner, we created a third polymer nanowire 
by initiating chain polymerization at the point marked by 
arrow 3 in Fig. 7e. 

This result shows that we can control the initiation and 
termination of chain polymerization with spatial precision 
on the order of 1 nm. Furthermore, this result also 
indicates that at least three polymer nanowires can be 

connected to an object as small as 6 nm. This means that 
the source, drain, and gate electrode of a nanoscale single- 
molecule transistor, for instance, will be connectable. 

ADVANTAGES OF THE METHOD 

It is well known that we can manipulate individual atoms 
or molecules with an STM tip,1454R1 SO we should be able 
to create nanowires using such atom-by-atom crafting. It 
is also known that if a thin molecular film is stimulated by 
a biased STM tip, a local chemical reaction or reorien- 
tation is sometimes i n d ~ c e d , ' ~ ~ - ~ ~ '  so that continuous 
modification will be possible by scanning of a biased 
STM tip. Although such work is essential to fundamental 
advances, the chain polymerization technique used in our 
work has several advantages. 

First, the nanowires obtained are guaranteed to have 
perfect structures without any defects. If defects exist, the 
chain reaction itself will be terminated, as has been 
discussed above. Hence if the chain reaction proceeds. the 
nanowire reaction product is guaranteed to have perfect 
structures. For a chain reaction proceeding in a large 
domain without any defects, polymers longer than 500 nm 
have been observed. Furthermore, a single conducting 
polymer chain in a free state, such as a solution, generally 
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has a coiled conformation, which prevents the occurrence 
of K-electron conjugation along the whole chain. In 
contrast, the polydiacetylene nanowires on a graphite 
surface obtained in our method are straight, so they can be 
considered ideal K-conjugated systems. Second, the 
nanowires are stable at room temperature. Third, we can 
create a long nanowire by applying only one pulsed bias 
voltage at one point; the propagation speed of the chain 
reaction is high (we roughly estimated the propagation 
speed of the chain polymerization to be 0.1-1 mlsec), so 
that the entire process is accomplished in a short time. 
Fourth, the process required no additional energy for the 
chain propagation reaction, other than the first stimulation. 

The controlled chain reaction methods have many 
advantages for the fabrication of nanosized structures. 
However, despite these advantages, reports on controlled 
chain reaction are few (Lopinski et a~.[ '~]  have reported 
another type of chain reaction-a spontaneous growth of a 
molecular stylene line from a silicon dangling bond). 

Finally, we would like to discuss whether or not the 
nanowires are conductive. According to electronic energy 
band calculations for various polydiacetylene com- 
po~nds,[55"71 their polydiacetylene backbones have al- 
most the same band structure and are nearly independent 
of substituent groups. Namely, the conjugated n-electrons 
of the polydiacetylene backbone form valence and 
conduction bands, which are separated by an energy gap 
of about 1.6 e ~ . " ~ ]  Because of the existence of this band 
gap, the polydiacetylene backbone is expected to be a 
nonconductor. However, because the highest valence band 
and the lowest conduction band have fairly strong 
dispersions,[571 the polydiacetylene backbone should act 
as an electronically conductive nanowire on the transfer of 
charge from the surroundings. For example, excess 
electrons, created by light illumination on a polydiacety- 
lene chain, move in response to an electronic field with an 
ultrahigh drift mobility,[581 and the conductivity of 
polydiacetylene films increases on doping with iodine.[591 
The polymer nanowire on the graphite surface created by 
our method is also expected to be conductive if a charge 
transfer between the polymer and the graphite surface 
exists. We are now planning to measure the conductivity 
of the polymer nanowire. 

CONCLUSION 

We have demonstrated that we can initiate the linear 
propagation of the chain polymerization of unsaturated 
organic molecules at any predetermined point and 
terminate it at another predetermined point with a spatial 
precision on the order of 1 nm, using the probe tip of 
an STM. In our demonstration, we used a self-ordered 
monomolecular layer of the amphiphilic diacetylene 

compounds, 10,12-pentacosadiynoic acid and 10,12-non- 
acosadiynoic acid. Because the polydiacetylene backbone 
has a conjugated n-electron system, we can expect that it 
will function as an electrically conductive nanowire when 
charge is transferred from the surroundings. 

In the future, this method will be useful for fabricating 
novel molecular devices comprising conjugated polymer 
nanowires, and for interconnecting novel nanoelectronic 
devices. Furthermore, because the obtained polymer is 
considered to be a long, linear, conductive nanowire with 
high structural perfection, it will be an ideal system for the 
basic study of the physics of one-dimensional conductors. 
We also hope that this work will provide a new 
experimental method for chemists investigating the 
kinetics and mechanisms of chain reactions. 
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INTRODUCTION BACKGROUND 

This paper summarizes the recent advances in the syn- 
thesis of polymer-clay nanocomposite materials and 
polymer brushes on clay surfaces with the focus on the 
in situ polymerization method. This new type of compos- 
ite materials is based on a wide range of polymers as the 
matrix and layered silicate clays as the reinforcing filler. 
Its advantages, structures, and synthesis routes as well as 
the special properties of layered silicate are briefly 
introduced. Among various synthesis methods including 
exfoliation-adsorption, melt intercalation, and in situ 
polymerization, detailed discussions are focused on the 
in situ polymerization approach, which is then categorized 
by the polymerization mechanism employed. A compre- 
hensive coverage is given to the in situ free radical poly- 
merization method, including free radical polymerization 
with original clay, organoclay modified with nonreactive 
ammonium cations or polymerizable surfactants, and clay 
intercalated with cationic initiator derivatives, i.e., the 
surface-initiated polymerization strategy. As different 
strategies applied by various studies are compared, the 
emphasis of the discussion is placed on the synthesis 
scheme and the resulting structure of the nanocomposites. 
Short discussions on polymer brushes and in situ living 
polymerization methods on clay particle surfaces are 
offered because of the limited number of related publica- 
tions. From the standpoint of the category of polymeric 
materials, this review is primarily based on thermoplastic 
polymers that can be produced by polymerizing their vinyl 
monomers. Other materials from other in situ polymeri- 
zation mechanisms, such as ring opening polymerization, 
are briefly introduced at the end of this paper. 

Polymer-clay nanocomposite (PCN) materials fall into 
the category of organic-inorganic hybrids consisting of 
organic polymers as the matrix and inorganic clay minerals 
as the reinforcing filler. The unique characteristics of PCN 
materials lie in the nanometer-scale mixing of the two 
components and the molecular-level interactions between 
them. They have a wide variety of highly improved 
mechanical, thermal, and barrier properties as compared 
with those of pure polymers and their macroscale counter- 
parts, which was demonstrated in the seminal work on 
nylon 6-clay hybrids (NCHs) by Toyota researchers in the 
early 1990s (Table 1).11-41 

Properties of Layered Silicates 

Polymer-clay nanocomposite materials are also usually 
referred to as polymer-layered silicate (PLS) nanocompo- 
sites because the inorganic fillers used are mostly natural 
or synthetic silicate materials such as montmorillonite, 
hectorite, laponite, fluorohectorite, etc. They possess a 
unique layered morphology of ordered stacks of quasi 
two-dimensional silicate sheets whose dimensions are 
about 1 nm in thickness and a few hundred nanometers in 
width and length. As illustrated in Fig. 1, the crystallo- 
graphic structure in one single layer consists of an edge- 
shared octahedral sheet of alumina or magnesia sand- 
wiched between two tetrahedral silica sheets. Metal ions 
such as Na+, Li+, and Ca2' usually occupy the interlayer 
spacingslgalleries to counterbalance the negative charges 
in the anionic lattice, which are generated by the 
isomorphous cation substitution within the layers.[51 The 
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Table 1 Property comparison of NCH, NCC, and pure nylon 6 as presented in Ref. [ I ]  

Rate of water 
Specimen Tensile Charpy impact HDTa at adsorption 
(montmorillonite wt. %) strength (MPa) strength (MPa) 18.5 kg/cm2 (C) at 23"C, 1 day (%) 

N C H ~  (4.2) 8 1 
NCCC (5.0) 64 
Nylon 6 (0) 72 

"Heat distortion temperature (HDT). 
h~anoscale nylon 6-clay hybrid (NCH). 
'Macroscale nylon 6-clay composite (NCC). 

metal ions inside the silicate layers can be replaced by 
various organic cations such as alkylammonium by the 
cation exchange process, forming the "organically mod- 
ified" layered silicate (OLS, also referred to as organo- 
clay or organophilic clay). The exchangeable cations and 
layered morphology of these silicate clays lead to their 
two important physical properties: cation exchange 
capacity (CEC, often measured in the unit of meq1100 g, 
i.e., milliequivalents per 100 g) and specific surface area. 
For example, the specific area of montmorillonite clay has 
a range of 700-800 m21g and its CEC varies from 80 to 
150 meqJ100 g. 

Structures of Polymer-Clay 
Nanocomposite Materials 

Beyond traditional phase-separated macroscale compo- 
sites, PCN materials can be structurally characterized into 

B, Li, Na, Rb, Cs 

Tetrahedral 

Octahedral 

Tetrahedral 

w 
Exchangeable cations- 

Fig. 1 Illustration of the structure of layered silicates. (From 
Ref. [5]. Copyright 2003 Springer-Verlag GmbH & Co.KG.) 
(View this art in color at www.dekker.com.) 

two categories in terms of their different microstructures 
resulting from different degrees of homogeneity between 
the organic and inorganic c ~ m ~ o n e n t s : ~ " ~ ~  1 ) Intercalated, 
in which extended polymer chains are inserted between 
the clay layers, leading to an ordered multilayer morphol- 
ogy of alternating polymerlclay layers. As a result, the d 
spacing of the clay particle stacks is usually increased; 2) 
exfoliateddelaminated, in which the silicate layers are 
exfoliated into discrete sheets and uniformly dispersed in 
a continuous polymer matrix. This structure gives rise to a 
complete loss of the structural registry of the clay layers. 
Because of greater phase homogeneity with the latter, the 
exfoliated structure is more effective in improving the 
properties of the polymer, especially at very low clay 
loading. X-ray diffraction (XRD) d-spacing measurement 
and transmission electron microscopy (TEM) observation 
are two commonly used and complementary spectroscopic 
and microscopic tools to characterize and differentiate 
these microstructures. In addition to the two well-defined 
structures, intermediate structures comprising both inter- 
calated and exfoliated domains are also observed. For the 
PCN samples of this mixed structure, the XRD peaks are 
often broadened and TEM analysis is imperative to 
characterize the overall structure.[81 

Preparation Methods of Polymer-Clay 
Nanocomposite Materials 

There are different numbers of synthetic routes toward 
PCN materials as classified by previous review arti- 
c l e ~ . [ ~ " ~ '  The three primary methods are as follows: 

Exfoliation-adsorption: This generally involves the exfo- 
liation of clay in a proper solvent and the adsorption 
of a soluble polymer to the clay surfaces. Polymer-clay 
nanocomposite materials, especially those based on 
polymers with high hydrophilicity, such as poly(viny1 
alcohol), poly(ethy1ene oxide), and poly(acry1ic acid), 
can be produced.["9'21 However, the main drawback 
is that a suitable solvent to promote compatibility of 
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the inorganic clay and organic polymers is not always 
available. 

Melt intercalation: This is a simple mix-and-heat process, 
in which the layered silicate, usually organically 
modified, is mixed with the polymer matrix in the 
molten state. As compared with exfoliation-adsorption 
method, it is a versatile and green approach as a wide 
variety of polymers can be applied and no solvents 
are needed.r'3-'61 It also provides a model system in 
which the behavior of confined polymers can be 
s t ~ d i e d . [ ' ~ - ~ ~ ]  Nonetheless, the ideal exfoliated struc- 
ture is not always achieved. 

In situ polymerization: Monomerslcomonomers are poly- 
merized with the presence of originalimodified clay 
via different polymerization mechanisms. This is also 
often referred to as intercalative or interlamellar poly- 
merization, in which the chain growth is expected to be 
inside the galleries of the layered silicate. The advantage 
of this method is that as the polymerization inside the 
galleries progresses, the clay particles will be gradually 
swollen and ultimately exfoliated into discrete layers. As 
a result, this approach can more likely lead to PCN 
materials with a delaminated structure. 

In this article, we would like to focus on the strategy of 
in situ polymerization toward polymer brushes on clay 
particle surfaces and PCN materials. Details and char- 
acteristics of other methods such as template synthesis[231 
and even a "general approach''[241 to PCN materials can 
be found in their respective reviewsireports and will not 
be discussed in this article. 

Polymer Brushes on Clay Surfaces 

Polymer brushes are defined as an assembly of polymer 
chains that are immobilized at one end to a surface by 
tethering, which is sufficiently dense so that the chains are 
forced to stretch away from the surface as a result of 
interchain repulsion.[251 Because of the layered morphol- 
ogy and negative surface charges, polymer chains that are 
ionically bound to clay surfaces can also be considered as 
polymer brushes if the surface charge density of the clay 
substrate is high enough so that the average distance 
between anionic sites is smaller than the radius of gyration 
of a polymer. They can exist in two different geometries. 
One is that the polymer brushes can be formed in bulk 
either by physisorption of one-end-charged polymers as 
described in the exfoliation-adsorption method (grafting- 
to) or by in situ polymerization using cationic monomer/ 
initiator derivatives (grafting-from). Another is that the 
brushes can be grafted tolfrom a flat layer of clay particles 
on planar substrates prepared by the self-assembled 
monolayer (SAM) technique or the alternate polyelectro- 
lyte deposition (APD) process.12h~281 The former case 

has been extensively investigated in the form of PCN 
materials while there are few studies in the literature about 
the latter. 

METHODS OF IN SlTU POLYMERIZATION 

The history of in situ polymerizations with clay can be 
traced back to the 1960s. The type of clay involved was 
original clay or organoclay modified with organic cations 
with various functionalities. The form of polymerization 
ranged from bulk, solution, suspension, and emulsion. The 
PCN products could be thermoplastics or thermosets. Here 
we categorize the following in situ methods based on their 
individual polymerization mechanism. The emphasis of 
the discussion is focused on the synthetic routes and 
structures of the PCN materials rather than to their 
practical properties. It should also be noted that there is 
another case of in situ polymerization. in which clay 
minerals, especially when exchanged with transition 
metal cations, can also initiatelcatalyze the polymeriza- 
tion of different monomers;[293301 but this will not be 
discussed here. 

In Situ Free Radical Polymerization 

Many important thermoplastic polymers, such as polysty- 
rene (PS) and poly(methy1 methacrylate) (PMMA), can be 
produced by free radical polymerization mechanism using 
their vinyl monomers. The following discussion is focused 
on the PCN materials based on these two typical polymers, 
and in situ free radical methods are subcategorized by the 
initiators used. 

lntercalative free radical polymerization 
using traditional initiators 

Early studies on in situ free radical polymerization were 
focused on mixing vinyl monomers with unmodified 
modified clay followed by polymerization with traditional 
azo, peroxide, or persulfate initiators. In the mid-1960s, in 
situ free radical polymerization with pristine clays was 
demonstrated by ~lumstein["] and Solomon and Ros- 
~ e r . ' ~ ~ '  The effects of different types of clay on polymer- 
ization mechanisms and the interactions between different 
monomers and clay were studied. Lee and  an^^^^^ ob- 
tained PMMA-clay materials of intercalated structure 
through emulsion polymerization with original clay using 
potassium persulfate as the initiator. Later, they used 
the same method to prepare PS-clay nanocomposites. 
As compared with their earlier PMMA materials, the 
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deceased d spacings of the intercalated PS composites 
were attributed to stronger hydrophobicity of the styrene 
monomer, which had less compatibility to penetrate into 
the galleries of the hydrophilic clay.[341 Exfoliated PMMA 
nanocomposites was accomplished by Bandy opadhy ay 
et a1.[351 using different clays (montmorillonite and 
fluorohectorite) but similar initiator and emulsion meth- 
ods. Using the same initiator, suspension polymerizations 
of MMA initiated with the presence of montmorillonite 
clay were investigated by ~ l - ~ s a i m i , ' ~ ~ ]  but structural 
information of the composites was not reported. Structures 
from direct PMMA melt intercalation and in situ poly- 
merization with alkylammonium-modified clay and 2,Z- 
azobisisobutyronitrile (AIBN) initiator were compared by 
Tabtiang et al.'371 and a finer degree of clay dispersion was 
observed for the latter. Exfoliated PS-clay nanocompo- 
sites were achieved by Chen et a1.[381 using emulsion 
polymerization with ammonium persulfate as the initiator 
and cetyltrimethylammonium as the organic modifier of 
the clay. Similarly, Okamoto et a1.r391 synthesized partially 
exfoliated PMMA-clay materials and intercalated PS- 
clay composites by bulk polymerization with lipophilized 
smectic clays. Later, they studied the effects of the addi- 
tion of a small amount of different polar comonomers 
(acrylate and acrylamide derivatives) on the structure and 
properties of the PMMA-clay composites.'401 Likewise, 
Dietsche et al.[411 found that the addition of a small 
amount of dodecylmethacrylate (LMA) comonomer as a 
compatibilizer with organoclay [modified by dioctade- 
cyldimethylammonium (DOD) cation] could promote 
clay exfoliation in the poly(MMA-co-LMA) matrix. By 
bulk polymerizations with AIBN as the initiator, Doh and 

systematically investigated the effect of different 
organic modifiers on the structure and properties of PS- 
clay nanocomposites. Although exfoliated structure was 
not observed, one of the three PS-clay products exhibited 
better clay dispersion and thermal property. The authors 
ascribed it to the structural affinity between the styrene 

monomer and the benzyl unit in one of the three 
alkylammonium cations employed. From the discussions 
above, it can be concluded that in the in situ intercalative 
polymerization, the compatibility between the monomer1 
comonomer and organic groups in the organoclay plays 
an important role in the structure and properties of PCN 
materials. Fig. 2 illustrates the preparation method used by 
Chen et which can also be used to schematically 
generalize the concept of in situ intercalative polymeriza- 
tion with organoclay modified by ammonium cations. 
Other than homopolymers, PCNs based on copolymers 
such as poly(styrene-co-acrylonitrile) (SAN) were also 
prepared by in situ polymerization with pristine or modi- 
fied clay, indicating the versatility of this strategy.[433441 

In the studies cited above, the polymer chains are freely 
formed and are not bound to the clay surfaces, as can be 
seen in Fig. 2. The following discussion will introduce 
recent studies on the in situ polymerization with clay mod- 
ified by polymerizable cations by which a portion of the 
polymer chains is end-tethered to the clay surfaces. With 
two kinds of modified clays functionalized by charged 
acrylate derivatives, Biasci et a1.[451 achieved intercalated 
PMMA-clay nanocomposites by solution polymerization 
initiated by AIBN. Similarly and using the same initiator, 
intercalated PS-clay materials were synthesized by Akelah 
and ~ o e t ' ~ ~ , ~ "  through ion exchanging with a vinylben- 
zylammonium cation and subsequent in situ free radical 
polymerization of styrene. As a continuation of the pre- 
vious work, Dietsche et al.'411 synthesized the poly 
(MMA-co-LMA) materials from organoclay modified by 
a reactive cation containing two MMA end units [bis(2- 
methacryloyloxyethyl-)methyl-n-dodecy 1-ammonium 
(DMMA)]. As compared with the old PCNs from non- 
reactive cation DOD, unusual combination of high stiff- 
ness and high toughness was observed in the new nano- 
composites and attributed to the surface attachment of the 
polymers through covalent bonding with the polymeriz- 
able DMMA.[~" Exfoliated PS-clay nanocomposites were 

- ion exchange 
Ou-Du - - 

A - 
R - silicate kyer 

ol. cetyltrimethykmmMium bromide - PS 
Fig. 2 Schematic illustration of the preparation of PS-rnontrnorillonite nanocornposite via in situ intercalative polymerization. (A) 
Original sodium rnontrnorillonite. (B) Cetyltrirnethylarnrnonium bromide (CTAB) exchanged rnontrnorillonite. (C) Exfoliated PS- 
rnontmorillonite nanocornposite. (From Ref. [38]. Copyright 2003 Acta Materialia and Elsevier Science Inc. Ltd. J 
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achieved from in situ bulk polymerization by Fu and 
~ u t u b u d d i n . ~ ~ "  In their studies, organophilic clay was pre- 
pared by the insertion of a polymerizable cationic surfac- 
tant vinylbenzyldimethyldodecylammonium chloride 
(VDAC), which was then directly dispersed in monomer 
solution followed by initiation by AIBN. They believed 
that exfoliation resulted from the special properties of the 
VDAC modifier: the reactivity of the vinylbenzyl group, 
the solubility in styrene monomer, and the better swelling 
ability for clay.[501 Their results were confirmed by Zhu 
et al.,[511 as essentially the same reactive modifier also 
resulted in exfoliated PS-clay nanocomposites. In their 
comparative studies using bulk polymerization and AIBN 
initiator but different cationic surfactants, better thermal 
stability was found in the organoclay modified by a 
phosphonium salt than in the other two modified by 
ammonium salts, which might be useful if high processing 
temperatures were required for the PCN materials. Similar 
results were recently observed by Yeh et a ~ . [ ~ "  as they 
found the PMMA-clay nanocomposite from alkylpho- 
sphonium as the intercalating agent displayed higher glass 
transition temperature (T,) than that from conventional 
alkylammonium salt. Depending on the clay content, ex- 
foliated, intercalated, and mixed intercalated-exfoliated 
structures were found in their PMMA materials via in situ 
solution polymerization with benzoyl peroxide (BPO) as 
the initiator. However, it should be noted that neither of the 
"onium" molecules contained polymerizable groups. Clay 
exfoliation in both and P M M A - ~ ~ ~ ~ [ ~ ~ ]  nanocom- 
posites was accomplished by Choi, Kim, and their co- 
workers through emulsion polymerizations with 2-acryla- 
mido-2-methyl-1-propane-sulfonic acid (AMPS) as the 
reactive surfactant. They were able to obtain the end- 
tethered polymers by a reverse ion-exchange process. The 
copolymerization between AMPS and styrene was con- 
firmed by NMR measurements. Likewise, Zeng and 
prepared exfoliated PS- and PMMA-clay materials by 
bulk polymerization with clay modified by an ammonium 
salt containing an MMA end unit. Furthermore, by 
investigating the effects of different initiators including 
BPO and AIBN, they also stressed that compatibility of the 
monomer, initiator, and organoclay could strongly influ- 
ence the clay dispersion in the polymer matrix. Based on PS 
and PMMA, Wang et al.'561 comprehensively studied the 
methods for PCN materials including in situ bulk, solution, 
suspension, and emulsion polymerization as well as melt 
intercalation. The effects of different initiators and ammo- 
nium ions on the in situ polymerizations were also 
compared. They also found that clay exfoliation were 
improved by the polymerizable group in the organic 
modifier that could participate in the polymerization. 
Fig. 3 shows the synthetic route utilized by Akelah and 
~ o e t , [ ~ "  representing the scheme of tethering polymer 
chain to clay surfaces with cationic comonomer deriva- 

Fig. 3 In situ polymerization scheme as employed in Ref. [46]. 
The free radical polymerization of styrene with clay modified by 
a cationic comonomer resulted in surface-bound polymer chains. 

tives. Here the end-tethered chains can also be consid- 
ered as polymer brushes formed in-bulk by the grafting- 
from approach. 

From the previous discussions, it is obvious that 
surface-attached polymer chains through polymerizable 
modifiers can indeed improve clay particle exfoliation as 
compared with nonreactive alkylammoniums. Besides PS 
and PMMA, this concept has also been demonstrated by 
other PCNs such as poly(acrylamide)'571 and poly(acry- 
10nitrile)[~" via in situ polymerization using traditional 
free radical initiators. 

It is worth mentioning that the coworkers of Dietsche 
further continued their previous by utilizing 
protonated amine-terminated 0 1 i ~ o s t ~ r e n e [ ~ ~ ]  and cyclic 
amidinium cation-terminated oligoMMA and oligo- 
styreneL601 as organic modifiers of the clay, which was 
applied in the subsequent melt compoundinglextrusion 
processes with different polymers including polystyrene, 
PMMA, and styrene-acrylonitrile copolymer. The cat- 
ionic oligomers (number average molecular weight 3000 
glmol for amidine-terminated species and 5800 glmol for 
amine-terminated species) were first synthesized by 
controlled free radical and anionic polymerization 
methods and then attached to clay surfaces by ion 
exchange processes. Unlike clays intercalated with 
various alkylammonium cations, XRD measurements 
were even unable to detect the significantly increased d 
spacings of the well-swollen organoclays inserted with 
the oligomeric cations. It has to be pointed out that the 
OLSs here are analogs to the PCNs prepared by the 
exfoliation-adsorption method, except that the organic 
components are oligomeric cations rather than water- 
soluble polymers. Furthermore, these end-tethered oli- 
gomers are similar to the polymer brushes on clay 
surfaces by the grafting-to strategy described before, 
except for their low molecular weight nature. Effective 
exfoliation was observed by scanning electron micros- 
copy (SEM) of the PCN materials after melt intercala- 
tion. Interesting rheological and thermal properties were 
found to be related with the interactions among polymer 
matrix, oligomer brushes tethered on clay surfaces, and 
the clay particles themselves.[611 Citing amine-terminat- 
ed oligostyrene by anionic polymerization as an exam- 
ple, their synthetic scheme is illustrated in Fig. 4. 
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Fig. 4 Synthesis of the oligostyrene and preparation of the organoclay. (From Ref. [59].  Copyright 2003 Wiley-VCH Verlag GmbH.) 

Surface-initiated free radical polymerization 
using cationic initiator derivatives 

As for in situ free radical polymerization with clay, 
polymerization initiator derivatives can also be inserted 
into clay particles' galleries instead of reactive monomer 
cations or nonreactive surfactants. In this case, the sur- 
face-attached initiator not only renders the clay organo- 
philic but also provides the initiation functionality for the 
subsequent in situ polymerization. Because it is the 
surface-attached initiator that activates the polymerization 
process and the polymer chain actually propagates from 
the surface, this type of in situ polymerization is also 
called the surface-initiated polymerization (SIP). The 
advantage of in situ polymerization with the initiator- 
intercalated clay lies in a sound assumption that, as the 
bound polymer chains propagate, the ordered silicate 
layers can be gradually pushed apart and finally exfoliated 
in the polymer matrix. Furthermore, as compared with the 
polymerizable surfactant route discussed above, the SIP 
strategy can presumably generate more end-tethered 
polymer chains with greater length, which provide more 
efficiency in exfoliation. Free radical SIPS using different 
AIBN initiator variants were demonstrated on various 
surfaces including spherical silica gel particles,[62'631 
planar s~o , [~~ '  and gold substrates,[653661 etc., on which 
the initiators were immobilized using the SAM method 
through covalent bonding. As for SIPs from clay surfaces, 

the initiator must be rendered cationic for ionic bonding 
with clay surfaces. The bound polymer chains after SIP 
can be cleaved for analysis by a counter-ion-exchange 
process using an excessive amount of alkali compound 
with greater cationic strength such as lithium bromide. 

2,2'-Azobis(isobutyramidine hydrochloride) (AIBA) is 
a water-soluble, commercially available, and bicationic 
azo compound that can be used as a surface-attached 
free radical initiator. In the mid-1960s, its feasibility was 
demonstrated by ~ e k k i n ~ [ ~ ' . ~ ~ '  through the SIPs of sev- 
eral vinyl monomers. By bulk and ernulsion polymer- 
ization, the effects of different clays (kaolin, bentonite, 
and hectorite) on the kinetics of the attached initiator 
decomposition and the subsequent chain propagation were 
studied. Similarly, Meier et al.'691 also employed AIBA to 
polymerize styrene from high-surface-area mica powder 
and the SIP mechanism was investigated. Although 
high molecular weight grafted polymer was obtained, 
they argued that the surface initiation and chain propa- 
gation played a minor role in the fomiation of surface- 
attached polymers. Instead, bound chains were created by 
the reaction between free polymers formed in solution 
and the surface-bound products of AIBA decomposition. 
However, no structural information of the composite 
products was reported. Huang and ~ r i t t a i n , ~ ~ "  employing 
the same AIBA initiator and suspension SIP, achieved 
P M M A d a y  nanocomposites with exfoliated structure. 
For comparison, they also prepared PMMA materials 
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Fig. 5 Structures of the three cations used to modify layered 
silicates. 1 )  An alkyl ammonium chloride salt; 2) the AIBA 
initiator; 3) a reactive surfactant containing a polymerizable 
MMA unit. (From Ref. [70]. Copyright 2003 American Chem- 
ical Society .) 

based on nonreactive and polymerizable methacrylam- 
monium-modified clays via in situ polymerization using 
traditional AIBN initiator. It was observed that exfoliated 
structure was achieved and preserved after melt proces- 
sing for the nanocomposites from AIBA and methacry- 
lammonium-modified clays. In contrast, alkylammonium 
organoclay yielded only the intercalated structure both 
before and after melt processing and an even greater 
degree of order after melt processing. Thus, the authors 
believed that the end-tethered polymer chains not only 
promoted clay particle exfoliation but also helped 
preserve the exfoliated structure at elevated temperature 

by hindering the aggregation of the silicate layers. 
Between the nanocomposites from SIP with AIBA and 
polymerizable cation with AIBN, better thermal stability 
was observed in the former. Fig. 5 shows the structures of 
their three cationic modifiers, which also clearly present 
the three foregoing concepts in OLS modifications. 

We synthesized another water-soluble monocationic 
azo compound.'711 The advantage of this AIBN derivative 
is that, unlike AIBA, the positive charge at one end is pH 
independent, which can tolerate different polymerization 
conditions. In addition, the other alkyl end of the molecule 
can greatly enhance the homogeneity of clay-monomer1 
solvent mixture of the SIP system. It should also be 
pointed out that, other than bound polymers, free ones also 
fonn in bulWsolution resulting from the other unbound 
free radical after the decomposition of the azo group. 
Through solution SIP, this initiator was first used to graft 
polystyrene brushes from clay surfaces adsorbed by the 
SAM technique on planar substrates. Fig. 6 shows the 
structure of the initiator as well as the synthesis scheme of 
the polymer brush and the free polymer formation. By 
surface-sensitive characterizations including ellipsometry 
and surface plasmon spectroscopy (SPS), it was found that 
the average initiator graft density (on the order of 0.1-1 
molecules/nm2) and polymer layer thickness on flat clay 
surfaces were much lower than those on flat SiO, 
substrates from which the initiatodpolymer were grafted 
by covalent bonding (on the order of 2-3 moleculeslnm2 

I THF, 60 

Styrene 

$I/'&~ Bound polymer on clay surface 

0 

Free polymer in solution o'-'" 

Fig. 6 Illustration of polymer brushes grafted from clay particles absorbed on flat substrates and free polymer formation. (From 
Ref. [71]. Copyright 2003 American Chemical Society.) 
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based on silane surface coupling).'721 The reason was 
believed to be that the charge density of clay surfaces was 
much lower than the density of the reactive sites of the 
SiO, substrates. Therefore the bound polymers grafted 
from clay particles existed in the morphology of "mush- 
rooms'' rather than "brushes." It should be noted that the 
results depend on the physical properties of a specific type 
of clay, i.e., its CEC and specific surface area. The graft 
density can be varied if another type of clay is applied. 

We further synthesized another similar but bicationic 
initiator, which was compared with the monocationic one 
in terms of the structures of their modified clays and the 
polystyrene-clay nanocomposites from solution S I P S . [ ~ ~ ]  
The structure of intercalated clays after ion exchange was 
first studied by XRD measurements. Despite the similar 
structure and chain length of the two molecules, lower d 
spacing and less degree of order were observed in the 
organoclay modified by the bicationic initiator. This result 
was attributed to the combination of the two attachment 
possibilities of the bicationic initiator: 1) The two cationic 
ends were attached to the same side of one clay particle 
and; 2) they were bound to two sides of two adjacent 
particles. As for the SIP products, it was found that the 
monocationic initiator-modified clay was more likely to 
produce exfoliated structure. It was also found that the 
molecular weights of bound polymers were lower than 
that of the free ones. The differences caused by the two 
initiators, including organophilicity of the modified clays, 
clay particle dispersibility during SIP, diffusion and 
addition kinetics of monomer, and chain transfer and 
termination possibilities, were discussed and compared. 

Using the monocationic initiator, we also prepared 
PMMA-clay nanocomposites via bulk, suspension, and 
solution SIPS. [~~ '  Exfoliated structure was achieved by 
solution and bulk methods while suspension polymeriza- 
tion yielded a mixed exfoliation-intercalation morpholo- 
gy. It was ascribed to the amphiphilic characteristic of the 
initiator-modified clay, which probably formed aggrega- 
tion at the monomer-water interface during suspension 

SIP. Intriguing results such as the effect of the affinity 
between immobilized initiator and monomer on the pro- 
duct structure, molecular weights, and molecular weight 
distributions of free and bound polymers as shown by gel 
permeation chromatography (GPC) analysis, were also 
observed and discussed.[751 It should be noted that 
although the molecular weight of the bound polymer 
was lower than that of the free one, it was still much 
higher as compared with that of the bound chains from 
the reactive surfactant approach, where only oligomers 
were obtained.[541 This proves the higher efficiency of 
producing long end-tethered chains in SIP methods than 
in the polymerizable modifier strategy. Fig. 6 can also be 
used to represent the synthesis scheme used here except 
that the monomer is MMA and the clay particle is not 
ionically adsorbed to a planar substrate. 

In Situ Living Polymerization 

It is well known that living polymerization methods are 
capable of synthesizing homopolymers with narrow poly- 
dispersity and controllable molecular ueight and copoly- 
mers with desired architecture. On the other hand, they 
generally require more demanding poljmerization condi- 
tions than the ordinary free radical approach. As compared 
with the intensive studies on living polymerization from 
other surfaces with various geometry (Ref. [76] and 
references therein), there were just a few attempts to 
prepare polystyrene4ay materials through in situ surface- 
initiated living polymerization from clay surfaces. 

Living anionic surface initiated polymerization 

We synthesized a cationic derivative of l,l-diphenylethyl- 
ene (DPE) to anionically polymerize styrene from clay 
s ~ r f a c e s . ' ~ ~ . ~ ~ ~  1 , l  -Diphenylethylene was first modified to 
be a water-soluble ammonium bromide salt and then 
intercalated into montmorillonite clay by ion exchange. 

Fig. 7 Schematic illustration of living anionic surface-initiated polymerization (LASIP) from layered clay particles. (From Ref. [78]. 
Copyright 2003 American Chemical Society.) 
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The subsequent living anionic surface-initiated polymer- 
ization (LASIP) successfully yielded free and bound poly- 
styrene with controllable molecular weight and narrow 
molecular weight distribution. However, the bound poly- 
mers had lower molecular weight than the free ones and 
only intercalated structure was obtained in the composite 
products. The authors believed that the dispersibility of 
intercalated clay and monomer diffusion kinetics in this 
heterogeneous polymerization system were critical factors 
of the LASIP process. Fig. 7 shows the synthetic route. 

Living free radical polymerization 

Exfoliated polystyrene-clay nanocomposites with con- 
trollable molecular weight were prepared by Weimer 
et a1.[791 by intercalating an ammonium cation initiator 
containing a nitroxide moiety into the montmorillonite 
clay. The following living free radical polymerization 
(LFRP) protected by the nitroxyl group effectively 
produced polystyrene materials with narrow polydispersi- 
ty and exfoliated structure. Moreover, while keeping the 
clay loading constant, they were able to control the 
molecular weight of the polymer matrix by varying the 
initiator concentration by cointercalating a noninitiating 
ammonium salt. The livingness of the reaction and block 
copolymerization viability was further confirmed by a 
successful effort of chain extension. It is worth mentioning 
that this is the first time that an exfoliated PCN material 
with controllable molecular weight has been achieved 
based on in situ polymerization with a vinyl monomer. 
Fig. 8 illustrates the synthesis scheme. 

Other In Situ Polymerization Methods 

Other than thermoplastic polymers prepared by in situ 
addition polymerization of their vinyl monomers, there 
has been tremendous work on other polymeric mateials by 
other polymerization mechanisms. In fact, early studies by 
Toyota scientists on nylon-based PCN materials demon- 
strated in situ ring opening polymerization of E-caprolac- 
tam with organoclays modified by protonated amino 
a ~ i d s . ~ ~ ~ - ~ ~ ~  By using the similar strategy, Messersmith 
and ~ i a n n e l i s ' ~ ~ ~ ~ ~ ~  synthesized poly(~-caprolactone)-clay 
nanocomposites. Aside from their highly improved me- 
chanical, thermal, and barrier properties, unique visco- 
elastic behaviors of those end-tethered polymers were also 
d i s ~ o v e r e d . ~ ~ ~ . ~ ~ '  The latest progress on in situ ring 
opening polymerization can be found in the recent reports 
and related reviews by Dubois et al.r87-891 Indeed, the 
versatility of the in situ polymerization strategy has been 
demonstrated by a broad spectrum of other polymers via 
their individual polymerization mechanism including 
thermosets, [90-931  elastomer^,^^^.^^^ po1y01efin~,'96'971 and 
even conducting polymers.[98-'o('1 

Fig. 8 Exfoliated polystyrenexlay nanocomposites by living 
free radical polymerization. (From Ref. [79]. Copyright 2003 
American Chemical Society.) 

CONCLUSION 

In situ polymerization synthesis methods for PCN 
materials and polymer brushes on clay nanoparticles are 
summarized and categorized. The emphasis is placed on 
free radical and living polymerization approaches. Earlier 
investigations have shown that in situ polymerization with 
organoclays modified by reactive modifiers, in which a 
portion of the polymers is attached to clay surfaces by 
polymerizable cations, is more likely to give exfoliated 
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PCNs than with organoclays modified by nonreactive 
alkylammoniums or pristine clay. Previous studies have 
also demonstrated that in situ polymerization by SIP 
method, in which more and longer polymer chains can 
be end-tethered to clay surfaces by cationic initiators 
than by polymerizable modifiers, can also achieve effec- 
tive exfoliation. The viability of achieving molecular 
weight-controllable PCNs has been demonstrated as well 
by several attempts on in situ living polymerization ap- 
proaches from clay surfaces. Although the discussions in 
this paper are primarily based on thermoplastic polymers 
from addition polymerization of their vinyl monomers, 
the versatility and efficiency of in situ polymerization 
strategy have been verified by PCNs via other in situ 
polymerization mechanisms, which are briefly intro- 
duced. The related report and review references are 
also given. 
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INTRODUCTION 

One central goal of materials engineering is to produce 
hierarchical materials that are ordered over a range of 
length scales and in which larger-scale structural and 
physicochemical properties are controlled by molecular 
 characteristic^.^'] Fabricating molecular, polymeric, and 
biomolecular structures on surfaces and controlling their 
architecture on the nanometer length scale is important 
for a wide range of applications. For example, the ability 
to pattern surfaces with polymers and biomacromolecules 
has important applications in biosen~ors,[~] proteomic 
chips,['] and nanofluidic devices.[41 To date, fabrication of 
micropatterns and microstructures for these applications 
has relied on either photolithographyr235361 or an ensemble 
of related techniques termed "soft lithography"[71 that 
use elastomeric stamps or molds. These techniques have 
been extremely successful at the micrometer length scale 
or larger, but have a number of inherent limitations that 
preclude their extension to the nanometer length scale. 
X-ray l i t h ~ ~ r a ~ h ~ [ ~ - ' ~ ]  requires expensive mask alignment 
equipment, and the photoresists and developers commonly 
used are incompatible with many organic and biomole- 
cules. Furthermore, like electron beam l i t h ~ ~ r a ~ h ~ , [ ~ ~ ' ' ~ ' ~ ~  
it requires expensive ultrahigh vacuum equipment. 

This review will focus on methods that allow for 
molecular-level control in the fabrication of polymeric and 
biomolecular nanostructures using scanning probe litho- 
graphy (sPL,[ '~- '~~) .  Among all the available nano- 
fabrication techniques, SPL has unique advantages 
because of its simplicity and capability to both manipulate 
and image nanostructures on surfaces. In contrast to other 
nanofabrication methods, SPL, which is capable of 
resolution less than 50 nm[I6l is technologically simpler, 
significantly cheaper, and therefore a much more widely 
accessible method to most researchers, requiring only a 
scanning probe microscope (SPM) such as a scanning 
tunneling microscope ( sTM.~ '~~) ,  an atomic force micro- 
scope (AFM"~]), or a near-field scanning optical micro- 
scope ( N S O M " ~ , ~ ~ ] )  (Fig. 1). 

SPL can behave like an interactive plotter, registering 
with nanostructures on a surface, while offering resolution 
comparable to electron beam The slow- 

speed serial nature of the lithography process can be cir- 
cumvented by employing cantilever arrays.[221 

METHODOLOGY 

Direct manipulation of both self-assembly and supramo- 
lecular chemistry are critical to materials engineering on 
the nanoscale. Generally, two fabrication approaches are 
used: a "bottom-up'' or "grafting from" approach, which 
constructs supramolecular ensembles by synthesis of 
functionalized, small molecular units, using, for example, 
surface initiated polymerization; and a "grafting to" 
approach that seeks to directly manipulate and position 
macromolecules, proteins, or ligands on a surface with 
nanometer precision. 

Self-Assembled Affinity Templates 

Highly ordered and spatially confined self-assembled 
monolayers (SAMs) serve as initiator platforms for poly- 
merization of polymer brushes and as growth templates 
for directed self-assembly of synthetic and biomolecules. 
The molecules forming these "affinity templates" are 
typically bifunctional, where the surface binding group 
(silaner2" or t h i o ~ ' ~ ~ , ~ ~ ] )  is chosen to match the substrate 
chemistry. The linker, usually an inert hydrocarbon chain, 
connects the surface binding group with the ligating, 
functional head group, often a hydroxyl (-OH) or car- 
boxyl (-COOH) group. 

Surface-Initiated Polymerization 

Attaching polymer with thicknesses on the 
molecular scale to solid surfaces allows one to tailor the 
surface properties of materials by imparting desirable 
energetic, mechanical, and electrical functionalities. The 
in situ formation of polymer brushes in a "grafting-from'' 
approach, using patterned SAMs of an initiator, provides 
spatial flexibility and achieves higher packing densities 
than possible in a "grafting-to" 

Seminal work by Prucker and ~ i i h e ~ ~ ~ , ~ ~ ~  led the way 
for generating polymer brushes in a "grafting from" 
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(c) 
Tuning Fork Based 

Shear-Force Feedback 

approach using free radical polymerization. Although the 
templated fabrication of polymeric nanostructures from 
the "bottom-up" has been prototypically demonstrated, 
and many methods to initiate polymerization reactions 
have been used (e.g., anion,[29' cation,["' radical,[271 

condensation,[321 photochemical,[331 electro- 
chemical,[341 and ring-opening metathesis polymeriza- 
tion.135-37~ ), preparation of precisely patterned, surface- 

attached polymeric structures with controlled lengths, 
conformational geometries, functionality, and properties 
is still in its infancy. So far, atom-transfer radical poly- 
merization (ATRP) has been the workhorse polymeriza- 
tion methodology used by researchers attempting to 
prepare surface-attached polymer brushes of controlled 
s t r u c t ~ r e [ ~ ~ ' ~ ~ ]  This transition metal-based, controlled rad- 
ical polymerization chemistry produces functional poly- 
mers with defined molecular weight and polydispersity, 
and as a result of the "living" nature of the catalyst, 
allows the ready synthesis of block copolymers. 

Protein Grafting 

The precision with which one can organize large molec- 
ular structures, such as proteins, depends on the quality 
and chemical functionality of the affinity template nano- 
structure.[401 Ideally, the template surface and background 
polymers are chosen so that the protein to be grafted se- 
lectively links either with the template or the background 
only. Some approaches for protein grafting or "immobi- 
lization'' rely on physisorption, while others make use of 
chemical bonds between protein and substrate, particular- 
ly if the patterned protein is subjected to hydrodynamic or 
other physical forces. Covalent immobilization methods 
include formation of amide, imine, and disulfide bonds. 
While these approaches are relatively simple, they often 
preclude direct control over protein orientation on the 
surface, which is problematic if protein binding to its 
recognition partners is desired. Recently, Hyun et a ~ . ' ~ ' '  
developed a new nanofabrication method allowing con- 
trol over molecular orientation by using molecular recog- 
nition mediated protein immobilization. 

SCANNING PROBE LITHOGRAPHY 

Shortly after the invention of the scanning probe micro- 
scope, it was realized that the tips used for imaging could 
also be used to modify the surfaces. Since then, many 
SPL techniques have been developed based on various 

Fig. 1 Schematic view of scanning probe microscopes. (a) 
Scanning tunneling microscope (STM), ( b ~  atomic force mi- 
croscope (AFM), and (c) near-field scanning optical microscope 
(NSOM). (View this art in color at www.dekker.com.) 
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Fig. 2 Schematic diagrams of two basic manipulation 
mechanisms using AFM: (a) nanoshaving and (b) nanografting. 
The corresponding imaging (I) and fabrication (11) modes are 
depicted in the top and bottom rows, respectively. (From 
Ref. [44]. Copyright 2000, American Chemical Society.) (View 
this art in color at www.dekker.com.) 

chemical, physical, and electrical modifications of sur- 
faces, including mechanical scratching,[42a1 electrochem- 
ical anodization of silicon surfaces,[453461 decomposition 
of self-assembled electric field in- 
duced chemical  reaction^,[^^.^' ] and electrochemical reac- 
tions in solution using electrochemical STM tips.[5'-571 
Several comprehensive reviews of SPM related lithogra- 
phy can be found in the 

Depending on the instrument design, either the probe 
tip scans relative to a stationary sample surface, or the 
surface is scanned relative to a stationary tip. Scanning 
is typically achieved through piezoelectric actuators. 
The requirement for accurate tip positioning has driven 
SPM design to use closed-loop scanning to compensate 
for the nonlinear and often hysteretic behavior of pi- 
ezoelectric actuators. Increasing interest in scanning probe 
lithography has also spurred the development of user 
interfaces that allow the user to program arbitrary mo- 
tions of the tip relative to the sample,[591 and several SPM 
manufacturers now offer lithography packages. Current 
methods for fabricating polymer nanostructures include 
nanoshaving and nanografting, dip-pen nanolithogra- 
phy (DPN), direct-write DPN, and near-field scanning 
optical lithography. 

Nanoshaving and Nanografting 

over the surface, leaving behind a patterned sur- 
face.[4',44,60' Large contact pressure during patterning[441 
creates large shear forces that exceed the displacement 
threshold of the usually chemisorbed molecules (Fig. 2a). 
In nanografting, the AFM tips are again used to displace 
thiol molecules from adsorptions sites; however, cantile- 
ver and SAM are now immersed in a solution of a 
different thi01[~~'  (Fig. 2b). 

These thiols in solution immediately self-assemble on 
the newly exposed gold surface left behind as the tip 
shaves the matrix SAM. The resulting SAM patterns can 
now be used as affinity templates for protein immobili- 
z a t i ~ n [ ~ ~ l  or for surface initiated nanopolymerization. 

Dip-Pen Nanolithography 

More recently, a new SPL technique, "dip-pen" nanoli- 
thography ( D P N ) , ~ ~ ' , ~ "  has permitted patterning of mono- 
layer films of thiolated organic molecules with sub-100- 
nm resolution onto gold substrates. The technology uses 
the spontaneous condensation of water vapor between the 
AFM tip and substrate to transport organic molecules 
from the AFM tip to the surface in the area specifically 
defined by the tipsurface interaction1631 (Fig. 3). 

To draw on a familiar analogy, the AFM tip acts as 
a "'pen," the organic molecules act as "ink," and the 
surface acts as "paper" to "draw" the nanostructures. 
DPN allows direct patterning of nanoscale structures in 
both serial and parallel fashions.[641 Attractive features of 
DE'N over most other SPL techniques are its simplicity-it 
requires no liquid cells-and its ability to create various 
nanostructures in a "direct-write" fashion. Furthermore, 
as long as the tip can be inked with a solution containing 
the reactant of interest and a capillary meniscus main- 

Water 
Meniscus 

Fig. 3 Schematic representation of dip-pen nanolithography 
(DPN). A water meniscus forms between the AFM tip, typically 
coated with a o-functionalized alkane thiol (e.g., mercapto- 
hexadecanoic acid) and a gold substrate. The size of the me- 

Perhaps the simplest method for fabricating patterned niscus, which is controlled by relative humidity, affects the thiol 
substrates is nanoshaving, in which SAM adsorbates are transport rate, the effective tip-substrate contact area, and DPN 
mechanically displaced while the cantilever tip is dragged resolution. (View this art in color at www.dekker.com.) 
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nrn -_ 

MHA Pattern pNlPAAm Pattern 

Fig. 4 Surface initiated nanopolymerization (SINP) of N-isopropylacrylamide (NIPAAm) on a mercaptohexadecanoic acid (MHA) 
pattern, conjugated with free radical initiator. (a) AFM lateral force height image of MHA patterned with DPN and typical cross section 
(contact mode in air). (b) AFM height image of the corresponding pNIPAAm pattern and typical cross section ( ~ a ~ ~ i n g ~ o d e ~ ~  in air). 
The feature height after 30 hr reaction time ranges between 7 and 9 nm, and is amplified at the pattern boundary. (From Ref. [65]. 
Copyright 2003, Materials Research Society.) (View this art in color at www.dekker.com.) 

tained between the tip and surface, there appears to be 
little limitation on the types of molecules that can be 
transferred onto a surface. Thus DPN enables a large 
number of additive chemical reactions to be performed on 
diverse substrates with nanometer resolution comparable 
to that achieved with electron-beam lithography. How- 
ever, to achieve this nanometer resolution, DPN requires 
molecularly smooth gold substrates. 

Recently, Ahn et combined surface initiated 
polymerization with DPN in a fabrication process termed 
"surface initiated nanopolymerization" (SINP) to fabri- 
cate patterned, surface-confined, stimulus-responsive 
polymer brushes (Fig. 4). In this approach, mercaptohex- 
adecanoic acid (MHA) was patterned on gold thin films 
by DPN (Fig. 4a) and subsequently conjugated with a free 
radical initiator. The cross-sectional profile of a pattern 
with 300-nm dots reveals that the polymer brush height at 
the periphery of the pattern is larger than that in the 
center (Fig. 4b). 

These and other results suggest that the rate of poly- 
merization, and thus the brush height in uncontrolled 
free radical polymerizations of N-isopropylacrylamide 
(NIPAAm), are affected by pattern size. This may likely 
be attributable to the density of initiator immobilized on 
the surface and limited monomer diffusion to the surface 
of the growing brush ( l - ~ ) . ' ~ ~ ]  Diffusional freedom is 
larger at pattern boundaries (2-D) and polymer growth is 
usually larger there. 

Controlled/living radical polymerization methods, such 
as atom transfer radical polymerization (ATRP), decrease 

the probability of bimolecular termination reactions, 
yielding polymer brushes of uniform molecular weight 
and controlled composition. Kaholek et a1.[661 succeeded 
in fabricating stimulus-responsive polymer patterns with 
linewidths of 200 nm, by directly patterning the initiator 
thiol using DPN, and subsequent amplification of the 
pattern using ATRP of NIPAAm in an organometallic 
catalyst solution (Fig. 5). 

The preparation of patterned protein surfaces using 
DPN was first demonstrated by Demers et al.[671 and Lee 
et a1.[681 who physisorbed lysozyme and immunoglob- 
ulin G (IgG) onto DPN nanopatterned mercaptohexade- 
canoic acid (MHA) templates, achieving feature sizes 
on the order of 100 nm. By backfilling with a protein- 
resistant oligoethylene glycol-terminated alkanethiol 
 SAM,'^^] they avoided nonspecific protein adsorption 
that could have led to large background signals and 
complicated differentiation between active and inactive 
areas of the substrate. 

A method for molecular-recognition mediated, step- 
wise fabrication of patterned protein nanostructures with 
feature sizes on the order of 200 nm was recently devel- 
oped in the author's laboratory (Fig. 6).'411 

In this method, an amine-terminated biotin derivative 
was covalently conjugated with a chemically activated 
MHA SAM nanopattern, patterned with DPN on gold. 
The patterned surface was then incubated with streptavi- 
din whose binding to the pattern was mediated by molec- 
ular recognition between biotin and streptavidin. The 
patterned streptavidin surface functioned as a universal 
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(a) Scheme 

CH3 

Mercaptoundecyl Bromoisobutyrate (BI) 

Fig. 5 Surface initiated nanopolymerization of NIPAAm using atom transfer radical polymerization (ATRP) on directly patterned 
initiator thiol. (a) Reaction scheme. (b) AFM height image of the resulting pNIPAAm line pattern showing a line width of 220 nm line 
and a brush height of 5.7 nm ( ~ a ~ ~ i n g ~ o d e ' "  in Mi l l i -~~"  water). (View this art in color at www.dekkev.com.) 

platform for molecular-recognition mediated protein This latter characteristic makes possible the regeneration 
immobilization through use of biotinylated molecules. of the nanopattern. 
"Smart," reversible protein nanopatterns were fabricated The concept of "smart," regenerable protein patterns 
by using iminobiotin as the molecular recognition partner. was carried one step further by Hyun et a1.,[701 who 
These structures are pH-sensitive and allow for the re- developed a new method for the fabrication of stimulus- 
versible immobilization of iminobiotin tagged proteins. responsive polypeptide nanostructures using DPN. They 

Fig. 6 AFM height images of Biotin-BSA nanopatterns ( ~ a p p i n ~ ~ o d e ~ ~  in Milli-QTM water). (a) 144 dot pattern with average feature 
size of 230 nm. (b) Zoom of the area indicated by the square in panel (a) and representative cross section showing the typical feature 
size. (From Ref. [41]. Copyright 2002, American Chemical Society.) (View this art in color at www.dekker.com.) 
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[a) AFM ~ a ~ ~ i n g ~ o d e ' M  height image of a 10 x 9 elastin-like Fig. 7 polypeptide (ELP) dot array in PBS buffer. (b) Enlarged view 
of area indicated in panel (a) and representative cross section, showing a feature size of about 200 nm. (View this art in color at 
www.dekker.com.) 

created an array comprising elastin-like polypeptide 
(ELP) nanodots with a diameter of approximately 
200 nm on gold against a nonfouling oligoethylene 
glycol-terminated alkanethiol SAM (Fig. 7). 

ELPs, chemically grafted onto self-assembled mono- 
layers on gold, exhibit an interfacial hydrophilic-hydro- 
phobic phase transition in response to increased tempe- 
rature or ionic strength. This stimulus-response behavior 
of ELP nanopatterns can be harnessed for the reversible 
immobilization of small amounts of ELP-tagged proteins 
from solution, which is important for protein detection and 
purification on the nanoscale. 

Direct-Write DPN 

Direct-write DPN of polymeric and biomolecular struc- 
tures has great appeal as an efficient nanofabrication 
method. For example, tip-directed in-situ polymerization 
potentially eliminates multiple-step processing that cur- 
rently requires amplification of a pattern in a bulk poly- 
merization step. Even greater advantages present them- 
selves for direct-write DPN of proteins in areas of drug 
discovery, diagnostics, and proteomics, as it offers the 
possibility of generating arrays made from more than 
one protein. 

Until recently, DPN has been used to fabricate affinity 
arrays from small organic molecules that aid in the di- 
rected deposition of proteins and biomacromolecules from 

Demers et al!'] developed a variation of 
DPN that directly writes oligonucleotides on metals and 
insulators. A key strategy for the success of this approach 
was the use of matched ink-substrate combinations, 
directing the transfer of oligonucleotides onto the sub- 

strate. Lee et a1.1711 recently developed an innovative ap- 
proach for directly writing proteins using DPN. This 
method hinges on the realization that protein transfer from 
the tip onto the substrate requires a biocompatible and 
hydrophilic (nonfouling) tip surface layer (Fig. 8). 

The latter was achieved by tip-surface treatment with a 
poly(ethy1ene-glyco1)silane. Directed, and orientationally 

Fig. 8 Protein nanoarray prepared via direct-write DPN. 
Contact mode height image of a Lysozyme nanodot array with 
a feature size of about 150 nm. (From Ref. [71]. Copyright 
2003 American Chemical Society.) (View rhis art in color at 
www.dekker.com.) 



Polymeric and Biomolecular Nanostructures: Fabrication by Scanning Probe Lithography 2979 

Fig. 9 Tip-directed electrochemical polymerization of 3, 
4-ethylenedioxythiophene. AFh4 height image (contact mode in 
air) showing two polymer lines each about 50 nm wide. (From 
Ref. [74]. Copyright 2001, American Chemical Society.) (View 
this art in color at www.dekker.com.) 

controlled protein deposition on the substrate surface is 
possible by judicious matching of surface and protein 
functionality .17 

Current photolithography, microcontact printing, tem- 
plate synthesis, and scanning electrochemical microlitho- 
graphy techniques can yield conducting polymer micro- 
structures, but these techniques possess significant 
limitations for patterning structures of < 100-nm dimen- 
sions. The availability of a wide range of monomers 
enables direct-writing of polymeric materials with a wide 
range of interesting electronic and electrooptical proper- 
ties at the nanoscale level. Li et a1.1731 have recently in- 
troduced a variation of DPN, in which the water menis- 
cus on the AFM tip is not only used as the transfer 
medium but also serves as a nanometer-sized electro- 
chemical cell in which metal salts can be dissolved, 
electrochemically reduced, and ultimately deposited on 
a surface.[731 They showed that electrochemical DPN 
can be used to directly fabricate conducting polythio- 
phene nanostructures on semiconducting and insulating 
surfaces in the sub-100-nm size scale.1741 To pattern these 
nanostructures, a negative bias voltage was applied 
between the AFM tip and a silicon surface, and the tip 
was translated across the surface in a preprogrammed 
pattern. The applied voltage electrochemically polymer- 
ized the monomer, resulting in tip-defined deposition 
of poly-3,4-ethylenedioxythiophene on the substrate 
(Fig. 9). 

Near-Field Scanning Optical Lithography 

To date, photolithography is perhaps the most successful 
microfabrication technology, as most microelectronic 
circuits are produced via photolithographic methods. In 

(4 (b) 
Aperture Apertureless 

Sca 
Far 

Fig. 10 Two possible configurations for scanning near-field 
optical lithography. (a) NSOM aperture probe where radiation 
enters the region of interest in the near field through the probe. (b) 
Aperture-less NSOM using far field illumination. Intensity am- 
plification occurs beneath the probe tip in the optical near field. 
(View this art in color at www.dekker.com.) 

conventional photolithography, the lateral resolution is 
determined by the Abbe diffraction limit (a far-field 
effect), which limits the feature size to about half the 
wavelength of the radiation used. The diffraction limit 
can be circumvented if the photosensitive sample is placed 
in the optical near-field of the focusing 
Optical lithography in the evanescent near field is mainly 
developed as a static patterning process by using a shadow 
mask in close proximity to a photoresist layer during 
exposure.'761 

In near-field scanning optical lithography (NSOL), this 
approach is taken one step further by inducing photo- 
polymerization only in the vicinity of the probe tip 
(Fig. l ~ a ) . " ~ . ~ ~ ~  In most NSOL techniques, laser radiation 
is coupled directly into a tapered single-mode optical fiber 
where the small fiber aperture limits the intensity of the 
deliverable radiation. Another NSOL technique capitali- 
zes on the field enhancement of optical radiation in the 
near field of a conducting SPM tip due to photon 
absorption (Fig. 1 0b).'77-7y1 

Fig. 11 Aperture-less near-field scanning optical lithography 
where the optical field enhancement at the tip initiates locally 
the photopolymerization process. AFM height image (Tapping- 
~ o d p  in air) showing a nanometer scale polymer feature 
polymerized from a photo-polymerizable formulation (resist). 
(From Ref. [39]. Copyright 2000, Japanese Institute of Pure and 
Applied Physics.) 
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This approach is of considerable interest for surface 
nanopatterning and nanofabrication as it circumvents the 
use of delicate optical fibers and instead makes use of 
readily available laser sources and focusing optics. 

Wurtz et al.[791 report on photopolymerization of a 
photoresist formulation induced by optical field enhance- 
ment in the near field of a conducting tip.[783801 The free 
radical polymerization reaction was triggered by an 
actinic light activated sensitizer dye that, in the triplet 
state, reacts with amine to form free radicals. The 
threshold energy necessary to trigger a reaction is high 
and requires relatively large field intensities. Sufficiently 
large fields were only achieved in close proximity to the 
tip apex of a conducting AFM cantilever. Polymeric 
features with 70-nm lateral feature size were fabricated 
(Fig. 11). 

These results are significant because they demonstrate 
that direct nanopolymerization in the evanescent near- 
field of a conducting AFM tip is possible, and affords an 
elegant way for patterning surfaces with polymers. 

CONCLUSION 

Advances in the area of scanning probe lithography have 
made available techniques, such as dip-pen nanolithogra- 
phy and nanografting, that allow fabrication of polymeric 
structures on surfaces on the nanoscale. While significant 
progress has been made in nanopatterning of biomacro- 
molecules using affinity templates and direct writing, 
nanofabrication of polymeric structures from the "bottom 
up" using scanning probe lithography has only been 
prototypically demonstrated. Thus there is now a need to 
build more complex polymeric structures with precisely 
controlled lengths, conformational geometries, and chem- 
ical functionalities. In pursuit of these goals, techniques 
must be further developed which allow for the controlled 
synthesis of surface-attached polymers. 

Several factors need to be addressed for the viability of 
SPL as a fabrication technology for polymeric nanostruc- 
tures beyond the laboratory scale: 1) lateral resolution; 
2) alignment; 3) reliability; and 4) throughput. While 
items 1)-3) are intrinsic capabilities associated with 
SPMs, a considerable restriction is presented by the slow, 
serial nature of the patterning process-ne tip creates a 
single feature at a time. Recent developments of mas- 
sively parallel proximal probe systems have been dem- 
~ n s t r a t e d , ~ ~ ~ ]  and offer prospects toward achieving cost- 
effective, high-throughput "direct write" fabrication. The 
development of complex patterns is only possible through 
sufficient automation of the instrumentation and through 
pattern generation making use of computer-aided design 
(CAD). Progress in this area is of primary importance for 
the evolution of existing SPL nanofabrication strategies. 
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INTRODUCTION 

Polymer self-assembly of nanoparticles yields stabilized 
metal and semiconductor nanocomposites as well as 
provides access to structured nanoscale materials. The 
properties of these materials can be tuned by varying the 
size and shape of the metal cluster as well as by altering 
the composition of the monolayer that covers the particles. 
Furthermore, the functionality and structure of the poly- 
mer can be modified, which lends an additional element of 
control to the entire assembly process. This "bottom-up" 
approach provides a methodology that is complementary 
to "top-down" lithographic methods, providing access to 
structures smaller and with greater 3-dimensional (3-D) 
control than is possible through sophisticated lithographic 
techniques such as electron-beam lithography.['-41 Pres- 
ently, one of the major obstacles facing nanotechnology is 
the successful integration of these two general approaches. 
Multiscale engineering of this sort would allow for the 
fabrication of intricate functional devices with atomic 
level structural control that manifests and spans itself into 
the macroscopic world. 

One of the key initial goals in polymer-mediated 
nanoparticle assembly is the design of catalytic nanocom- 
posites. We have therefore designated a section within this 
chapter solely to polymer-nanoparticle assemblies as 
applied to catalytic systems. The remaining sections 
describe the use of polymers to assemble nanoparticles 
into interesting and potentially useful architectures. Be- 
cause of lack of space, this chapter is not an exhaustive 
review of the literature but instead contains selected 
examples, which we feel highlight many of the different 
methodologies that have been employed for the assembly 
of polymer-based nanoparticle composites. When neces- 
sary the reader will be directed to more in-depth articles 
and reviews that contain information pertinent to the area. 

GENERAL APPROACHES TO 
POLYMER-MEDIATED ASSEMBLY 
OF NANOPARTICLES 

Metal and semiconductor nanoparticles embedded within 
polymer matrices are attractive materials as they share the 

processing and handling advantages of bulk materials as 
well as unique possessing properties arising from the 
nanoscopic size of the components. Traditional prepara- 
tion of polymer-nanoparticle composites has been ac- 
complished by in situ generation of metal nanoclusters, 
typically by chemical reduction of a metal salt contained 
within a polymer matrix (Fig. 1, route A). The primary 
function of the polymer matrix is to provide a protective 
barrier against aggregation of the metal particles during 
this reduction process. As shown in Fig. 1, a variety of 
different polymers (homopolymers, block copolymers, 
and dendrimers) have been employed in this regard in an 
effort to create well-ordered nanocomposite materials for 
various applications. 

A similar but separate approach involves the assembly of 
polymer scaffolds with preformed monolayer-protected 
clusters (MPCs). Monolayer-protected clusters already 
contain a surface monolayer that prevents the metal from 
agglomerating and allows for ease of handling and proces- 
sing (Fig. 1, route B). As such, MPCs can be readily dis- 
persed into polymer matrices taking advantage of designed 
interfacial interactions between the monolayer functional 
groups and the polymer backbone. Multiple groups have 
demonstrated over the past several years that the latter 
approach provides a versatile alternative method for the 
fabrication of novel nanoparticle-polymeric materials. 

POLYMER SCAFFOLDS AND 
NANOPARTICLE BUILDING BLOCKS 

Polymer Scaffolds 

Polymers are large molecular structures in which many 
small repeat units are linked together. These repeat units 
can be linked together in a linear array, as is the case 
with the homopolymers and block copolymers described 
in Fig. 1, or in branched fashion as is the case with 
dendrimers. Many different routes were followed to syn- 
thetically prepare the various types of polymers de- 
scribed in this chapter; however, because of space limi- 
tations this is beyond the scope of the present chapter. 
Suffice it to say there has been significant recent progress 
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Fig. 1 Polymer-mediated approaches to fabrication of ordered nanocomposites. Route A: In situ formation of particles within polymer 
matrices. Route B: Polymer-mediated assembly of preformed monolayer protected clusters (MPCs). 

in the area of polymer synthesis specifically with respect 
to the formation of block copolymers via living poly- 
merization t e ~ h n i ~ u e s . [ ~ - ~ ]  

Block copolymers represent a new and significant class 
of materials because of their remarkable ability to form 
unique micro- and nanophase morphologies. These prop- 
erties are unattainable with homopolymers or their 
corresponding polymer blends. Diblock copolymers differ 
from traditional homopolymers in that two chemically 
distinct polymer chains are covalently connected end-to- 
end. The immiscibility of the different blocks with each 
other or with a solvent causes these polymers to phase 
separate, as such diblock copolymers are able to self-as- 
semble into solvent-stabilized micelles, vesicles, and 
regular surface stabilized lamellar, cylindrical, or spheri- 
cal arrays. Several examples will illustrate how appropri- 
ately functionalized diblock copolymers are able to 
incorporate nanoparticles or their precursor metal salts 
into specific polymer blocks. 

Dendrimers are hyperbranched polymers that differ 
from their traditional linear counterparts in that the 
repeating units cascade outwardly from a central core 
rather than elongating in a linear fa~hion.'~' Dendrimers 
with sufficient layers (generations) take on 3-Dlglobular 
morphologies containing interior voids and cavities 
capable of accommodating guest species. Functionality 
can be accurately placed throughout the core and at the 
periphery of dendrimers providing control over such fea- 

tures as site-specific molecular recognition events, interior 
cavity size, and overall polymer solubility. The internal 
attributes described above have been used to incorporate 
nanoparticles inside of dendrimers, while their distinct 
generational size-dependent morphologies have been used 
to define interparticle spacing between metal nanoparticles. 

The use of biological polymers such as DNA to 
assemble and organize nanoparticles is an attractive strat- 
egy as the degree of noncovalent complementarity be- 
tween these polymers can be effectively tuned. As the 
scope of nanoparticle-biopolymer interactions is exceed- 
ingly large in essence commanding its own chapter, we 
will not cover the topic here, there are, however, several 
recent examples worth noting that exemplify this type of 
assembly strategy.'9-' " 

Nanoparticle Building Blocks 

Fig. 1 describes two of the most typically followed routes 
to the formation of polymer-nanoparticle composites. 
Route A generally involves using the polymer as both a 
template for the formation of nanoparticles into nano- or 
microdomains defined by the polymer as well as an 
organic stabilizer to prevent agglomeration after nano- 
particle formation. Fairly monodisperse nanoparticles 
can be assembled using this methodology: however, in 
many instances the supporting polymer matrix does not 
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offer long-term stability against agglomeration of the 
metal cores. 

Route B typically involves the assembly of polymers 
with preformed nanoparticles already possessing a stabi- 
lizing monolayer. One of the most frequently encountered 
MPCs is that of the alkanethiolate-stabilized gold cluster 
synthesized by the solution-phase method developed by 
Brust et a1.['21 (Fig. 2). In this procedure chemical 
reduction of a gold salt by a hydride-reducing agent in 
the presence of thiol capping ligands furnishes the desired 
monolayer-protected nanoparticles. By carefully control- 
ling the reaction conditions and by varying the stoichio- 
metry of the metal salt to capping ligand a variety of 
different core sizes (1.5-8 nm) can be obtained. 

Surface modifications of these nanoparticles can be 
achieved through a place exchange reaction, where new 
incoming thiol ligands displace monolayer thiols on the 
parent MPC to afford mixed monolayer-protected clusters 
(MMPCS).['~' This monolayer modification technique is 
extremely versatile as it allows for the incorporation of 
virtually any functionalized thiol into the preexisting 
monolayer. This permits the interfacial interactions on the 
surface of the nanoparticle to be precisely tuned to that of 
the assembling polymer strands. 

Gold MPCs are attractive building blocks for the 
fabrication of nanoscale architectures as their synthesis 
permits good control over their size and polydispersity. 
Furthermore, the alkanethiolate monolayer provides 
excellent stability to intercore agglomeration both in 
air and in solution. This permits the particles to be han- 
dled (i.e., dissolved in solvents, isolated, dispersed in 
matrices) multiple times without significant degrada- 
tion occurring and allows for easy characterization using 
standard solution-phase techniques such as nuclear 
magnetic resonance (NMR), infrared (IR), and UV-VIS 
spectroscopy.['41 

There are many other types of metallic, bimetallic, and 
semiconductor nanoparticles however, in 
most instances, the chemistries 
quite harsh, which substantially 

of their formation are 
reduces the variety of 

functionalities that can be placed in their protecting mo- 
nolayers. This makes assembling these types of nano- 
particles into extended ordered structures substantially 
more difficult. Nanoparticle chemistry is still very much 
in its infancy and it is only a matter of time before new 
procedures are created or existing procedures are modi- 
fied to permit a wider variety of functionalities onto these 
other types of nanoparticles. 

Monolayer-protected clusters clearly provide excellent 
"building blocks" of regular shape and size for the 
fabrication of larger ordered structures. These attributes 
provide part of the solution to the problem of multiscale 
fabrication as discussed earlier. What remains is their 
successful incorporation into desired functional ensembles. 

ASSEMBLIES OF NANOPARTICLES 
FOR CATALYIC APPLICATIONS 

Creation of nanoparticle assemblies possessing an open, 
porous framework is an attractive strategy for catalyst 
design. Various noble metals such as palladium, platinum, 
etc., are used for catalysis in numerous important chem- 
ical transformations, including hydrogenation, oxidation, 
and Heck ~ o u ~ l i n ~ . ~ ' ~ - ' ~ '  A high surface area-to-volume 
ratlo is desirable for the creation of efficient heteroge- 
neous catalysts as the cost of these precious metals is 
significant. Small nanoparticles ( 1 4  nm) are excellent 
candidates for catalysts in this respect as they exhibit 
extremely high surface area-to-volume ratios by virtue. 
Catalytically active materials obtained by metal nanopar- 
ticles dispersed in polymeric matrices display increased 
stability, improved processability, recyclability, and sol- 
ubility in a variety of organic solvents. 

A major thrust in the area of nanoparticle-based 
catalysts has been the preparation of palladium colloids 
within the micelles of amphiphilic block copolymers.[201 
Forster and Antonietti have utilized poly-4-vinylpyridine- 
b-polystyrene (P4VP-b-PS) as the block copolymer and 

Fig. 2 Brust et al.'s solution phase MPC synthesis,['21 followed by MMPC synthesis using the place exchange process 
developed by ~ur ray . "~ '  



2988 Polymer-Mediated Self-Assembly of Nanoparticles 

toluene 
P ~ ( O A C ) ~  
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Fig. 3 Preparation of palladium colloids in P4VP-b-PS block copolymer micelles. 

P ~ ( O A C ) ~  as the palladium source in the preparation of 
metal colloids (Fig. 3). Distinct colloidal morphologies 
can be obtained by carefully controlling the method of 
reduction: A "raspberry morphology" is created with 
rapid reduction vs. a "cherry morphology" with a slower 
reduction rate."'] Colloidal aggregates with the "rasp- 
berry morphology," where the particle size is smaller, 
demonstrated excellent catalytic activity in the carbon- 
carbon bond forming Heck reaction. Although the catalyst 
reactivities were similar to other widely used phosphine 
ligand1Pd complexes, the polymer-bound Pd nanoparticle 
catalyst showed much higher stability. 

Li and coworkers have shown that palladium nanopar- 
ticles stabilized by poly(N-vinyl-2-pyrrolidone) (PVP) can 
be used as efficient catalysts for Suzuki coupling reactions 
in 40% ethanolic aqueous media.'221 Good conversions 
were obtained upon refluxing for 1 2 4 8  hr; however, the 
PVP homopolymer does not provide adequate stability 
under such harsh reaction conditions as precipitation of 
the palladium metal occurs at the end of the reaction. 

Underhill and Liu have employed triblock copolymer 
cross-linked nanospheres as templates for Pd nanoparti- 

c l e ~ . ' ~ ~ )  Micelles of a polyisoprene-b-poly(2-cinnamoyl- 
oxyethyl methacrylate)-b-poly(tert-butyl acrylate) (PI-b- 
PCEMA-b-PtBA) were formed in 65% hexane1THF 
mixture. The micelles consisted of PI coronas, PCEMA 
shells, and PtBA cores. Photo-cross-linking the PCEMA 
shell produced stable nanospheres, hydroxylation of 
the terminal isoprene units provided water-dispersibility, 
and subsequent hydrolysis of the PtBA groups provided 
poly(acry1ic acid) (PAA) cores capable of complexing 
PdC12. Loading of PdC12 into the acrylic acid core 
followed by reduction using hydrazine yielded poly- 
mer-stabilized palladium nanoparticles (Fig. 4). These 
palladium-loaded nanospheres were used to study 
hydrogenation reactions of tetraethylammonium bromide, 
vinylacetic acid, methylmethacrylate, and ethylene glycol 
dimethylacrylate. Although the diffusion barriers created 
by the encapsulating nanospheres led to slightly lower 
reaction rates compared to palladium black, the hydrogen- 
ation kinetics can be controlled by changing the pH as the 
core structure of the nanospheres is pH sensitive, which 
ultimately affects the transport of charged substrates into 
the nanospheres. 

PHI PCEMA 

1, micelle formation 
2. photo-cross-link 

PCEMA PdC12 NH2NH2 - - - 
3. hydroxylation of PI CH30H 
4. hydrolysis of PiBA 

Fig. 4 Cross-linked triblock copolymer nanospheres encapsulating Pd nanoparticles. 
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Dendrimers have also been used to sequester nanopar- 
ticles within their hyperbranched polymer architectures. 
Crooks et al. have employed poly(amidoamine) 
(PAMAM) and poly(propy1ene imine) (PPI) dendrimers 
as templates for the in situ generation of nanoparticles 
within the polymer shell of the dendrimer in an effort to 
create catalytically active n a n o ~ o m ~ o s i t e s . [ ~ ~ ~  Monodis- 
perse nanoparticles can be created inside the dendrimer 
shell by first introducing a metal salt that strongly 
complexes to the interior tertiary amine groups followed 
by subsequent reduction of the metal ions producing a 
trapped-stabilized zero-valent metal nanoparticle. They 
were able to demonstrate size selective hydrogenation 
catalysis of a-substituted allyl alcohols by employing 
Pd stabilized by hydroxy-terminated PAMAM dendrimers 
(Fig. 5).[251 AS generations were added to the dendrimers 
(G40H- G60H-+G80H) turnover frequencies of all the 
substrates decreased. Furthermore, within a given gener- 
ation of dendrimer the turnover frequencies were always 
smaller for the larger substrates. The observed selectivity 
is a result of the steric crowding at the periphery of the 
dendrimer, which increases with the dendrimers genera- 
tion. In essence, the periphery of the dendrimer behaves 
like a molecular filter which can be tuned in a generational 
fashion, ultimately hampering access of larger substrates 
to the catalytically active site. 

Recently, Mecking and coworkers have utilized 
amphiphilic hyperbranched poly(g1ycerols) to prepare 
catalytically active and stable palladium colloids.1261 This 
amphiphilic dendrimer-like molecule is capable of solu- 
bilizing precursor palladium salts (e.g., PdC12, Pd(OAc);?) 
in nonpolar solvents such as toluene and chloroform. 
Slow reduction using hydrogen results in stable colloidal 
palladium. The authors suggest that the soft binding po- 
lyglycerols tend to avoid any ligand poisoning that may 
result in the amine-functionalized systems because of 
stronger coordination between the metal and the poly- 
mer-ligand. Subsequent catalytic hydrogenation reactions 
on cyclohexene using this amphiphile-stabilized palladi- 

um colloid proceeded at an impressive rate of 700 turn- 
overs hr-', with no significant decrease in rate during 
recyclable use. 

In the example shown above, Crooks et al. employed 
the hindering kffect of a dendrimer sheath in an ad- 
vantageous way to obtain size selective catalytic discrim- 
ination. The polymer casing effectively controls substrate 
access to the catalytically active site. In general, however, 
this tends to be a drawback of polymer-supported catalysts 
as the substrates must find their way through the sta- 
bilizing polymer shell in order to reach the buried metal 
catalyst. This ultimately results in inefficient mass trans- 
port mechanisms for these types of catalysts. 

In an alternative approach to the polymer-stabilized 
nanoparticle catalysts described above, we employ di- 
rected self-assembly strategies to develop porous catalyst 
systems. Mixed monolayer-protected clusters of catalyt- 
ically active metals can be utilized as building blocks in 
the presence of a suitable polymeric mediator to obtain 
macromolecular assemblies. Subsequent removal of the 
stabilizing polymers and ligands through calcination 
provides materials with tailored catalytic properties and 
with improved access to the catalytically active sites. 

Preliminary studies to investigate this strategy in- 
volved a polymer-mediated three-component system em- 
ploying both carboxylic acid-terminated gold and Si02 
nanoparticles, and an amine-functionalized polystyrene 
random copolymer.'271 This type of assembly strategy is 
based on acid-base chemistry resulting in the electro- 
static attraction between the basic polymer and the acidic 
nanoparticles when combined. Well-integrated nanocom- 
polsites were obtained upon the addition of the polymer 
to a mixture of the two nanoparticles, whereas segregated 
clusters were formed upon premixing of one of the 
MPCs with the polymer followed by the addition of the 
other nanoparticle. 

This strategy was then applied to fabricate high- 
efficiency palladium catalysts.'281 Preformed SO2- 
COOWpoly-NH2 was used as a scaffold to assemble 
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G40H/Pd GGOH/Pd G80H/Pd 

Fig. 5 (a) Representation of a PAMAM-stabilized Pd nanoparticle catalyzing the hydrogenation of a-substituted allyl alcohols. 
(b) Turnover frequencies of the hydrogenation reactions of various allyl alcohols with generation 4-, 6-, and 8-hydroxy- 
terminated dendrimers. 
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COOH 

calcination 

Fig. 6 Formation of the Si02-stabilized Pd nanoparticle catalyst via the three component self-assembly strategy. 

catalytically active Pd-COOH nanoparticles. The two- 
phase assembly strategy was necessary to obtain a high 
exposure of the catalytic metal on the surface of the final 
aggregate. Calcination removed all of the organic matter 
creating a highly porous Pd-Si02 composite material free 
of any polymer and monolayer stabilizers (Fig. 6). 

The catalytic activity of the calcinated aggregates was 
investigated for the hydrogenation of 9-decen-1-01. High 
turnover frequencies (TOF) (1 0,100 hr- ' for the 1 : 1 : 1 w/ 
W/W composition of PdSiIpolymer, respectively) were 
observed, compared to the 7200 h r '  found under the 
same conditions for the commercial 1% PdC catalyst 
(Fig. 7). In addition, these systems proved to be 
excellent catalysts for Heck coupling reactions between 
electronically activated bromoarenes and styrene or 
methyl acrylate at very low catalyst loadings (0.045 
mol% of Pd). 

Unlike commonly used homogeneous Pd-catalysts, all 
of the nanoparticle-based catalysts described above 
required no activation by additional ligands such as 
phosphines and most could be recycled with only small 
decreases in their activity. Furthermore, nanoparticle 

catalysts are much simpler both to separate from their 
reaction mixtures and to recycle than typical homogeneous 
catalysts. The combination of these attributes makes them 
particularly attractive and useful catalysts for a variety of 
chemical transformations. 

ORGANIZED NANOPARTICLE ASSEMBLIES 

The creation of discrete organized nanoparticle assemblies 
provides a structural motif for n a n o t e c h n ~ l o ~ ~ . ' ~ ~ - ~ "  
Highly structured, 3-D nanocomposites display unique 
magnetic, electronic, and optical behaviors that are both 
size and distance dependent. An effective way to control 
both the size and assembly of metallic nanoparticles is 
through the use of diblock copolymers. As discussed ear- 
lier, diblock copolymers consist of two chemically distinct 
segments capable of organizing into various structural 
morphologies because of microphase separation. The size 
and morphology of the domains are easily controlled by 
varying the lengths of the individual These 

0.013% 
calcinated Pd 

*OH  OH 

time I h 

Fig. 7 Rates of product formation in hydrogenation reactions of 9-decen-1-01 with different polymer ratios. 
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self-assembled structures can act as scaffolds for pattern- 
ing with metallic nanoparticles, employing selective 
wetting or complexation of the polymeric domains with 
metal clusters. 

Rutnakornpituk and coworkers were able to prepare 
superparamagnetic cobalt nanoparticles within poly[dime- 
thylsiloxanel-h-poly [(3-cyanopropyl)methylsiloxane-1-b- 
poly[dimethylsiloxane] (PDMS-PCPMS-PDMS) triblock 
copolymer templates.[331 The copolymer forms micelles in 
toluene with the PCPMS block being oriented toward the 
interior of the rnicelle. Introduction of the cobalt precur- 
sor (Co2(C0)*) into the PCPMS block followed by sub- 
sequent thermal decomposition of the metal carbonyl 
complex yields stable nanoparticles. It is thought that the 
nitrile groups adhere to the particle surface while the bulky 
PDMS endblocks provide the steric stability against the 
core-to-core agglomeration. 

Moore and coworkers synthesized several metal nano- 
particle clusters using ionomers as templates.r341 The size 
of such ionic microdomains in these ion-containing co- 
polymers can be controlled by choice of structure of the 
ionic monomer, whereas in diblock ionomers with spheri- 
cal microdomains, the radii of the ionic core can be varied 
between 15 and 100 nm by varying the ionic block length. 
Utilizing these as microcompartments for nanocluster 
synthesis allows control over their size. In this approach 
the control of aggregate size is achieved primarily through 
ionomer aggregate size and not through varying ion con- 
centration and subsequent annealing conditions. 

Ng Cheong Chan et al. have demonstrated that block 
copolymers created from living ring opening metathesis 
polymerization reactions of methyltetracyclododecene 
(MTD) and metal-functionalized norbornene monomers 
can yield stable nanoparticles. They have shown that both 
a precursor metal complex ( A ~ ( H ~ ~ C ~ C ) ( C O D ) ) ~ " '  as well 
as preformed monolayer-stabilized cdseu6] nanoparti- 

MTD bph2 

1)  Mo initiator 
2) benzaldhyde 

cles can be incorporated into MTD and phosphine- 
functionalized norbornene block copolymers. In the case 
of the silver nanoparticles, the silver salts coordinate to 
the phosphine ligands within the core of solvent-stabi- 
lized micelles. Heating the silver-loaded micelles in water 
produces single nanoclusters (Fig. 8). Both fabrication 
methods yield stable spherical nanocomposites, but the 
latter method (akin to route B in Fig. 1) allows for the 
introduction of preformed nanoparticles that display a 
much narrower particle size distribution. 

We have developed a different approach for using 
polymer scaffolds to direct the assembly of preformed 
nanoparticles. Our approach, which we have coined 
"bricks-and-mortar" self-assembly, involves functiona- 
lized nanoparticles as the building blocks or "bricks," 
and polymer scaffolds bearing complementary recognition 
units that serve as the "mortar." The complementary re- 
cognition motif is based on the three-point hydrogen bond 
between thymine-functionalized gold nanoparticles (Au- 
thy) and diaminotrazine-functionalized polystyrene (poly- 
triaz) (Fig. 9). 

Addition of a triazine-substituted random copolymer 
(poly-triaz) to concentrated solutions of thymine-func- 
tionalized gold nanoparticles (Au-thy) in nonpolar sol- 
vents results in the formation of insoluble aggregates.["] 
The TEM images of the THF-soluble fraction of the 
poly-triaz1Au-thy precipitate revealed the formation of 
large spherical clusters approximately 100 nm in diameter 
composed of 3000-7000 individual gold particles 
(Fig. 10). Small-angle X-ray scattering (SAXS) analysis 
of the aggregates suggests that the nanoparticles are 
regularly dispersed within the polymer matrix provid- 
ing evidence that individual polymer strands weave the 
nanoparticles together. When hydrogen bonding is dis- 
rupted, as is the case with the methylated Au-thy nano- 
particles, no such aggregates are formed. This provides 

Water t 

benzene 

Fig. 8 Phosphine-containing diblock copolymer (bottom left) forming silver-loaded micelles (bottom right). Subsequent thermal 
treatment leads to stabilized individual silver nanoclusters (top right). 
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Fig. 9 Three-point hydrogen bonding recognition between thymine-capped gold nanoparticles and diaminotriazine-functionalized 
polymers leads to extended network formation. 

direct evidence that the specific hydrogen bonding inter- 
actions between the polymer and the nanoparticle drive 
the assembly process. 

Thermal control of the assembly process leads to 
aggregates of well-defined size and morphology. For 
instance, highly size-dispersed networks of spherical ag- 
gregates were obtained by performing the assembly at 
10°C, while performing the aggregation at - 20°C yields 
even larger, individual aggregates. These aggregates are 
5-10 times larger than the aggregates formed at 23"C, 
ranging from 0.5 to 1 pm in diameter and composed of 

0.6-5.0 million (!) individual Au-thy nanoparticles, and 
are among the most complex synthetic self-assembled 
structures ever constructed. 

A follow-up study was undertaken aimed at under- 
standing how secondary molecular interactions such 7 ~ - 7 ~  

stacking in combination with the primary three-point hy- 
drogen bonding interaction would influence the overall 
aggregation process.'381 Here various combinations of 
nanoparticle and polymer were synthesized contain- 
ing different recognition elements consisting of either 
an electron-rich anthracene moiety or an electron-poor 

Fig. 10 (a) TEM of Au-thylpoly-triaz aggregates formed at 23OC. Inset: Representative self-assembled nanoparticle-polymer 
microsphere. (b) TEM of Au-thylpoly-triaz aggregate network formed at 10°C. (c) TEM of Au-thylpoly-triaz spherical aggregate 
formed at - 20°C. 
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napthalimide moiety in conjunction with a primary 
hydrogen bonding element. This study showed that weaker 
secondary interactions are indeed important to aggregate 
formation and that overall aggregate morphology is 
directly related to supramolecular events that occur at 
the colloid-polymer interface. 

While we were able to demonstrate a limited level of 
control over the size and the morphology using monoblock 
copolymers by carrying out the assembly at different 
temperatures, we were never able to fully rationalize the 
observed trends. A solution to this problem is to employ a 
diblock copolymer where one of the blocks is functiona- 
lized as before and the second block remains unfunction- 
a l i ~ e d . ' ~ ~ ]  In this approach the functionalized block will 
provide the required hydrogen bonding interactions for the 
assembly, while the inert second block will prevent 
extensive network formation. As only the functionalized 
block is capable of incorporating nanoparticle, the overall 
core size should depend primarily on the length of the 
functionalized block (Fig. 1 1 a). 

The feasibility of diblock-based control of aggregate 
size was demonstrated by employing three symmetric 
diblock copolymers (Fig. 1 lb) with varying total lengths. 
Combining Au-thy with the various polymers (a-c) results 
in aggregates with core sizes of 13.2+ 1.3, 13.9k 1.2, and 

short diblock 

Au-Thy I 
long diblock 

Au-Thy 

19.4+ 1.8 nm, respectively, as revealed by TEM analy- 
sis. Dynamic light scattering (DLS) experiments of the 
polymer micelles reveal the effective hydrodynamic radii 
Rh (core and polystyrene corona) to be 18.7, 27.1, and 
3 1.1 nm for the polymers (a-c), respectively. Comparison 
of core size by TEM to the overall aggregate size 
observed by DLS suggests that the polymer segments 
within the core are extended as compared to the 
polystyrene segments lying in the exterior, as the corona 
contributes less than half of the overall radius (Fig. 1 lc). 

'The ability to control the spacing between nanoparti- 
cles is an important issue as the electronic, and in certain 
cases the magnetic, properties of the nanoclusters are 
affected by neighboring particles. We were able to employ 
the size-dependent properties displayed by different 
generations of PAMAM dendrimers to both assemble 
and control the distance between gold n a n ~ ~ a r t i c l e s . ' ~ ~ ~  
Electrostatic self-assembly between the dendrimer and 
nanoparticle components was provided by salt-bridge for- 
mation between a carboxylic acid-functionalized nano- 
particle and the terminal amine groups on PAMAM 
dendrimers (Fig. 12). 

Examination of the resulting assemblies by TEM 
revealed that varying the ratios of MMPC to dendrimer 
resulted in two distinct morphologies. Low dendrimer to 

a b c 
diblock copolymer 

Fig. 11 (a) Schematic representation of diblock length controlling nanoparticle core and corona size. (b) Different length PS(triaz)-b- 
PS polymers assembled with Au-Thy. (c) Observed nanoparticle core size by TEM compared to hydrodynamic radii of the micelles 
determined by DLS. 
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PAMAM (G2) Dendr~mer +$I 

Au - PAMAM Assembly 

Fig. 12 Schematic representation of electrostatic self-assembly 
of carboxylic acid gold nanoparticles and PAMAM dendrimers. 

MMPC ratios led to network-like structures, which 
showed little evidence of spatial control. In contrast, high 
ratios of dendrimer to MMPC (10:l based on functional 
group equivalence) resulted in spherical aggregates 
ranging from 0.5 to 1.5 pm in diameter (Fig. 13a). In 
these assemblies, qualitative differences in inter-MMPC 
spacing could be readily discerned. 

Quantification of interparticle distance in the dendri- 
mer MMPC nanocomposites was obtained using SAXS. 
When the carboxylic acid-functionalized nanoparticle was 
assembled with PAMAM dendrimers, the primary peak 
shifted to lower q values (translating into greater inter- 
particle distances) as the particle is assembled with larger 
dendrimers (GO+Gl +G2+G4+G6), (Fig. 13). This 
example clearly demonstrates how different generations 
of dendrimers can be effectively used to control the spa- 
cing between nanoparticles. 

Dendrimer-nanoparticle composites have also been 
used to form functional sensors.[411 Vossmeyer and 
coworkers created thin films of chemically cross-linked 
gold nanoparticles and polyphenylene dendrimers and 
deposited them onto glass substrates containing interdig- 
itated gold electrodes. The rigid polyphenylene dendrimer 
provides a highly porous film for the incorporation of 
analyte while the nanoparticles provide a high surface-to- 
volume ratio leading to excellent signal transduction 
through the film. They were able to show ppm sensitivity 
to various volatile organic compounds (VOCs) such as 
toluene and tetrachloroethylene by measuring the change 
in electrical resistance through the films after exposure to 
the VOCs. This example demonstrates how the directed 
assembly of polymers and nanoparticles can lead to work- 
ing composite devices. 

HIGHLY ORGANIZED 
POLYMER-NANOPARTICLE 
ASSEMBLIES ON SURFACES 

The previous examples show how polymers have been 
used to both create finite ordered nanoparticle arrays and 
assemble nanoparticles into discrete ordered entities 
extending into the microscale realm. The formation of 
these large complex structures from small polymolecular 
building blocks is a testament to the power of self- 
assembly. For many purposes, the controlled ordering at 
this level may be adequate; nevertheless, functional device 
applications such as nanoelectronics or memory media 
(optical or magnetic) require higher degrees of ordering. 
To create such sophisticated devices it is essential to 
fabricate not only highly ordered arrays but also arrays that 
are highly extended over vast distances (nm-cm). 

T o  this end, Spatz and coworkers have used 
micelles obtained from diblock copolymers of 
polystyrene-polyvinylpyridine ( P S - ~ - P V P ) ' ~ ~ . ~ "  and 
polystyrene-polyethylene oxide ( P S - ~ - P E O ) [ ~ ~ ~  for syn- 
thesis of metallic and semiconductor nanoparticles. In the 
case of the PS-b-PVP, the pyridine units within the 
miceller cores can uptake transition metal salts because of 
hard acidsoft base interactions (Fig. 14). This strategy 
allows one to obtain size-controlled synthesis of gold 
nanoparticles by controlling the amount of the precursor 
salt. Micelles containing the gold salt arranged into quasi- 
hexagonal packing when transferred onto a flat surface. 
Subsequent treatment with oxygen plasma completely 
removed all of the polymeric material yielding highly 
ordered bare gold nanocl~s ters . '~~ '  Reducing the gold salts 
in the micellar core before plasma treatment gave clusters 
of similar size. Varying the concentration of metal salt 
allows one to obtain cluster sizes from 1 to 15 nm, 
whereas changing the length of the blocks allows one to 
get interparticle distances from 30 to 140 nm. 

Using a different approach, similar to that of the layer- 
by-layer (LBL) assembly of oppositely charged polyion- 
ophores developed by ~ e c h e r , ~ ~ ~ ]  Schrnid and coworkers 

"." 
0 1 2 4 6  

PAMAM Generation 

Fig. 13 (a) Self-assembled nanoparticle-dendrimer micro- 
spheres. (b) Graph of correlation between PAMAM generation 
and interparticle spacing derived from SAXS data. 
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oxygen 
plasma 

Fig. 14 Deposition of nanoparticles in a block copolymer micelle onto a surface. (a) Subsequent removal with oxygen plasma yields 
bare nanoparticles. (b) Schematic representation showing hexagonal packing arrangement of nanoparticles. 

were able to assemble [ A u ~ ~ ( P ~ ~ P C ~ H ~ S ~ ~ H ) ~ ~ C ~ ~ ]  clus- 
ters onto poly(ethy1eneimine) (PE1)-covered surfaces 
(Fig. They found that the clusters ordered on 
the surface into the typical hexagonally close-packed 
arrangement, but they also found large domains of 
nanoparticles with an unusual cubic lattice structure. They 
attribute this high level of surface ordering to the use of 
PEI with a moderate molecular weight (60,000), which 
they believe allows the polymer to uncoil on the surface 
creating a more ordered polymer template. In this case the 
nanoparticles are packed immediately next to one another 
as there is no thick polymer sheath surrounding the nano- 
particle. There are several examples of LBL assemblies 
containing multiple layers of polymers with gold,[48-511 
semiconductor,[521 or magnetic nan~~ar t i c l e s , [~"  and the 
interested reader is directed to those references. 

Using the MTD and phosphine-functionalized norbor- 
nene block copolymers as described earlier (Fig. 8), Ng 
Cheong Chan et al. were able to form ordered surface 
assemblies of silver and gold n a n ~ ~ a r t i c l e s . [ ~ ~ I  In these 
studies the phosphine-containing block of the copolymer 
can selectively coordinate, in a "dative" fashion, to gold 
and silver coordination complexes in benzene solutions. 
Films cast from the block copolymer silver solutions 
yielded lamellar structures while those cast from the gold 
solutions gave cylinders. Thermally annealing the films 
yielded striped domains of silver, forming nanoparticles 
(2--10 nm in diameter) and spherical domains of gold 
nanoparticles (1.5-4 nm). In both cases long-range order- 
ing, occurred and the interdomain spacing was consistent 
with the length of the unfunctionalized block. This type of 
methodology was extended to the incorporation of zinc 

/ (a) hexagonal 

I (b) cubic 

Fig. 15 Poly(ethy1eneimine)-mediated assembly of sulfonated gold nanoparticles arranging into (a) hexagonal and (b) cubic- 
packed formations. 
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PS-b-PMMA 

spin coat + 

Fig. 16 Steps for creating ordered arrays of nanoclusters 
and nanowires in phase-separated PMMA-b-PS diblock copoly- 
mer films. 

and cadmium into similar norbornene block copolymers to 
form the sulfides of these metals within specific lamellar 
block copolymer micro domain^.[^^' 

More recently, Lopes and Jaeger have demonstrated 
that ultrathin films of phase-separated diblock copolymers 
can be utilized as templates allowing for the incorporation 
of metal nanoclusters with selectivity approaching 100% 
into the desired domain.[563571 In these studies metal 
vapors were allowed to permeate an ultrathin film 
consisting of laterally alternating domains of PS and 
PMMA, obtained using a PS-b-PMMA diblock copolymer 
(Fig. 16). The PS domains preferentially absorb Au and 
Ag, while the PMMA domains show preference for In, Pb, 
Sn, and Bi. Near-perfect selective absorption is observed 
for the deposition of Ag. In the cases where the deposition 
is only partially selective to one block, selectivity is ob- 
tained by annealing the system above the glass transition 
temperature of the diblock copolymer. Depending on the 
annealing protocol, distinct separate nanoparticles could 
be formed within the decorated polymer block. Alterna- 
tively, metal nanowires can be obtained by a repeated 
deposition and annealing sequence. It was shown that the 
nunowire diblock templates display linear current-voltage 
(I-V) characteristics over a wide range of conditions, 
while the nanoparticle diblocks exhibit highly nonlinear 
I-V curves. 

CONCLUSION 

Polymer-mediated assembly of nanoparticles is a versa- 
tile and effective method for the creation of nanocom- 
posite materials. The ability to chemically control both 
the polymer structure and the nanoparticle core and shell 
at the molecular level provides access to a wide variety 
of resulting materials with tunable properties. This com- 
binatorial approach, coupled with the uealth of structures 
that can be obtained through self-assembly, makes 
polymer-nanoparticle composites potentially useful for 
a variety of applications. Nanoparticle chemistry and 
polymer self-assembly are still emerging disciplines and 
as such we are just beginning to learn the rules that 
govern their assembly. As we learn these rules and begin 
to put them to the test, both the complexity and the 
resulting utility of nanoparticle-polymer composites will 
increase dramatically. 
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INTRODUCTION 

The rapid development in the chemistry of nanoparticles 
over the past 20 years has driven tremendous advances in 
the field. While there remains significant interest in the 
use of nanoparticles as fillers in polymer materials to 
enhance physical and mechanical properties, many are 
now engaging in research efforts that focus on precise 
structures of nanoparticles in polymers, including their 
assembly in arrays and along interfacial boundaries. The 
combination of precise organic chemistry on nanoparticle 
materials has led to developments in the growth of 
polymers from nanoparticle surfaces, allowing one to 
tailor the properties of the particles by the choice of 
polymer and its inherent functionality. Such nanoparticle- 
polymer composite materials are generating interest in 
several applications, including electronic and optical 
materials, based on the properties of metallic and semi- 
conductor particles used. In addition, efforts in catalysis 
are under way using nanoparticles in polymer scaffolds. 
These and other topics form the basis of this review ar- 
ticle, which will start in the next section with a brief 
account of early studies in the field, and progress from 
clay-based composites to metallic- and semiconductor- 
based nanoparticle-polymer composites. 

NANOPARTICLES IN POLYMERS: FROM 
CLAY TO SEMICONDUCTORS 

The integration of nanoparticles into polymers is of 
significant theoretical and experimental interest, with a 
rich history in the polymer and engineering communities. 
Inorganic fillers have been used for some time in 
conjunction with organic polymer materials, largely in 
an effort to enhance the physical and mechanical 
properties over those of the polymers alone. In the mid- 
19th century, research efforts by Charles and Nelson 
Goodyear, pioneers in the chemistry of rubber, showed 
that vulcanized rubber can be toughened significantly by 
the addition of zinc oxide and magnesium sulfate.['-31 In 
the early 1900s, Leo Baekeland investigated the use of 

silicate clay in phenolic resins that helped Bakelite", the 
first mass-produced synthetic polymer composite, become 
a commercial success.['41 Many additional commodity 
materials have been developed based on the enhanced 
properties that result from filling rubber with clay.['] More 
recently, it was found that rubber particles embedded in 
nylon and other polymer matrices afford composites with 
outstanding impact re~istance.~~' These are among the 
many examples of composite materials on which new 
research efforts have been constructed. These efforts have 
focused on the integration of a variety of nanoscopic ma- 
terials into polymers and the impact of these composites 
over a broad spectrum of applications, from engineering 
plastics to electronic materials to biotechnology. 

There is no question that nanotechnology is revolu- 
tionizing the scientific approach across many disciplines, 
including chemistry, biology, materials science, engineer- 
ing, and theory.[7p101 For example, research centered on 
nanoscopic materials extends from the semiconductor in- 
dustry, where the ability to produce nanometer-scale fea- 
tures leads to faster and less expensive 
to biotechnology, where, e.g., luminescent nanoparticles 
are extremely interesting as b i~~robes . "~ - '~ '  Tremen- 
dous advances in characterization technology is a com- 
mon thread through all disciplines in nanotechnology, 
where nanoscopic objects and materials can be visualized 
with greatly improved resolution relative to only 10-15 
years ago. Fig. 1 illustrates a few examples of "nanoma- 
terials" with dimensions of 1 micron and less. In the 
nanoparticle-polymer area, current efforts now reach 
far beyond (or below) the use of micron-sized particle 
fillers (e.g., layered silicates) and into very small metallic 
and semiconductor nanoparticles as small as 1-2 nm 
in diameter. 

This article will highlight recent research in the area of 
polymer-nanoparticle composites, focusing especially on 
preparative techniques that afford well-dispersed nano- 
con~posites, because such dispersion is a major target in 
the field. A leading discussion of clay-based nanocom- 
posites will be followed by a focus on metallic and 
semiconductor-based hybrid materials. The use of poly- 
mers as a means to provide exquisite order to nanopar- 
ticles will be described, based on the ability of polymer 
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materials to assemble into nanostructures. Finally, poten- 
tial applications of polymer-nanoparticle composites will 
be discussed, with a special focus on the use of dendritic 
polymers and nanoparticles for catalysis. 

Clay-Nanoparticle Polymer Composites 

The use of clay (i.e., hydrated silicates of aluminum) in 
combination with polymer materials can provide signifi- 
cant advantages in physical properties relative to the 
polymers alone.['71 Early discoveries in this area de- 
scribed blends of layered silicate nanoparticles with 
nylon-6 to afford composites with greatly enhanced 
thermal and mechanical properties."8-201 Further ad- 
vances in such composites in terms of melt processing 
allow these materials to be prepared in the absence of 
organic solvents.[211 Manias and coworkers have devel- 
oped polypropylene-montmorillonite composites by vary- 
ing the volume fraction of montmorillonite nanoparticles 
and varying block lengths of polypropylene-styrene or 
polypropylene-poly(methylmethacry1ate) copolymers to 
probe mechanical and thermal properties.[221 For example, 
a 3% inorganic loading into polypropylene gave a 30% 
increase in Young's modulus and a 30°C increase in heat 
deflection temperature when compared to native polypro- 

pylene. In addition, there is significant ~nterest in the fire- 
retardant properties of polymer-clay nanocomposites, as 
integration of clay into the structure inhibits the inherent 
flammability of most organic-based polymers.~231 

Significant challenges are associated with blending 
polymers and nanoparticles to afford homogeneous, well- 
dispersed inorganic material within the polymer. In order 
for dispersion to be achieved, the entropic penalty 
associated with addition of the nanoparticles must be 
balanced by favorable enthalpic interactions. Typical 
polymer-clay hybrids composed of layered nanoparticles 
(silicates, talc, and mica) are aggregated to some degree, 
as the immiscibility of clay in the polymer leads to a very 
close proximity of sheets to one another.[241 The degrees 
of dispersion in these composites are referred to 
as unmixed (highly aggregated), intercalated (minimally 
aggregated), and exfoliated (well dispersed). In the 
intercalated case, polymer chains interpenetrate stacked 
silicate layers with small separation distances (few 
nanometers) between the layers. In the exfoliated or 
delaminated morphology, the silicate layers are well 
dispersed within the polymer matrix (Fig. 2). When polar 
polymers are used, exfoliation can be achieved by the 
addition of a surfactant to the material. typically a long- 
chain alkylammonium salt. However, for nonpolar 

Unmixed Intercalated Exfoliated 

Fig. 2 Depiction of three types of clay-polymer hybrid materials showing different levels of particle dispersion. 
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polymers such as poly(ethy1ene) and poly(propylene), the 
addition of a surfactant is not sufficient to overcome the 
entropic penalty; thus a functional comonomer such as 
methyl methacrylate must be incorporated into the 
nonpolar polymer to allow nanoparticle dispersion within 
the matrix.[221 Advances in processing have also led to 
decreased aggregation in clay-polyethylene materials, 
such as the use of supercritical C 0 2  during polyethylene 
extrusion.r25326' Because the physical properties of these 
composites depend on the ability to produce controlled 
intercalation or exfoliation, the interest in small mole- 
cule and polymeric additives tuned to this target is grow- 
ing significantly. 

Recent studies by Balazs and coworkers describe 
models based on self-consistent field theory to determine 
the interactions needed to allow polymer chains to 
penetrate nanoparticle layers or sheets, leading to a 
further increase in the composite's physical properties.r271 
Their findings indicate that the introduction of small 
amounts of functionalized polymers to the homopolymer 
system will greatly increase the thermodynamic stability 
of the clay-polymer composite and increase the degree of 
intercalation or exfoliation in the system. Based on these 
and other findings, a much research has been dedicated to 
optimizing the properties of these clay-polymer systems 
based on blend ratio, degree of cross-linking, curing 
behavior, and size and dispersity of the n a n ~ ~ a r t i c l e s . [ ~ ~ ]  

Composites of Polymers with Metallic and 
Semiconductor Nanoparticles 

Related to research efforts in clay-nanoparticle composite 
materials are efforts to integrate metallic and semicon- 
ductor nanoparticles into polymer materials. While targets 
such as controlled dispersion and self-assembly parallel 
those of the clay-based materials, the metal and semicon- 
ductor-based composites offer clearly distinct materials in 
that electronic, magnetic, and optical properties offered by 
the particles are now present. For example, nanoparticles 
composed of gold, cobalt, palladium, copper, and cadmi- 
um selenide are of great interest for their potential role in 
nanotechnology applications.129-341 Nanoparticles such 
as these are generally synthesized by "bottom-up" 
chemistry that affords nanoparticles with narrow size dis- 
tributions. Very small nanoparticles (i.e., <10 nm) are 
especially interesting for the quantum confinement effects 
inherent in particles of that size.[29330,351 Semiconductor 
nanoparticles such as cadmium selenide and cadmium 
telluride are of special interest because of their narrow (ca. 
20-25 nm FWHM) and tunable (based on size) fluores- 
cence emission ~ a v e l e n ~ t h s . [ ~ ~ ' ~ ~ ]  Key to the behavior of 
these nanoparticles is their organic ligand shell that 
provides a protective encapsulating layer to prevent 
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Fig. 3 Representation of nanoparticles passivated by organic 
ligands. 

aggregation and oxidative or chemical degradation, all 
of which serve to diminish or destroy the nanoscopic 
integrity and properties of the nanoparticles (Fig. 3). 

To provide dispersion of these organic-capped nano- 
particles in a polymer matrix, there must be favorable 
interactions between the nanoparticle ligands and the 
polymer environment. Several approaches have been 
investigated, such as I )  mimicking the nanoparticle ligand 
coverage with side chains on the polymer structure; 2) 
preparing polymers that contain ligands to bind to the 
nanoparticles; 3) the attachment of polymers to the 
nanoparticles by functionalized chain-ends, also known 
as "grafting-to"; and 4) the attachment of polymerization 
initiators to nanoparticle surfaces, followed by polymer 
growth from outward from the surface, also known as 
"grafting-from." Method 4 is proving to be an excellent 
approach whereby a high density of initiators can be 
attached to nanoparticles, and a diverse range of mono- 
mers can then be grown off the particles; this will serve as 
the focus of the next section. 

POLYMER GROWTH FROM 
NANOPARTICLE SURFACES 

Functionalization of nanoparticles with polymer chains 
opens new avenues in nanostructured materials and com- 
posites by tailoring the interactions of the nanoparticle 
with its environment based on the properties of the polymer 
encapsulant. This concept may be used to introduce an 
enormous diversity of chemical functionality into com- 
posite systems that can be used directly, or modified fur- 
ther. This chemical functionality can be tailored to provide 
specific solubility or miscibility, or used for further cou- 
pling chemistry, e.g., to reactive surfaces. 

There are two general methods used for attachment 
of polymers to nanoparticle surfaces. The first is cou- 
pling of end-functionalized polymers onto the surface of 
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nanoparticles in a "grafting-to" approach. Although this 
procedure is commonly used because of the simplicity of 
the approach, less than optimum grafting density may 
result, because of the steric shielding that arises on place- 
ment of each successive polymer chain onto the nano- 
particle. Some recent examples using this "grafting-to" 
method include thiol-functionalized polystyrene (PS) 
grafted to gold nan~~a r t i c l e s , [~~ ]  pyridine-functionalized 
poly(ethy1ene glycol) grafted to CdSe nan~~a r t i c l e s , [~~ ]  
thiol-functionalized poly(capro1actone) grafted to CdS 
nan~~a r t i c l e s , [~~ '  and a variety of copolymers with end- 
thiol functionality, including water-soluble particles, for 
stabilization of gold nan~~a r t i c l e s . [~~ '  

The second method used to connect polymers and 
nanoparticles involves polymerization from the nanopar- 
ticle surface, using nanoparticles functionalized appropri- 
ately with polymerization-active ligands. The appeal of 
this "grafting-from" method is derived from the facile 
attachment of small molecules to the nanoparticle surface 
relative to chain-end functionalized polymers, and the 
ability to subsequently grow a compact shell of polymers 
outward from the surface. Critical to this "grafting-from'' 
process is the compatibility of the nanoparticle with the 
polymerization conditions chosen, such that neither the 
attachment of functional ligands nor the polymerization 
process appreciably alters the fundamental features of the 
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nanoparticles. Although these requirements pose a con- 
siderable challenge, much progress has been made in 
recent years. It should be noted that nanoparticle surfaces 
differ from flat surfaces as substrates in the "grafting- 
from" process, as higher surface curvature of the spheri- 
cal nanoparticle can reduce steric crowding during chain 
growth, which may lead to more effective polymerization 
from the nanoparticles. 

Polymerization techniques utilized in the "grafting- 
from" method include controlled radical polymerization, 
"living" anionic polymerization, and ring-opening me- 
tathesis polymerization  ROMP).'^" Optimum control 
over the properties of these composites can be achieved by 
varying the type of nanoparticle and by adjusting the 
composition, molecular weight, and functionality of the 
attached polymer shell. ROMP is proving to be especially 
useful in grafting from nanoparticles, due in part to the 
excellent chemical tolerance of the ruthenium-based cat- 
alysts used in ROMP, and the mild conditions under 
which they perform. Watson and coworkers recently re- 
ported the surface functionalization of gold nanoparticles 
with polymerizable moieties that were used to prepare 
nanocomposites by  ROMP.'^'' This was accomplished 
by functionalization of gold nanoparticles with l-mer- 
capto- 10-(exo-5-norbornen-2-oxy)decane, where the 
thiol group binds to the gold surface, and a ROMP-active 

I)  Grubbs' catalyst 

2) Cyclic olefins 

Fig. 4 Schematic representation of the preparation of polyolefin-functionalized gold (left) and CdSe (right) nanoparticles by ring- 
opening metathesis techniques. (View this art in color at www.dekker.com.) 
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functionality is left available for polymerization. bis(Tri- 
cyclohexylphosphine)benzylidine ruthenium dichloride 
(i.e., first-generation Gmbbs catalyst) was used as a sur- 
face-immobilized ROMP catalyst, and a ferrocene-sub- 
stituted norbornene was then polymerized from the 
nanoparticle surface (Fig. 4). The "living" nature of this 
ROMP method was demonstrated by the preparation of 
block copolymers from the gold surface, using two dif- 
ferent ferrocene esters. Cyclic voltammetry of the 
composite exhibited two distinguishable waves charac- 
teristic of oxidation/reduction of the different ferrocenyl 
moieties. From the integrated current associated with 
these waves, a copolymer composition of 1.4: 1 [poly(exo- 
5-norbornen-2-yl-ferrocenecarboxylate):poly(exo-5-nor- 
bornen-2-yl-ferroceneacetate)] was calculated. 

Recently, Skaff and coworkers applied the "grafting- 
from" concept to semiconductor nanoparticles, using ca. 
3-nm CdSe nanoparticles and cyclooctene-based mono- 
m e r ~ . ' ~ ~ '  This involved the synthesis and use of a new 
ligand for CdSe, p-vinylbenzyl-di-n-octylphosphine ox- 
ide, prepared from di-n-octylphosphine oxide and 4- 
vinylbenzyl chloride. This ligand is first used to function- 
alize the nanoparticles, followed by metathesis chemistry 
of the vinyl moiety with Gmbbs' catalyst (generation 1)  to 
afford a macroinitiator that is suitable for polymerization 
of cyclic olefins (Fig. 4). For example, cyclooctene was 
polymerized outward from the surface of the macroini- 
tiator nanoparticle, and excellent particle dispersion was 
observed in the resulting poly(cyc1ooctene)-CdSe hybrid 
material. In addition, other cyclic olefins such as exo-7- 
oxanorbornene-2,3-dicarboxylic anhydride and exo-N- 
ethyl-7-oxanorbornene-2,3-dicarboxylimide proved appli- 
cable to this approach, and it is expected that many other 
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cyclic olefins could be polymerized from this versatile 
nanoparticle-based macroinitiator. 

Jordan and coworkers used o-functionalized self- 
assembled monolayers of thiolates on gold nanoparticles 
to initiate living cationic ring-opening polymerizations of 
2-oxazoline  monomer^.'^" N,N-di-n-Octadecylamine was 
introduced as a terminating agent to provide a hydropho- 
bic region and thus afford an amphiphilic polymer shell 
around the gold core. A schematic illustration of the 
preparation of such nanoparticles is given in Fig. 5.  
Tethered polymers were liberated from the nanoparticles 
by using NaCN solution and analyzed by matrix-assisted 
laser desorption ionization time-of-flight (MALDI TOF) 
mass spectrometry. These polymerizations were observed 
to proceed in a living fashion, as judged from the linear 
relationship between molecular weight of the grafted 
polymer after cleavage from the nanoparticle surface and 
reaction time. 

Surface-initiated anionic polymerization from nano- 
particle surfaces has also been reported, e.g., using 
1,l -diphenylethylene with a chlorosilane end group to 
functionalize silica nanoparticles, followed by anionic 
polymerization of styrene (Fig. 6).'441 Although the 
molecular weight distributions (M,IM, = 1.2-1 3) of the 
surface-bound polymers were broader than typical 
solution anionic polymerization, this is a rare example 
where living anionic polymerization is performed on 
nanoparticle surfaces; it will be interesting to see the 
progress in this area in terms of which nanoparticle 
con~positions can be used in conjunction with the 
living anionic chemistry. 

Atom transfer radical polymerization (ATRP) is among 
the most extensively exploited methods for polymer 

Fig. 5 Reaction scheme of gold-nanoparticle-initiated cationic polymerization of 2-substituted oxazolines. 
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Fig. 6 Schematic representation of polymer growth from nanoparticle surfaces by anionic polymerization (left) and atom transfer 
radical polymerization (right). (View this art in color at www.dekker.com.) 

styrene 

growth from nanoparticle surfaces. Recent studies on 
ATRP from and core-shell CdS/Si02 nano- 
particles[481 have demonstrated the ability to grow well- 
defined PS or poly(methylmethacry1ate) (PMMA) layers 
from these modified inorganic surfaces. In these studies, 
some interesting effects of nanoparticle size were 
reported. In the case of 75-nm-diameter silica nanoparti- 
cles, good molecular weight control of PS was observed. 
However, the growth-from method on larger silica 
nanoparticles (300-nm diameter) did not show character- 
istics of a living polymerization. This was attributed to the 
high ratio of monomer to initiator per unit mass of silica 
used in the latter case. However, in each case the CdS/ 
SiOz nanoparticles were dispersed throughout the poly- 
mer, with no signs of aggregation. 

Other examples of the preparation of polymer-attached 
particles by "grafting-from" ATRP methods were re- 
ported by Hallensleben and coworkers.[493s01 In this case, 
tris(2-dimethy1aminoethyl)amine was used as the ATRP 

ligand, which enabled the polymerization to proceed at 
room temperature (Fig. 6). This low reaction temperature 
has the advantage of suppressing side reactions, such as 
desorption of thiol-functionalized ATRP initiators from 
the gold surface, and thermal initiation of n-butylacrylate 
monomer.[501 Gold nanoparticles had varying numbers of 
the polymer chains, which resulted in a relatively broad 
molecular weight distribution, as judged by the gel 
permeation chromatography (GPC) trace of poly(n-butyl- 
acry1ate)-grafted gold nanoparticles. 

An interesting approach to prepare silica nanoparticle- 
polymer hybrid materials has been demonstrated by Mori 
et al., where a hyperbranched polymer t HBP) was grown 
from the particle surface.[s11 Typical hyperbranched 
polymerizations that proceed by polycondensation chem- 
istry would result in cross-linked networks when per- 
formed in the presence of functionalized nanoparticles 
that participate in the chemistry. However, in this case 
self-condensing vinyl polymerization[521 of an acrylic 
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"inimer" was used, where the inimer functions as both a 
monomer and an initiator. This inimer is designated as 
"AB*," where A is a vinyl group and B* is a functional 
group that can be transformed to an active center capable 
of initiating polymerization. Bulk polymerization of the 
inimer, 2-(2-bromopropionyloxy)ethyl acrylate, with the 
silica nanoparticles functionalized with 2-bromoisobu- 
tyryl fragment (B*) was performed via ATRP, resulting in 
the formation of HBP shell on the silica surface (Fig. 7). 
These efforts are promising for providing diverse polymer 
architecture to nanoparticle-based composites, because 
HBPs have distinctive chemical and physical properties 
due to their globular shape and many end groups. This 
may also provide a rapid alternative to the synthesis of 
dendrimer-nanoparticle hybrid materials, which require 
the tedious dendritic synthesis.1533541 

ORDERED ASSEMBLIES OF 
NANOPARTICLE-POLYMER COMPOSITES 

Well-ordered nanoparticles within polymers are expected 
to provide access to new materials that combine the 
unique physical properties of the particles with the 

AB* AB* 
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AB* AB* 

superior processibility of the polymers. The ability to 
control the assembly of nanoparticles in materials prom- 
ises advances in information storage, nanoelectronics, and 
quantum computing. A variety of nanoparticle assembly 
methods are under investigation, e.g., into superlattice 
structures reported by Murray and Bawendi for CdSe 
nanoparticles with aliphatic ligands of various size.[337551 
These highly ordered structures are prepared by slow 
crystallization to give ordered nanoparticle assemblies 
with remarkably few defects. 

Theoretical models of Balasz and coworkers are 
addressing the impact of nanoparticles on phase separa- 
tion in A-B diblock copolymers.r32~56-5g1 Th ese calcula- 
tions are driven by a combination of self-consistent field 
theory, which is preferred for diblock copolymers, and 
density functional theory, which is optimal for studying 
ordered colloidal particles. The theory accounts for key 
parameters such as nanoparticle size, chain length of the 
polymer blocks, and the relevant interaction parameters, 
including those between nanoparticles and polymer A, 
nanoparticles and polymer B, and polymer A with 
polymer B. These models show that nanoparticles can 
be directed to the center or the edges of phase-separated 
lamella or spherical domains by choosing systems with 
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Fig. 7 Schematic representation of self-condensing vinyl polymerization of AB* inimer from functionalized silica nanoparticles. 
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the appropriate parameters. The increased complexity of 
the system that results from placing ligands on the 
nanoparticles would certainly have an impact on the 
outcome of these calculations. 

A report by Fogg et al. in 1997 on nanoparticle- 
polymer assemblies was one of the early papers to address 
specific polymer-nanoparticle interactions to promote 
assembly in phase-separated systems.[591 In this study, a 
diblock copolymer was prepared by ROMP, where one of 
the blocks contained phosphine or phosphine oxide 
moieties as nanoparticle ligands. This diblock copolymer 
was annealed in the presence of CdSe nanoparticles, 
resulting in polymeric phase separation and the nearly 
exclusive presence of the nanoparticles within the func- 
tionalized block, as shown by transmission electron 
microscopy (TEM) analysis, and illustrated schematically 
in Fig. 8. 

Several research groups have recently been active in 
the field of polymer-nanoparticle composites and as- 
semblies. Rotello and coworkers have been active in 
self-assembly of gold nanoparticles that are functional- 
ized with ligands that contain recognition 
Specifically, gold nanoparticles were synthesized with 
aliphatic thiols containing a specific hydrogen bonding 
sequence, specifically triazine and diaminopyridine 
derivatives. When these nanoparticles are blended with 
a polymer or block copolymer containing the comple- 
mentary hydrogen bond sequence recognition of the two 
components drives the self-assembly process. Several 
other methods have been reported for producing ordered 
assemblies of polymers and nanoparticles. For example, 
Kotov and coworkers have prepared "nanorainbows" 
using a multilayer where a thin polymer 
film of poly(diallyldimethylammonium chloride) con- 
taining cadmium telluride nanoparticles is deposited onto 
a quartz slide. Subsequent deposition of larger cadmium 
telluride nanoparticles with progressively longer wave- 
lengths (e.g., yellow, orange, and red) were then depos- 
ited in layer-by-layer fashion. This resulted in a 
multilayer film that has a color gradient oriented normal 

31 ymer. 

to the surface, a material of interest in photonic and 
electronic devices. 

Recent work by Lopes showed self-assembly of 
various nanoparticles (e.g., gold, silver. indium, and lead) 
within a PS-PMMA diblock copolymer matrix under 
nonequilibrium conditions.[631 Under appropriate anneal- 
ing conditions, the polymer matrix mill phase separate 
into an ordered lamella structure with the nanoparticles 
residing exclusively in the polystyrene phase because of 
the more favorable gold-polystyrene interactions. At 
loadings of 30% gold particles, the polystyrene blocks 
are capable of conducting an electric charge, essentially 
converting the polystyrene segments into nanowires. Yuan 
and coworkers have studied amphiphil~c triblock copoly- 
mers, such as poly(ethy1ene oxide-b-propylene oxide-b- 
ethylene oxide) as scaffolds for nanostructured silica.[641 
When cast from an acidic ethanol solution containing 
tetraethoxysilane (TEOS), a silica precursor, the copoly- 
mer undergoes phase separation to afford an assembly of 
polymer cylinders. The hydrophilic poly(ethy1ene oxide) 
and TEOS form the periphery, and the hydrophobic 
poly(propy1ene oxide) is found at the center of the 
cylinders. The nanostructured silica is formed by calcina- 
tion of the TEOS, yielding a hollow silica cylinder with a 
wall thickness of ca. 4 nm. 

A different approach to nanoparticle assemblies was 
reported by Misner and coworkers using templates 
prepared from diblock copolymers.[65' These templates 
consist of a cylindrical PMMA phase a ithin a PS matrix, 
where the cylinder diameter is of the order of 15- 
20 nm.[669671 CdSe nanoparticles were driven into these 
cylinders by capillary forces present on withdrawal of 
the templates from dilute solutions of CdSe nanocrystals 
(Fig. 9). This method is quite promising in that nanopar- 
ticle coverage in the template was shown to be approx- 
imately 70% by TEM (i.e., 70% of the cylinders are filled 
with nanoparticles), and conditions were developed to the 
point where >95% of the nanoparticles reside in the 
cylinders rather than on the PS matrix. Solid-state 
fluorescence measurements of these templates showed 
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Fig. 9 Nanoparticle-filled templates prepared from self-assembled diblock: copolymers are used to direct the assembly of nanoparticles. 
(View this art in color at www.dekker.com.) 

that the nanoparticles retained their fluorescence through- 
out the assembly and substrate removal (acid etching) 
process, and that fluorescence intensity could be con- 
trolled by changing the concentration of solution into 
which the templates were dipped. New deposition 
methods currently under investigation are expected to 
produce templates with complete coverage.1681 

A novel technique for controlling the location of 
nanoparticles has been demonstrated by Firestone and 
coworkers.[691 This report shows that by controlling the 
surface characteristics of silver nanoparticles, one can 

control their location within a multitier phospholipid 
bilayer system. Particles that are passivated by lithium 
dodecyl sulfate reside entirely in the aqueous layer, while 
alkyl derivatized particles are in the hydrocarbon portion 
of a lipid bilayer. The use of underivatized silver particles 
results in assembly at the lipid-water interface (Fig. 10). 
The authors suggest that the particle interacts with the 
poly(ethy1ene oxide) (PEO) chains that have been grafted 
to some of the surfactant molecules. These hydrophilic 
polymer chains extend from the bilayer into the aqueous 
phase, and passivate the bare silver particles. Interestingly, 

lipid based i alkane-thiol 
gel layer particles 

*\ underivatized 

aqueous 
layer 

+ particles 

urfactant-passivated 
particles 

grafted PEG 
chains 

Fig. 10 Schematic representation of a lipid-based gel with selective nanoparticle placement that depends on the nanoparticle ligand 
environment. 
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it has been shown by small-angle X-ray scattering that 
these particles do not aggregate within the fluid, leaving 
their unique optical and electronic properties intact. 

NANOPARTICLE-POLYMER COMPOSITES 
FOR CATALYSIS 

Catalytic methods are of vital importance in the chemical 
and petroleum industries. Catalysts represent the oldest 
commercial application of nanoparticles, typically con- 
sisting of small metal particles, often in the nanometer 
size regime, that are dispersed on a microporous oxide. 
Many studies on the catalytic properties of metal surfaces, 
such as platinum,170.711 nickel,[721 and molyb- 

have been explored since the 1920s.[~~] 
Catalytic processes are greatly affected by the com- 

plexity of catalyst surface composition and structure. The 
catalytic efficiencies of metals increase dramatically with 
increasing surface-to-volume ratio; thus nanoparticles 
have inherent advantages. As the high surface energy 
associated with nanoparticles leads to aggregation, the use 
of surface-confined stabilizers has been induced. Ideally, 
these stabilizers should possess rather weak surface 
activity, as strong adsorption would diminish significantly 
the catalytic activity. Protective stabilizers can influence 
not only the stability of the catalyst but also the catalytic 
properties by creating specific environments around the 
active sites. 

Aside from the conventional commercialized catalytic 
processes, there have been some very interesting recent 
studies on nanoparticles in catalysis of organic reactions. 
For example, El-Sayed reported that Pd nanoparticles 
stabilized by poly(N-vinyl-2-pyrrolidone) (PVP) efficient- 
ly catalyze Suzuki cross-coupling reactions in aqueous 
medium.[781 Successful coupling of arylboronic acids to 
aryl iodides gave reasonably high yields even though the 
Pd particles precipitated during the reaction. The reaction 
rate was observed to depend on the Pd concentration in a 
linear fashion, indicating that catalysis occurs on the 
Pd surface. Hydroxyl-terminated poly (amido amine) 
(PAMAM) dendrimers and polystyrene-b-poly(sodium 
acrylate) were also reported to be efficient stabilizers for 
the Pd nanoparticles in the Suzuki reactions between 
phenylboronic acid and i~dobenzene.[~~] Overall, the 
careful choice of the type of stabilizer, metal precursors, 
as well as reaction conditions can lead to the preparation 
of the desired catalyst system. 

Dendrimers have been recognized as suitable hosts for 
metal nanoparticles for a variety of reasons. Their 
uniform composition and three-dimensional structure 
provides a homogeneous environment for the particles, 
whereas their periphery of terminal end groups can be 
controlled in terms of functionality to control solubility 

and allow for catalyst recovery. Substrate selectivity can 
be affected by the size and polarity of the terminal groups, 
and the size of the host dendrimer can be varied sys- 
tematically through well-defined growth chemistry that 
affords dendritic macromolecules with precise structures 
and molecular weights. 

Dendrimers have been used as both templates and 
stabilizers for nanoparticles, and have been found to 
effectively impede their aggregation. In some cases, 
nanoparticles are confined within the host dendrimer by 
steric effects, without significant surface passivation. 
Metal nanoparticles can be sequestered within dendrimers 
by adsorbing suitable precursor metal ions into the 
template dendrimer and subsequently reducing the com- 
posite (Fig. 11). Several systems have been explored with 
dendrimers, e.g., in the group of Crooks dendrimer- 
encapsulated metal nanoparticles were prepared in fluor- 
ous media, leading to easy separation and recycling of the 
catalyst. Chechik and Crooks describe a case where Pd 
nanoparticles in PAMAM dendrimers were complexed 
with carboxylic end groups of perfluoropolyethers in 
fluorous solvents.r801 Hydrogenation of various alkenes, 
including I-hexene and methylacrylate, was performed to 
assess the catalytic activity of the system. Pd4endrimer 
nanocomposites were observed to be catalytically active 
without appreciable loss of activity after 12 cycles. The 
wide range of turnover frequency numbers was observed 
exhibiting the possibility of selective hydrogenation; 
more polar substrates were hydrogenated faster because 
of the hydrophilic interior of the dendrimer that pro- 
motes contact between the metal nanoparticles and the 
polar substrates. 

Yeung and Crooks also presented examples of carbon- 
carbon bond formation in biphasic fluorous/organic 
solvent systems catalyzed by dendrimer-encapsulated 
nan~~a r t i c l e s . [~ '~  The perfluorinated polyether-derivatized 
poly(propy1ene imine) (PPI) dendrimers containing Pd(0) 
nanoparticles effectively catalyzed Heck couplings of aryl 
halides with n-butylacrylate. Because PPI dendrimers are 
more stable at elevated temperatures than PAMAM 
dendrimers, they are better suited for the Heck reaction, 
which requires high temperatures and long reaction times. 
Whereas the selectivity for the production of n-butyl- 
trans-formylcinnamate was previously reported to be in 
the 74-98% range in the absence of the dendritic 
stabilizer,[821 the PPI-Pd(0) catalyst provides 100% 
selectivity for the trans isomer. This result suggested that 
the sterically confined environment of the dendritic 
interior may impart regioselectivity.[8'841 It should be 
noted that the activity of catalysts can also be influenced 
by the dendrimer size. Equal amounts of metal nanopar- 
ticles of nearly the same particle size could be prepared 
within dendrimers of varying generations. A fifth-gener- 
ation dendrimerlPd(0) catalyst gave substantially greater 
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Fig. 11 Schematic illustration of the synthesis of metal nanoparticles within a dendrimer template. 

product yield than the fourth-generation catalyst, which 
Crooks attributes to the larger dendrimer host that provides 
a less confining space for the Pd nanoparticles, resulting in 
easier access of substrate to the particle.[811 

Dendrimer-nanoparticle composites have been used 
in conjunction with supercritical C02, an alternative to 
hydrocarbon solvents, and a "greener" approach to catal- 
ysis with nanoparticles. Crooks has previously shown that 
Pd nanoparticles, encapsulated by PPI dendrimers having 
covalently grafted perfluorinated-polyether chains, were 
easily solubilized in this supercritical medium without 
requiring perfluorinated ligands or toxic solvents.1841 
Whereas the standard Pd-catalyzed Heck coupling be- 
tween iodobenzene and methylacrylate resulted in the cis- 
and/or trans-cinnamate product, the C02-soluble Pd-based 
nanocomposite exclusively produced methyl 2-phenyl- 
acrylate. The high selectivity is presumably related to 
both the steric environment of the dendrimer template and 
the properties of supercritical C 0 2  because the same den- 
drimer-encapsulated Pd(0) yielded only the trans-cinna- 
mate product using organic/fluorocarbon solvent system 
instead of supercritical co2 .@'  ' 

Amphiphilic block copolymers have been used for the 
stabilization of metal n a n ~ ~ a r t i c l e s . [ ~ ~ - ~ ~ ~  They are ver- 
satile components for polymer-metal systems because 
they can offer several options for tuning the system in 
catalytic applications. PS-b-PMMA and PS-h-PEO block 
copolymers were observed to be suitable for controlling 

both metal size and size distribution. The catalytic 
activities of the palladium and platinum nanoparticles 
stabilized by block copolymers were tested by hydrogena- 
tion of cyclohexene, which provided 100% conversion. 
The nanoparticle morphologies and catalytic activities 
were strongly dependent on many factors, including the 
type and ratio of polymer blocks, choice of metal 
precursor type, and the reduction method and conditions. 
These findings suggested that amphiphilic block copoly- 
mers could offer a tremendous versatility to the design of 
tailored catalysts. 

Galow and coworkers have reported electrostatic- 
mediated assembly of highly reactive heterogeneous 
catalysts in which mixed monolayer protected clusters 
(MMPCs) were used as both building blocks and active 
catalysts.'891 Catalysts were formed through calcinations 
of the mixture of palladium colloid and silica-polymer 
aggregates (Fig. 12). A series of hydrogenation reactions 
and Heck reaction were performed and substantially high 
catalytic ability was observed. In the case of the Heck 
reaction between nitroarene and styrene, only 0.045 mol% 
of Pd was required to show a dramatic improvement over 
commercial counterparts. 

The fabrication of nanoparticle-based templates that 
exhibit site-isolated nanoparticles in long-range ordered 
arrays may be ideal for some catalytic applications; 
thus future efforts in catalysis will be directed toward 
constructs as described in Fig. 9 above. Such studies, 
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Fig. 12 Formation of palladium and silica nanoparticle catalysts directed by the interactions of functionalized polymers and 
nanoparticles. (View this art in color at www.dekker.com.) 

performed previously with CdSe nanoparticles, should 
translate well to other nanoparticle systems studied in 
catalysis. Because selectivity is not understood as well as 
activity, future research should focus on achieving 
exceedingly high selectivity for the desired product. 
Through systematic variation of particle size and inter- 
particle distance by using block copolymer templates with 
different molecular weight, structural ingredients respon- 
sible for selectivity of catalyst may be investigated in the 
near future. 

CONCLUSION 

In summary, it is clear that nanoparticle-polymer com- 
posite materials are playing an increasingly important role 
in nanotechnology. This article has summarized only a 
few of the many outstanding achievements in the field. As 
our ability to prepare and assemble these composites 
continues to improve, the specificity of the applications 
that can be addressed will increase accordingly. Never- 
theless, progress to date has been most impressive, and all 
indications point toward further growth in the future. 
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INTRODUCTION 

The purpose of this chapter is to review the progress 
toward the preparation of polypropylenelclay and ther- 
moplastic olefinklay nanocomposites. Further, the struc- 
ture and properties of these type of nanocomposites are 
discussed and, where possible, structurelproperty rela- 
tionships are described. Lastly, the progress toward the 
achievement of commercially viable nanocomposites of 
this type is assessed. 

Polyolefins account for about 185 billion pounds per 
year or about 50% of the total worldwide plastic's in- 
dustry production. Polypropylene (PP) accounts for about 
20% of this total or 74 billion pounds per year production. 
Therefore polypropylene is one of the most widely used 
thermoplastics not only because of its balance of physical 
and mechanical properties, but also because of its envi- 
ronmental friendliness (e.g., recyclability) and low cost. 
The most common type is isotactic PP, while syndiotactic 
PP is a minor contributor to the PP market. Polypropylene 
has an attractive combination of low density, high stiff- 
ness and toughness, and heat distortion temperature above 
100°C, which endows it with extraordinary versatility of 
properties and applications ranging from molded parts to 
films and fibers. Innovative catalyst and process tech- 
nologies have significantly simplified its production, 
resulting in the minimization of catalyst residues, waxy 
byproducts, and low stereoregularity components, by the 
use of high activity and highly stereoselective catalysts, 
such as Ziegler-Natta and metallocene catalysts. Highly 
energy-efficient processes, such as gas phase and liquid- 
pool processes, have minimized the need for solvents. 
Polypropylene offers ready means for recycling by 
remolding or feedstock recovery or by recovery of its 
energy content in power plants and steel mills. It has also 
continued to make inroads into the engineering plastics 
markets by replacing more expensive and less environ- 
mentally friendly resins. The addition of mineral fillers to 
polypropylenes has widened its sphere of applications by 
enhancing its stiffness properties. However, the con- 
comitant effect is typically a decrease in toughness 
properties because the inorganic filler particles act as 
stress concentrators. 

Montmorillonite (mmt) is the most common clay 
mineral used in polymerlclay hybrids and is composed of 

an octahedral alumina sheet sandwiched between two 
tetrahedral silica sheets. The anionically charged sheets, 
or clay platelets, are strongly held together by cations, 
such as Na+, Li+, ca2+, ~ e ~ + ,  and M ~ ~ + .  The tightly bound 
stacks of clay platelets may be readily separated by simple 
dissolution in a polar solvent, such as water. In addition, 
the natural clay is miscible with polar polymers in which 
the platelets readily disperse. However, separation of the 
clay platelets in a nonpolar polymer is difficult. The 
thickness of the individual clay platelets is about 1 nm 
and the gallery spacing (spacing is defined in terms of 
d-spacing from X-ray diffraction and small-angle X-ray 
scattering, which is the distance from one clay platelet 
center to the next) of the platelets in natural clay is about 1 
nm Organic modification of the clay with alkyl ammo- 
nium chlorides, in which the alkyl chain is typically 
conlposed of 6 to IS carbons, expands the gallery spacing 
to about 2.2 to 2.4 nm in typical commercial organoclays. 
Addition of maleic anhydride-modified PP often results 
in intercalated clay with gallery spacing of greater than 
3 nm. The typically desired state is, upon addition of PP, 
the complete dispersion, i.e., exfoliation and dispersal, of 
the clay platelets so that there is no correlation between 
platelets and therefore no maxima in the X-ray scattering 
pattern. Considering that clay is composed of platelets that 
are about 1 nm in thickness and around 1000 nm in lateral 
dimensions and assuming a density of 2.65 @m3 yields 
an upper limit of about 750 m21g surface area per gram for 
fully exfoliated clay. This is 5 to 10 times the surface area 
per gram achievable with ordinary fillers. Exfoliated clay 
in polymers was shown to endow unique properties to the 
system, such as increased Tg, increased stiffness, main- 
tenance of impact strength, increased barrier to gases and 
liquids, increased flame retardancy, etc. 

POLYPROPYLENE 

Structure 

The extraordinary property enhancements accessible 
through the formation of polymerlclay mineral hybrid 
systems were pioneered by Toyota workers about a dec- 
ade ago. In a series of papers, the synthesis of nylon-6lclay 
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Fig. 1 Transmission electron microscopy photomicrograph of 
nylonlclay nanocomposite. 

hybrids was described by the swelling of natural mont- 
morillonite (fractionated from bentonite) with &-cap- 
rolactam to form an intercalated compound, followed by 
the thermolytic polymerization of the E-caprolactam to 
nylon-6.['321 The remarkable enhancements of the thermal 
and mechanical properties of the nylon-6 were further 
reported by the Toyota workers.f31 The dispersion of 
the silicate layers in such nylon-6lmontmorillonite hybrids 
is generally excellent. The clay platelets are essentially 
completely exfoliated, resulting in a morphology as shown 
in the transmission electron microscopy (TEM) photo- 
micrograph in Fig. 1. The clay platelets are seen to be 
completely dispersed and uncorrelated with each other. 
Therefore no X-ray signal from a periodic stacking of clay 
platelets would be expected from x-ray diffraction (XRD) 
or small angle x-ray scattering (SAXS) measurements. 

In a technological advancement of this development, 
Vaia et al.[41 reported the formation of polymerlclay 
hybrids by the direct intercalation of polystyrene in or- 
ganically modified montmorillonite. The montmorillonite 

was modified with alkyl ammonium cations to maximize 
the enthalpic interactions of the modified clay with the 
polystyrene and thus overcome the unfavorable loss of 
conformational entropy associated with the confinement 
of the polymer inside the clay galleries. The intercalated 
polymer was claimed to exist in a collapsed, two-dimen- 
sional conformation, and, as evidence of this, it was 
demonstrated that the normal glass transition temperature 
of the polystyrene was essentially absent for the interca- 
lated polymer.r41 In further work, this group studied the 
chain dynamics of polystyrene in organically modified 
clay hybrids. They defined an effective diffusion coeffi- 
cient and found that it increased with increasing alkyl 
chain length of the alkyl ammonium cation functional 
groups on the clay.[51 

The organic modification of natural clay minerals 
typically involves exchange of cations on the natural clay 
with alkyl ammonium cations. Commercial mmt typically 
is modified with hydrogenated tallow. which is -65% 
CIS. 30% CI6. and 5% C I 4  alkyl chain lengths. The typical 
commercial organoclay is modified with an alkyl ammo- 
nium compound as shown in Fig. 2. 

Two alternative synthetic routes were proposed by 
Manias et a ~ . [ ~ ]  to prepare organically modified mmt that 
would be readily dispersed in polypropylene. These small- 
scale studies were intended to explore the thermody- 
namics required to intercalate and exfoliate mmt with 
polypropylene. The first route relied on improving the 
favorability of the polypropylene-mmt enthalpic interac- 
tions to disperse the mmt. This was performed by func- 
tionalizing the polypropylene with 0.5-1.0 mol% of 
methyl styrene monomer. This random copolymer was 
then further functionalized with maleic anhydride and 
ethanol resulting in three random copolymers of poly- 
propylene. The functionalized PPIdimethyl dioctadecyl- 
ammonium-mmt hybrid systems were formed by static 
melt intercalation in a vacuum oven at 180°C. The 
organo-mmt was observed by XRD to be intercalated with 
the functionalized PP and by TEM measurements to be 
dispersed in these random polypropylene copolymers to 
the extent of about 25-40% exfoliated clay platelets. The 
second route relied on decreasing the enthalpic interac- 
tions between the surfactant and the mmt. This is expected 
to effectively render the polymer-mmt interactions more 

(CH3)2-N+-~TC1- 

HT = hydrogenated tallow 

HT = 65% C18,30% C16 and 5% C14 

Fig. 2 Structure of typical organic modifier for clay. 
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favorable. This was performed by the partial fluorination 
of the alkyl chains in an mmt. The rnmt was organically 
modified with dimethyldioctadecyl ammonium and with 
partially fluorinated alkyltrichlorosilane. The organically 
modified rnmt was statically melt intercalated with neat 
polypropylene. Measurements by XRD showed that 
the rnmt was intercalated by the PP, indicating that 
the thermodynamics were favorable for nanocomposite 
formation. Further shear mixing of these two types of 
systems was expected to lead to further dispersion of the 
rnmt in the polymer. 

The promise of extraordinary improvement in end-use 
properties of polyolefin/clay hybrid systems has spurred 
great interest and intensive activity on the part of the 
players in the polyolefin and allied industries. Academic 
participation in these developments has also been vigor- 
ous. Optimistic predictions were made early in the drive to 
apply nanotechnology to the polyolefins industry. Proba- 
bly, partly because of the promise of the technological 
benefits of nanotechnology and to the large size of the 
polyolefins industry, it was predicted that the largest im- 
pact of nanocomposites on the plastics industry would be 
in polyolefins. ~ i l s o n [ ~ '  of Inspired Innovations, LLC, 
predicted that nanocomposite versions of polyolefins will 
displace engineering thermoplastics and thermosets in 
many traditional applications and will open new oppor- 
tunities to displace metal and glass in many traditional 
applications. Well over one-half of all the current appli- 
cations for polymers could be improved by this new 
technology, according to Wilson. This author predicted 
millions of tons of nanocomposite polyolefin production 
and replacement of an equal amount of annual glass and 
metal production for the foreseeable future. ~inclair,[" 
STA Research, predicted that polypropylene would be the 
largest growth polymer in nanocomposites and that PP 
nanocomposites would reach a volume of millions of tons 
per year by 2010. Both of these prognosticators empha- 
sized that complete exfoliation of the clay was required to 
imbue the polyolefins with the improved end-use prop- 
erties that could drive such massive commercial volumes 
of polyolefin nanocomposites. However, these goals could 
only be achieved by overcoming the very problematic 
dispersion of naturally polar clay in nonpolar polymers. 

The attraction of clay mineral additives is their low 
cost to recover from the earth in their natural state. The 
incorporation of the clay in polypropylene, on the other 
hand, requires much more than natural clay. The techno- 
logical challenges to formulating stable polypropylene1 
clay nanocomposites have proven to be formidable. Fur- 
thermore, the achievement of enhanced end-use properties 
has barely been explored because of this inability to form 
the systems with suitable clay dispersions. 

Although studies continue aiming at novel modifica- 
tion of clay and functionalized polymer for improving the 

intercalation and exfoliation of the clay in polypropylene, 
the vast majority of experimental studies and commercial 
developments employ polypropylene with maleated 
polypropylene (PP-MA), or more rarely another function- 
alized PP, as a compatibilizer to form PPlclay nano- 
composite hybrid systems. The approximate individual 
costs of organically modified rnmt and PP-MA are about 
five times that of the polymer on a per pound basis. This 
means that the production of polypropylene nanocompo- 
sites with properties sufficiently enhanced to justify the 
additional costs is a doubly formidable problem. 

In the earliest studies, the morphology of several sys- 
tems was determined to compare various strategies to 
form intercalated and exfoliated polypropylenelclay 
hybrids systems. Low molecular weight polypropylene 
(12,00&30,000) functionalized with maleic anhydride or 
hydroxyl groups was found to intercalate into ~ ~ ~ - m m t . [ ~ ~  
Higher concentrations of functionalization were correlated 
with successful intercalation of the PP into the clay, while 
lower concentrations failed to exhibit intercalation of the 
PP. The same group then showed that PP homopolymer 
was not intercalated into Na-mmt, but a polyolefin diol 
was used to intercalate diastearyldimethylammonium- 
rnmt followed by exfoliation of the clay by PP homo- 
polymer.[lO1 In a further study, these workers employed 
PP-MA with two concentrations of maleic anhydride 
functionalization to intercalate C18-mmt, followed by 
exfoliation of the clay with PP homopolymer.r"l It was 
found that too high a concentration of maleic anhydride 
functionalization resulted in immiscibility of the PP-MA 
compatibilizer with the PP homopolymer. The reinforce- 
ment of the system was judged best for the lower con- 
centration of maleic anhydride in the PP-MA, which had 
a higher storage modulus and good miscibility with the 
PP homopolymer. 

Many groups, to investigate strategies for improved 
clay dispersion in polypropylene and to probe the result- 
ing morphologies, extended the foregoing early work by 
Okada et al. It was confirmed in some of these studies that 
PP homopolymer could not intercalate into organo- 
clays.[123131 The use of considerable amounts of PP-MA 
compatibilizer was necessary to intercalate the clay and to 
facilitate subsequent exfoliation of the clay platelets by PP 
homopolymer."2~'31 Xu et a1 .["' found that CI6-mmt was 
intercalated in composites containing 2 wt.% clay only 
when the concentration of PP-MA (containing 0.9 wt.% 
maleic anhydride) exceeded 10 wt.% in the composite. 
Similarly, Walter et al.['" found that C18-synthetic clay 
was intercalated in polypropylene composites containing 
7 wt.% clay and 20 wt.% PP-MA (containing 4.2 wt.% 
maleic anhydride), but that no intercalation of the PP 
occurred in the absence of the PP-MA. Fig. 3 shows TEM 
photomicrographs of a 7 wt.% clay composite with no 
PP-MA exhibiting no intercalation of the clay (Fig. 3A) 
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Fig. 3 Transmission electron microscopic image of polypro- 
pylene compound containing 10 vol.% organophilic fluoromica 
(MIOOIODA) without addition of PP-g-MA compatibilizer (A, 
left) and the corresponding ME100/DA nanocomposite obtained 
in the presence of 20 wt.% PP-g-MA compatibilizer. (From 
Ref. [I31 with permission from Marcel Dekker, Inc.) 

and a 7 wt.% clay composite with 20 wt.% PP-MA 
exhibiting intercalation of the clay and some evidence of 
exfoliation of the clay "tactoids" by the PP homopolymer 
(Fig. 3B). Tactoids are defined as stacks of clay platelets 
that are intercalated with polymer chains, thereby 
expanding the galleries between succeeding clay platelets, 
as in Fig. 3B. Tactoids are distinguished from clay parti- 
cles, which are composed of closely spaced clay platelets, 
which do not exhibit expanded galleries, as in Fig. 3A. 

Reichert et a1.[14' showed that the alkyl chain in clays 
organically modified with alkylammonium cations must 
exceed 8 carbon atoms in length to promote intercalation 
and that increasing the concentration of the maleic an- 
hydride functionality in the PP-MA promoted exfoliated 
nanocomposite systems with PP homopolymer matrices. 
Alkyl chain lengths of C4 to Cs gave a similar clay in- 
terlayer distance of 1.3 nm, while CI6 and CIS chain 
lengths afforded spacing of 1.7 and 2 nm, respectively (the 
nonmodified synthetic clay spacing was 0.95 nm). This 
indicated that sufficient molar mass of the alkyl chain in 
the organically modified clay was necessary to promote 
favorable interactions of the silicate organic modifier with 
the polymer chains intercalating the clay platelets. This 
type of observation was made in original work on organic 
modification of clay to promote intercalation of clay by 
nonpolar species.[157161 Reichert et al."" further investi- 
gated the stability of polypropylene composites prepared 
with PP with Mw=350,000, 20 wt.% of PP-MA with 
Mw=32,000, and 4.2 wt.% MA and 5 wt.% of CIS-syn- 
thetic clay melt blended in a twin screw at 200°C. The 
as-prepared system exhibited typical nanocomposite mor- 
phology with well-intercalated tactoids and partial exfo- 
liation of clay platelets in TEM photomicrographs, as well 

as a broad "hump" in the wide angle x-ray scattering 
(WAXS) pattern indicative of a broad distribution of in- 
terlayer distances. Upon annealing of the material at 
220°C for 200 min, the morphology observed in the TEM 
appeared to show a collapse of the structure to much more 
tightly spaced stacks and no evidence of partial exfoliation 
of clay platelets. However, it was argued on the basis of 
WAXS data on this system that because no peak was 
observed and the broad "hump" observed for the 
as-prepared system disappeared in the annealed system, 
the clay exfoliation was further improved by the annealing 
process. The upper temperature limit of stability of the 
organic functionality, i.e., alkylammonium cations (CIS- 
ammonium cation in this case), on typical clays is about 
190°C, as shown in Fig. 4.'181 Above this temperature, the 
organic functionality degrades and the intercalated clay 
tactoids characteristically collapse to a stacked platelet 
structure. This appears to be the case in this study and the 
TEM photomicrograph showing clay platelet stacks was 
strong evidence for collapse of the intercalated clay tac- 
toids at the annealing temperature of 220"~ . [ "~  

Many other studies of clay dispersion in polypropylene 
are available. Analytical methods to probe the morphol- 
ogy in such systems were discussed by Morgan and Gil- 
man.['91 They recommended TEM as the best means to 
qualitatively assess the degree of dispersion of clay in 
polymer matrices. Their TEM photomicrographs demon- 
strated that unintercalated clay platelet stacks, intercalated 
tactoids, and exfoliated platelets could be recognized. 
They recommended XRD to measure d-spacing in or- 
dered, unintercalated stacks and ordered, intercalated 
tactoids, but cautioned that XRD is insufficient for de- 
termining disordered and exfoliated clay because these 
exhibit no reflection peak. These analytical methods were 
used to probe the morphology in studies of melt inter- 
calated PPIclay hybrid ~ ~ s t e m s . ' ~ ~ - ~ ' ~  These studies all 

NITROGEN 
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Fig. 4 Thermogravimetric analysis curve of Cloisite 20 A" 
(Southern Clay Products) organo-mmt. The onset of thermal 
decomposition is at 190°C. 
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relied on significant concentrations of a functionalized 
polypropylene (predominantly PP-MA) to intercalate or- 
ganically modified clay (predominantly alkylammonium- 
rnmt) in a PP homopolymer matrix, followed by shearing 
of the melt to exfoliate the clay to the extent possible. In 
all cases, the best dispersion of the clay observed was 
partially as ordered, intercalated tactoids and partially as 
disordered, exfoliated clay platelets; however, nonuniform 
dispersion of the clay was commonly observed in all of 
these studies. The factors investigated were the MA 
concentration of the functionalized PP-MA and the con- 
centration of PP-MA in the blend,[12*207243263271 various 
melt compounding techniques,112.26223251 and organic 
modification of 

More uniform dispersion of alkylammonium-mmt in 
polypropylene was achieved by the intercalative poly- 
merization of propylene in the galleries of the clay.'281 The 
TEM photomicrographs showed that the clay platelets 
were uniformly dispersed in the polypropylene. This 
strategy is attractive because no functionalized polypro- 
pylene compatibilizer is required; however, in situ poly- 
merization of monomers in the clay galleries has not been 
demonstrated for commercial practice. Therefore melt 
intercalation remains the desired strategy for commercial 
production of polypropylene/clay hybrid nanocomposites. 
This goal has not been achieved for widespread com- 
mercial practice. 

Mechanism of exfoliation 

A mean-field, lattice-based model of polymer intercala- 
tion in organically modified silicates was presented by 
Vaia and ~ i a n n e l i s . ~ ~ ~ ~ ~ ~ '  The thermodynamic factors 
which control polymer intercalation into the clay galleries 
were outlined in terms of an interplay between entropic 
and energetic factors. The entropic penalty for confining 
the polymer inside the clay gallery may be partially 
compensated for by an increase in entropy of the surfac- 
tant chains (alkyl chains on organic modifier) as the clay 
layers separate. Although the tethered alkyl chains cannot 
increase their entropy by an increase in translational 
freedom, the expanded gallery spacing permits increased 
conformational entropy. Intercalation will be thermody- 
namically possible when favorable polymer-organically 
modified silicate energetic interactions overcome any 
unfavorable entropic factors. Further separation, i.e., 
driving exfoliation, depends on maximization of favorable 
polymer-surface interactions with the organically modi- 
fied silicate, as well as minimization of unfavorable 
interactions with the tethered alkyl chains of the organic 
modifier. This explains the use of polymer functionali- 
zation with polar moieties. The polar functionalities on 
polypropylene participate in polar-polar interactions with 
the silicate surface, decreasing the free energy of the 

system. If the total free energy of the system is decreased 
by the combined entropic and energetic factors, then in- 
tercalation and exfoliation may occur. 

The further effects of shear forces on intercalated clay 
stacks (tactoids) have been elucidated by subsequent 
s t u t ~ i e s . [ ~ ~ ' ~ ~ ]  Fornes et al.r311 proposed a model explaining 
exfoliation of intercalated silicate stacks by the stepwise 
skewing of the silicate sheets in the tactoids, followed by 
peeling, one-by-one, of the silicate layers off the silicate 
stacks by combined diffusionlshearing, as shown in Fig. 5.  
The tactoids were shown to first skew apart forming 
shorter stacks of fewer and fewer numbers of silicate 
layers, followed by peeling of the individual layers off the 
tactoids forming exfoliated and dispersed layers, without 
short-range order with other silicate layers. The matrix 
polymer needs to have sufficient affinity for the silicate 
sutiace to cause spontaneous wetting of the surface to 
drive exfoliation. This is the required thermodynamic 
driving force. However, shear forces play a kinetic role by 
driving the peeling of silicate layers off the tactoids during 

: Shear m== 
Stacks of silicate *. 

- - _ v s _ _ -  platelets or tactoids 
Organoclay particle 

(-8 wm) 
(a) 

Shear - 
Stressqy 

Shearing of platelet stacks leads to smaller tactoids 

(b) 

Diffusion 
Platelets peel apart by combined diffusionlshear process 

Fig. 5 Stepwise mechanism of clay platelet exfoliation in the 
melt compounding of nanocomposites: (a) organoclay particle 
breakup, (b) clay tactoid breakup, and (c) platelet exfoliation. 
(From Ref. [3 11 with permission from Elsevier Science Ltd.) 
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the residence time of the system in the shear process. It 
was found that the higher the melt viscosity of the matrix 
polymer, the greater the stress exerted on the tactoids, 
driving this skewing and peeling process. Therefore 
higher molecular weight matrix polymer was associated 
with higher stresses and a higher degree of exfoliation. 
This model was supported by a further experimental study 
in which the clay tactoid was observed to be in the process 
of peeling apart in TEM images, as shown in Fig. 6.r321 
The silicate layers in the tactoid can be seen to be sliding 
and peeling apart from one another, like a deck of cards, in 
Fig. 6. 

Crystallization 

The effects of crystallization on polypropylene/clay 
hybrids have been investigated from two vantage points. 
The effects of the clay on the crystallization of the poly- 
propylene matrix and the effects of the crystallization of the 
polypropylene on the clay morphology have been reported. 
The rate of crystallization was found to be increased for 
polypropylene-mmt nanocomposites as compared with 
neat polypropylene, as measured by crystallization half- 
times determined from differential scanning calorimetric 

The nucleating effect of mmt has also been 
discussed in The nucleating effect was found 
to strongly depend on the origin and treatment of the 
mmt.[351 The spherulite diameter was decreased in PP-MA/ 
mmt nanocomposites, as compared with neat polypropyl- 
ene, in quiescent isothermal crystallization.'361 

Fig. 6 Transmission electron micrograph of silicate layers 
peeling apart via a fan-shaped intermediate. (From Ref. [32] 
with permission from John Wiley and Sons, Inc.) 

The quiescent, isothermal crystallization kinetics of 
PPPP-MA/mmt nanocomposites were found to be slightly 
retarded in comparison to the neat polypropylene, but 
were not significantly different from the PPPP-MA 
blend.1261 However, marked flow-induced acceleration of 
crystallization for PPPP-MA/mmt nanocomposites was 
observed at strain rates for which flow had only a modest 
effect on the neat P P . [ ~ ~ ]  This behavior of the PPPP-MA/ 
mmt nanocomposites was further inferred to be largely 
due to the PP-MA compatibilizer, by comparing a blend of 
the PPPP-MA, under these conditions. 

The detailed crystalline morphology of the polypro- 
pylene matrix in PPPP-MA/mmt nanocomposites has 
been Modifications observed were a fi- 
brous crystalline morphology, instead of the usual spher- 
ulitic morphology after quiescent, isothermal crystal- 
l i ~ a t i o n . ' ~ ~ ]  Okamoto et a1.'363371 reported an interfibrillar 
structure composed of a disordered arrangement of cross- 
hatched lamellae among the dispersed clay platelets, 
which arose after quiescent, isothermal crystallization of a 
PP-MAImmt nanocomposite because of crystallization 
occurring between clay particles, therehy disordering the 
usual spherulitic structure. Polarized optical microscopy, 
XRD, SAXS, and TEM measurements were correlated 
to propose a morphology in which fibrils of about 3-5 
polypropylene lamellae reside between dispersed clay 
platelets, forming a disordered spherulitic superstructure. 

Okamoto et a1.136,391 proposed an intercalation mech- 
anism of PP-MA into mmt in PP-MA/mmt nanocompo- 
sites involving the interplay of crystallization and 
residence time in the melt state. Their results indicated 
that slower rate of crystallization permits more time for 
the polymer to intercalate the mmt by diffusing into the 
clay galleries, while faster crystallization rate inhibits this 
diffusion. They found that clay gallery spacing, measured 
by XRD, became larger as crystallization temperature was 
increased near the melting temperature. Interestingly, 
because crystallization is also slow just above glass 
transition temperature (Tg), it was similarly claimed, 
based on XRD measurements, that clay gallery spacing 
became larger for crystallization just above the glass 
transition temperature. In addition, gallery spacing was 
increased as clay concentration in the nanocomposite 
was decreased. 

Mechanical Properties 

A primary goal for nanocomposites is to achieve enhanced 
mechanical properties. The addition of inorganic fillers to 
polymers is widely practiced in the plastics industry. The 
common enhancement to polymer mechanical properties, 
by the addition of talc, calcium carbonate, glass fibers, 
wollastonite, glass beads, mica, wood flour, etc., is the 
increase in stiffness (Young's modulus. tensile modulus, 
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and flexural modulus), while strength properties (tensile 
strength, elongation at break, and flexural strength) and 
toughness (Izod and Charpy impact strength) may de- 
crease or be maintained.[403411 The degradation in strength 
and toughness properties is a result of the concentration, 
degree of dispersion, and particle size of the inorganic 
filler.L4034" Typically, the degradation in properties is 
correlated with the size of the particulate because the 
particle acts as a stress concentrator, thereby initiating 
cracks and degrading strength and toughness proper- 
ties.[4034" For example, the decrease in notched Charpy 
impact strength vs. talc particle diameter is shown in 
Fig. 7. 

The early promise of nanocomposites was to provide a 
type of inorganic filler that would enhance stiffness and 
strength properties, while simultaneously maintaining or 
even improving toughness properties.['1 This development 
was expected to be related to three unique structural 
characteristics of nanofiller particles: 1) their approxi- 
mately 1-nm size in one dimension; 2) their large aspect 
ratio; and 3) their ability to be preferentially oriented 
because of the large aspect ratio 

Fig. 7 Composite Charpy notch toughness vs. talc mean 
particle size of ternary composite (26 wt.% talc). (From Ref. [40] 
with permission from John Wiley and Sons, Inc.) 

filler (wt.-%) 

Fig. 8 Young's modulus of polypropylene compounds, pre- 
pared by melt compounding, as a function of filler content using 
organophilic fluoromica and talc with 3 and 10 pm average 
particle diameter. (From Ref. [I31 with permission from Marcel 
Dekker, Inc.) 

,\nother advantage, demonstrated by Walter et a1.,'13' 
was the increase in matrix reinforcement achievable with 
nanocomposites with much lower inorganic filler con- 
centration. The effectiveness of nanodispersed silicate 
relative to microdispersed talcs is shown in Fig. 8. 

In the case of polypropylene, the further significant 
challenge is to achieve property enhancements that justify 
the incremental cost increase associated with the pro- 
duction of nanocomposites. This challenge is formidable 
because of the very low cost of polypropylene resins. 

'There have been relatively few studies on polypro- 
pylene nanocomposite properties and structurelproperty 
relationships in nanocomposites. This is partly because of 
the fact that the formation of anything approaching ideal 
PP nanocomposites has been unsuccessful. Therefore, as 
stated previously, most work has focused on the prepa- 
ration and characterization of PP nanocomposites. 

Early studies by Toyota workers, led by Hasegawa 
et focused on the increase of the dynamic stor- 
age modulus. PPIPP-MA/C 18-mmt nanocomposites were 
formed, e.g., by blending 5 wt.% mmt and 22 wt.% PP-MA 
(MA acid number 52 mg KOHIg) with isotactic PP. It was 
found that only large concentrations of PP-MA afforded 
reasonable clay dispersion; however, even in these type 
blends partial exfoliation and partial intercalation (as 
intercalated tactoids of mmt) were observed in TEM 
measurements. In the nanocomposite blend cited above, 
the storage modulus was 1.8 times higher than that of 
the corresponding PP at 80°C. Hasegawa et al.L4'1 pre- 
pared PP-MA (0.2 wt.% MA)/Cl8-mmt (5.3 wt.% mmt) 
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nanocomposites, which exhibited apparently complete 
exfoliation of the mmt, and had 1.9 times higher tensile 
modulus than the PP-MA matrix polymer. However, a 
simple PP/CI8-mmt composite had a slightly higher tensile 
modulus than this PP-MNC 18-mmt nanocomposite. 

Reichert et a1.[l4] made an extensive study of PPPP- 
MNsynthetic clay compounds prepared with fluoromica- 
modified synthetic clays, organically modified with alkyl 
chains ranging in length from C4 to CI8 These workers 
found that 10 wt.% synthetic clay modified with C I 6  
organic modifier in conjunction with 20 wt.% PP-MA 
with 4.2 wt.% MA was sufficient to achieve effective PP 
matrix reinforcement. This nanocomposite exhibited ex- 
foliated and well-dispersed silicate layers in the TEM and 
an increase in Young's modulus from 1490 to 3460 MPa 
and yield stress from 33 to 44 MPa with respect to bulk 
PP. However, notched Izod impact strength decreased 
from 1.7 to 1.4 kJ/m2 with respect to bulk PP. 

In other studies, polypropylene/clay nanocomposites 
exhibited enhancements in tensile strength and modu- 
1 ~ s ' ~ ~ '  and also flexural strength and modulus.[451 Im- 
provements in tensile properties were shown to be ac- 
companied by maintenance or modest increases in fracture 
toughness.[463471 

Monotonic increase in tensile modulus and decrease in 
elongation at break were observed for PP-MNtallow-mmt 
nanocomposites up to 20 wt.% clay.[481 Tensile modulus 
increased rapidly up to about 5 wt.% clay, but then 
remained constant up to about 15 wt.% clay and then 
decreased at up to 20 wt.% clay. Notched impact strength 
remained approximately constant up to 20 wt.% clay, 
exhibiting modest increases between about 3 and 10 wt.% 

I 
1 . 1 - I ' I ' I ' I ' I  

0 5 10 15 20 25 30 

Content of PP-g-MAH (wt%) 

Fig. 9 Plot of tensile strength vs. concentration of PP-g-MAH. 
The mass percent of Org-MMT was 2 wt.%. (From Ref. [12] 
with permission from John Wiley and Sons, Inc.) 
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Fig. 10 Plot of impact strength vs. concentration of PP-g- 
MAH. The mass percent of Org-MMT was 2 wt.%. (From 
Ref. [12] with permission from John Wiley and Sons, Inc.) 

clay. The best mechanical properties were observed for 
the highest molecular weight PP-MA. 

In a study of PPPP-MACl6-mmt nanocomposites, it 
was found that the best intercalation efficiency was 
achieved by the highest concentration of PP-MA (20-30 
wt.%) and by a higher concentration of MA (0.9 wt.% 
better than 0.6 wt.%) in the PP-MA.['~' Tensile strength 
and notched Izod impact strength were found to increase 
and then decrease according to similar patterns, as shown 
in Figs. 9 and 10, as PP-MA concentration in the nano- 
composite increased at 2 wt.% mmt concentration. 
Attempts to intercalate the same clay with the bulk 
polypropylene indicated little or no entry of the PP into 
the clay galleries. 

The incorporation of radiation-grafted Si02 nano- 
particles into polypropylene was shown to lead to well- 
dispersed Si02 nanoparticles grafted to the PP homo- 
polymer matrix.[491 Reinforcement and toughening of 
the PP matrix were observed at concentrations between 
0.5 and 5 wt.% SiOz. 

The micromechanics of nanocomposites reinforced 
with platelet-shaped fillers was addressed by the devel- 
opment of a theoretical model.[501 The model was aimed at 
predicting the buckling of platelets in reinforced materials 
under compressive loading. The model predicted a critical 
strain above which platelet buckling would lead to re- 
duction in the compressive modulus relative to the tensile 
modulus. The model predicted a significant reduction in 
reinforcement efficiency as a result of incomplete exfo- 
liation of platelets into "pseudoparticle" stacks contain- 
ing polymer layers sandwiched between successive clay 
platelets (tactoids), rather than into individual perfectly 
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exfoliated and well-dispersed platelets. The model also 
predicted the reduction of reinforcement efficiency as a 
result of the deviation of the platelet from perfect biaxial 
in-plane orientation. 

The common finding in these studies of the mechanical 
properties of polypropylene nanocomposites is that a large 
concentration of PP-MA is necessary to produce interca- 
lated and exfoliated compounds with polypropylene. The 
nanocomposites exhibit imperfect dispersion of the clay 
with morphologies containing partial intercalated tactoids 
and partial exfoliated clay platelets. The improvements of 
polypropylene properties (tensile and toughness) are typ- 
ically not sufficient to justify the additional costs to 
modify the polypropylene. 

Rheology 

The effects of clay and the orientation of the clay platelets 
on the rheology of polypropylene nanocomposites have 
been an area of particular interest, secondary to mechan- 
ical properties.[25351-591 The rheological response of PP/ 
PP-MAImmt nanocomposites was s t ~ d i e d . [ ~ ~ , ~ ~ '  

Lele et al. found that the zero-shear viscosity of the 
compatibilized nanocomposites (PPIPP-MAItallow-mmt) 
was at least 3 orders of magnitude higher than that of the 
matrix PP and the uncompatibilized hybrids, as shown in 
Fig. I I. The strong dependence of melt viscosity on clay 
concentration was claimed to arise from frictional inter- 
actions between the silicate layers and not because of 
immobilization of confined chains between silicate layers. 
At low shear rates, a 3-D percolated structure of dispersed 
clay tactoids having a high zero-shear viscosity was pos- 
tulated. At higher shear rates, this network was speculated 
to break, imparting a solid-like behavior to the melt, which 
exhibited yielding and decreasing viscosity as shear rate 
increased. Rheo-XRD experiments gave direct evidence of 
flow-induced orientation of the clay tactoids. Yielding was 
linked to the cooperative orientation of the clay. The 
rheological data for the uncompatibilized hybrid exhibited 
a much lower zero-shear viscosity and much less pro- 
nounced yield behavior, and the corresponding rheo-XRD 
data showed a smaller orientation of the clay tactoids. 

This dramatic increase in low shear rate viscosity has 
been utilized to prepare polypropylene homopolymers and 
copolymers/clay compounds with improved melt strength 
in extrusion for the production of films, fibers, and a va- 
riety of molded articles.[601 The rheology of such clay 
compounds was shown to be controllable by the variation 
of the ratio of PP-MA compatibilizer/clay. 

Barrier 

The enhancement of barrier properties of polypropylene is 
obviously an important application for nanocomposites. 

Annealing Time (s) 

Clay content (wt%) 

Fig. 11 (a) Zero shear viscosity as a function of annealing time 
for several PPCH samples in the presence (denoted by filled 
syn~bols) and absence (denoted by open symbols) of PP-MA. 
(b) Zero-shear viscosity as a function of clay content for sam- 
ples with and without compatibilizer. (From Ref. [58]  with 
permission from the American Chemical Society.) 

The platelet morphology of dispersed clay would be 
expected to impart enhanced barrier properties to fabri- 
cated articles, and extraordinary barrier properties might 
be imparted by the preferential orientation of the platelets 
in such fabricated articles. Blow-molded containers, based 
on high-density polyethylene (HDPE)/mmt nanocompo- 
sites, were shown to have a much higher barrier to organic 
liquids compared with the neat HDPE.'~" The HDPE was 
melt-compounded with mmt, and the blow-molding pro- 
cess was optimized to obtain a high degree of orientation 
of the exfoliated clay platelets to maximize barrier per- 
formance. However, there have been only a few reports 
concerning the enhancement of barrier properties in 
polypropylene.'6~621 These workers reported that the per- 
meability of PPPP-MAImmt or PP-MAJmmt nano- 
composites, containing 4 wt.% mmt, was one-half of that 
of the matrix material, while solvent uptake was also 
decreased accordingly. 



Flammability and Thermal Stability 

Montmorillonite-based fillers have been shown to pro- 
mote flame retardancy in polypropylene composites. The 
mechanism of this flame-retardant behavior has been 
shown to be based on the formation of a carbonaceous- 
char layer on the outer surface of the composite article by 
Gilman et al.[631 The surface char layer was found to have 
a high concentration of mmt layers and was claimed to 
become an excellent insulator and mass transport barrier, 
slowing oxygen diffusion into the surface and the escape 
of combustion products out of the surface. These workers 
showed that the heat release rate (HRR) was 75% lower 
for PP-MNmmt (4 wt.%) nanocomposite compared with 
the neat PP-MA matrix (Fig. 12). In addition, the mass 
loss rate (MLR) of the same PP-MNmmt (4 wt.%) 
nanocomposite was about one-quarter of that of the PP- 
MA matrix polymer (Fig. 13). These workers further 
found that the type of layered silicate, degree of disper- 
sion, and the processing conditions affected the magnitude 
of the flammability reduction in the nanocomposites. 

In another study, similar results were obtained and 
explained by a similar mechanism, based on the formation 
of a char layer.[641 A comparison was made between 
nanocomposites, based on a PP-MA matrix, containing 2.5 
to 10 wt.% clay, with talc composites having the same PP- 
MA matrix. It was found that the limiting oxygen index 
(LOI, ASTM 2863-87) was increased for the PP-MNclay 
nanocomposites over the talc composites (Fig. 14). Fur- 
thermore, the time from ignition to the first occurrence 
of dripping was shown to increase with clay loading 
(Fig. 15). Burning was reported to be much less intensive 
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Fig. 12 Comparison of the heat release rate (HRR) for pure 
PPgMA and two PPgMA-layered silicate nanocomposites, at 35 
kw/m2 heat flux, showing a 7 6 8 0 %  reduction in peak HRR for 
the nanocomposites with a mass fraction of only 2 or 4 wt.% 
layered silicate, respectively. (From Ref. [63] with permission 
from the American Chemical Society.) 
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Fig. 13 Mass loss rate plots for PPgMA and two PPgMA- 
layered silicate nanocomposites. (From Ref. [63] with permis- 
sion from the American Chemical Society.) 

in the nanocomposites in comparison to the neat matrix 
polymer. In addition, ash layers of about 1 mm in thick- 
ness were formed on the nanocomposites, which were 
correlated with the minimization of burning intensity and 
dripping. In other studies, it was similarly reported that 
HRR and time-to-ignition were reduced in PPIclay nano- 
~ o m ~ o s i t e s . [ ~ * ~ ~ , ~ ~ '  

The detailed thermal behavior and the formation of 
char layers on PPPP-MNclay nanocomposites were 
reported.[671 The thermal oxidation process of the polymer 
was significantly slowed in the nanocomposites exhibiting 
high char yield. The inhibition of oxidation was explained 
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Fig. 14 Limiting oxygen index of composites with different 
inert fillers. (From Ref. [64] with permission from John Wiley 
and Sons, Inc.) 
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Fig. 15 Time from taking off the gas flame from the sample 
to the dripping of first burning parts. (From Ref. [64] with 
permission from John Wiley and Sons, Inc.) 

on the basis of a physical barrier effect of the surface char 
layer, by ablative reassembling of the silicate and by a 
chemical catalytic action, because of the silicate and of the 
amine modifier on the silicate. 

Heat Deflection Temperature 

The heat deflection temperature (HDT) of a PPIfluoro- 
organo-mmt nanocomposite was found to increase from 
109°C to 152°C compared to the neat PP.@] The increase 
in HDT was attributed to better mechanical stability of the 
nanocomposite and not to an increase in melting tem- 
perature, which remained invariant in the nanocomposite 
relative to the neat PP. 

Electrical Properties 

A process to prepare electrically conducting PP-MA/ 
graphite nanocomposites was reported.[681 It was found 
that the percolation threshold for conductivity was much 
lower than that of conventional conducting composites. 

THERMOPLASTIC OLEFINS 

Although the vast majority of work that has been pub- 
lished, relative to propylene-based polymers, concerns the 
development of polypropylene nanocomposites, there has 
been little incentive to commercially produce these com- 
positions. Polypropylene is a very low cost commodity 
thermoplastic and the improvements in the properties so 
far demonstrated for polypropylene nanocomposites have 
not justified the increased cost to produce nanocompos- 
ites commercially. 

On the other hand, far more interest has been generated 
in developing thermoplastic olefin (TPO) nanocompos- 
ites. The applications of TPOs, especially targeted for 
nanocomposite development, are those in the automotive 
sector. Thermoplastic olefins are usually reinforced with 
large quantities (up to 50 vol.%) of mineral fillers, such 
as talc and calcium carbonate. The outlook of replacing 
these conventional composites with lighter weight and 
better-performing nanocomposites has driven intensive 
efforts to achieve this objective. Because of the much 
higher cost basis of TPOs, relative to polypropylene ho- 
mopolymer, this objective appears to be much easier 
to achieve. 

Some relative disadvantages of PP are that it is brittle 
and has poor low-temperature properties. However, the 
addition of a rubber, such as ethylene-propylene rubber 
(EPR), or ethylene-propylene-diene-monomer (EPDM) 
results in dramatic improvements in the impact strength 
and low-temperature properties. These rubber-modified 
PPs have a greatly expanded sphere of applications, rel- 
ative to PP, and are often called impact copolymer-poly- 
propylene (ICP) and thermoplastic olefins (TPOs). Rubber 
toughening of polypropylene continues to be an active 
area of investigation.'691 It is well known from previous 
studies that, among other factors, the rubber particle di- 
ameter is of critical importance.[69-711 These studies in- 
dicate that the modification in the rubber domain size to 
an optimum diameter improves the impact strength of 
PP. It is also well known that the addition of the rubber 
to polypropylene results in a decrease in ~tiffness."~] 
Thus although successes in improving the impact prop- 
erties of PP have been attained by rubber toughening, its 
application, e.g., in the automotive industry, is still limited 
because of the opposing trends of stiffness and toughness. 

,4n attractive strategy to improve the stiffness, while 
manntaining the impact strength of PP and rubber-modi- 
fiecl PP, is the formation of nanocomposites. Addition of 
mineral fillers, such as talc, CaC03, and glass to PP, 
provides an increase in stiffness, but these particulates are 
stress concentrators and result in concomitant decrease in 
impact The fact that the filler is at the 
nanometer-size scale in these systems gives promise of 
achieving improved stiffness without significant loss of 
impact strength."" This is under the assumption that the 
clay platelets do not act as stress concentrators because of 
their nanometer size scale. Thus this desirable combina- 
tion of improved stiffness and maintenance of impact 
strength by the addition of clay in TPOs, if attained, 
could boost the application of TPOs in the automotive 
and other industries. 

For example, 01denbol~~' from Volvo Car Corp., 
Sweden, recently presented data regarding the effect 
of addition of clay on the impact and flexural properties 
of TPOIclay nanocomposites. The desirable combination 
of improvement in stiffness and maintenance of impact 
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strength was not observed in that study. Monotonic in- 
crease in stiffness was observed, but a precipitous decrease 
in impact was observed, as clay loading increased. The 
decrease in impact strength was ascribed to the lack of 
good dispersion of the clay. The existence of clay tactoids 
and "chunks" was supposed to be the cause of poor im- 
pact strength because these acted as stress concentrators. 

Very little work has been published on the develop- 
ment of TPO nanocomposites. Much of what has been 
published resulted from the joint development of TPO 
nanocomposites for injection-molded automotive compo- 
nents by General Motors Research and Basell Polyolefins. 
This joint development was described in a publication, 
which highlighted the process ability advantages of a 
TPOIclay nanocomposite over a conventional TPOItalc 
composite.1771 This TPO nanocomposite is covered in 
patents assigned to Basell Poliolefine Italia S .~ .A ."~ '  and 
Basell Technology Company B V . [ ~ ~ ]  NO reports on the 
morphology and the specific degree of intercalation and 
exfoliation of the clay in the material developed by 
General Motors Research and Basell Polyolefins have 
been published. 

This development and other similar developments of 
TPOIclay nanocomposites for automotive and other 
applications were heavily reported in the trade litera- 

In one of these trade journal articles, it was 
claimed that, "much of the development work done be- 
fore 1998 with natural montmorillonites having amor- 
phous silica impurities is of little practical value."[831 This 
claim was based on the proposition that large proportions 
of amorphous silica in the clay substantially degrade im- 
pact strength and elongation, increase opacity or haze 
levels, and increase gas permeability. 

A study of the requirements for preparing exfoliated 
TPO/Cls-mmt nanocomposites was reported.[88J It was 
noted that nanocomposite properties were dependent not 
only on exfoliation of the clay, but also on the structure 
and properties of the silicate / polymer matrix interface. 
The optimization of the organoclay structure for the 
maximum enhancement of TPOIclay nanocomposite me- 
chanical properties was discussed. 

The effect of varying clay loading on the morphology 
of TPOIclay nanocomposites was studied using atomic 
force microscopy, transmission electron microscopy, and 
X-ray diffraction.[891 Thermoplastic olefinlclay nano- 
composites were made at clay loadings varying from 0.6 
to 6.7 wt.%. The morphology of these TPOIclay nano- 
composites was investigated with atomic force micros- 
copy (AFM), transmission electron microscopy (TEM), 
and X-ray diffraction (XRD). The ethylene-propylene 
rubber (EPR) particle morphology in the TPO was found 
to undergo progressive particle breakup and decrease in 
particle size, as clay loading increased in the range from 
0.6 to 5.6 wt.% clay. Transmission electron micrographs 

showed that the clay platelets preferentially segregate to 
the rubber-particle interface. The breakup of the EPR 
particles was suspected to be a result of the increasing 
melt viscosity observed as clay loading increased and/or 
the accompanying chemical modifiers on the clay, acting 
as interfacial agents, reducing the interfacial tension with 
concomitant reduction in particle size. The clay mor- 
phology was mainly as intercalated tactoids with a minor 
amount of exfoliated and dispersed clay platelets evident 
in the TEM photomicrographs. Flexural modulus in- 
creased monotonically as clay loading increased. Impact 
strength was maintained or decreased modestly as clay 
loading increased. 

CONCLUSION 

Polypropylene is one of the most widely used thermo- 
plastics not only because of its balance of physical and 
mechanical properties, but also because of its environ- 
mental friendliness (e.g., recyclability) and low cost. Al- 
though the addition of mineral fillers to polypropylenes 
enhances the stiffness properties, the concomitant effect is 
typically a decrease in toughness properties because the 
inorganic filler particles act as stress concentrators. 
Therefore the formation of propylene-based polymerlclay 
nanocomposites is an area of intensive investigation. 

Considering that clay is composed of platelets that are 
about 1 nm in thickness and around 1000 nm in lateral 
dimensions and assuming a density of 2.65 g/cm3 yields 
an upper limit of about 750 m21g surface area per gram for 
fully exfoliated clay. This is 5 to 10 times the surface area 
per gram achievable with ordinary mineral fillers. Exfo- 
liated clay in polymers has been shown to endow unique 
properties to the system, such as increased Tg, increased 
stiffness, maintenance of impact strength, increased bar- 
rier to gases and liquids, increased flame retardancy, etc. 

The tightly bound stacks of clay platelets in natural 
clay may be readily separated by simple dissolution in a 
polar solvent; however, separation of the clay platelets in 
a nonpolar polymer is difficult. Therefore organic modi- 
fication of natural clay minerals is required to disperse the 
clay in polypropylenes. This typically involves exchange 
of cations on the natural clay with alkyl ammonium 
cations with alkyl chains of varying lengths. However, the 
vast majority of experimental studies and commercial 
developments employ polypropylene with maleated poly- 
propylene (PP-MA), or more rarely another functionalized 
PP, as a compatibilizer to form PPIclay nanocomposites 
with reasonable dispersion of the clay. 

These polypropylene nanocomposites have exhibited 
enhancements in mechanical properties, rheological prop- 
erties, barrier to gases and liquids, flammability, thermal 
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stability, heat deflection temperature, and electrical prop- 
erties. Although the majority of work that has been pub- 
lished, relative to propylene-based polymers, concerns the 
development of polypropylene nanocomposites, there has 
been little incentive to commercially produce these com- 
positions because polypropylene is a very low cost com- 
modity thermoplastic and the improvements in the 
properties so far demonstrated have not justified the in- 
creased cost to produce nanocomposites commercially. 

On the other hand, far more interest has been generated 
in developing thermoplastic olefin (TPO) nanocompo- 
sites. The applications of TPOs, especially targeted for 
nanocomposite development, are those in the automotive 
sector. The major initiative in the development of TPO 
nanocomposites was that of General Motors Research and 
Basell Polyolefins to develop TPO nanocomposites for 
injection-molded automotive components. Automotive 
TPOs are usually reinforced with large quantities (up to 50 
vol.%) of mineral fillers, such as talc and calcium car- 
bonate. Replacing these conventional composites with 
lighter weight and better-performing TPO nanocompos- 
ites has driven these efforts. Because of the much higher 
cost basis of TPOs, relative to polypropylene homopoly- 
mer, this objective appears to be much easier to achieve. 
The processability advantages of a TPOIclay nano- 
composite over a conventional TPOItalc composite have 
been reported, but no reports on the morphology and the 
specific degree of intercalation and exfoliation of the clay 
in the material developed by General Motors Research 
and Basell Polyolefins have been published. 

Therefore the state of development of polypropylene 
homopolymer or TPO nanocomposites is currently in an 
early stage. From the technical standpoint, the forma- 
tion of nanocomposites with uniformly dispersed clay 
remains a daunting challenge. From the commercial 
standpoint, the production of economically viable nano- 
composites, i.e., with properties enhanced to the extent 
that the increased cost of production is justified, also 
remains a daunting challenge. Certainly, the research that 
is progressively reported, which better defines and 
innovates upon the structure and properties of polypro- 
pylene and TPO nanocomposites, continues to spur in- 
terest in commercial development. The outlook remains 
bright, but formidable challenges, both technical and com- 
mercial, abound. 
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The dimensions of the largest naturally occurring molec- 
ular species and those of the smallest manmade features 
converge at the nanoscale. Proteins, the basic building 
blocks of living organisms, are among the larger mole- 
cules in nature with dimensions ranging from 1 to 100 nm. 
Materials incorporating proteins are therefore true nano- 
materials. Of particular importance are thin films of pro- 
teins immobilized at a solid substrate. Biosensing, tissue 
engineering, enzymatic catalysis, and bioelectronics are 
just a few of the areas in which immobilized layers of 
proteins play a key role. 

The tendency of proteins to attach to interfacial regions 
is well d ~ c u m e n t e d . ~ ' ~ '  Ionic, van der Waals, solvation, 
and donor-acceptor interactions all play important roles 
in rendering the interfacially adsorbed state to be ther- 
modynamically favored over the solution state."' Proteins 
are colloidal objects, possessing a distribution of surface 
charge and, in an electrolytic solution, a distribution of 
weakly associated counterions. Their interaction with a 
solid substrate is thus expected to be sensitive to the 
substrate's charge distribution. By controlling the polari- 
zation of an adsorbing surface (i.e., applying an electric 
field), one alters this charge distribution and therefore the 
surface-protein interaction. This possibility is under- 
standably appealing to those wishing to control the ad- 
sorption process, perhaps desiring adsorbed layers of 
preferred orientation or spatial distribution. However, the 
interaction between proteins and surfaces is complex and 
predicting adsorbed layer properties by considering the 
contributions from the interaction modes listed above 
remains a significant challenge. Adding an electric field 
makes the problem even more complex. Thus while in- 
fluencing an adsorbed protein layer with an electric field 
is both possible and desirable, the outcome is as yet 
poorly understood. 

In this contribution, we review the field of protein 
adsorption kinetics under an applied electric field. By 
focusing on kinetics, we limit ourselves to studies where 
adsorbed layer properties are measured in situ during the 
electroformation process. We begin with a brief presen- 
tation of certain basic theoretical considerations. We then 
introduce the methods employed to measure protein ad- 

sorption kinetics under an applied electric field. Next, we 
introduce some of the key results, grouping our presen- 
tation by investigator. A perspective on future directions 
is then given and this is followed by a conclusion. By 
summarizing some of the key accomplishments and open 
questions, we hope to guide future efforts to produce 
nanoscale devices employing adsorbed protein layers 
formed under an electric field. 

THEORY 

An applied electric field may affect protein adsorption in 
two ways. The first of these deals with transport. Proteins 
are composed of amino acids, some of which contain 
acidichasic sites. Thus at all but the isoelectric pH, the 
protein will possess a net charge and thus migrate in re- 
sponse to an electric field. Because the charge distribution 
is generally not spherically symmetric, the electric field 
also imposes a torque on the molecule, causing it to rotate. 
Of course, electric-field-induced migration and rotation 
must compete against the molecule's thermal diffusive 
motion, so these influences are only observed in excess of 
some threshold field strength. The second principal effect 
of an applied electric field involves the direct interaction 
between the electrode and the protein upon close ap- 
proach. The alteration of electrode potential brings about 
various physicochemical changes in the surface itself and 
alters the counterion distribution away from the surface; 
these two effects influence the protein-surface interaction 
and affect such properties as the rate of attachment, pro- 
tein orientation, and the rate and extent of subsequent 
post-adsorption changes in orientation and conformation. 

The transport of protein in a (assumedly laminar) 
flowing solution to the surface may be described by the 
general transport relation 

where c is the protein concentration, t is the time, v' is the 
fluid flow velocity vector, D is the diffusivity, q is the 
effective protein charge, is the electric field vector, and 
( is the friction coefficient (a measure of the viscous drag 
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on the protein). The flow field must be known in advance 
to solve Eq. 1. So long as the concentration is quite low, 
one may neglect the influence of the migrating proteins on 
the fluid and solve for the flow field using the standard 
Navier-Stokes equation. 

The two terms on the right side of Eq. 1 represent the 
contributions from thermal diffusion and electric-field- 
induced migration, respectively. It is interesting to con- 
sider the limiting cases where one is much larger than the 
other. Neglecting the second term gives pure convective 
diffusion. One may approximate the flux to the surface by 
assuming steady shear flow and a perfect sink boundary 
condition at the adsorbing surface. In this case, the flux 
may be approximated by J(x, t)=Dcdh(x, t ) ,  where cb is 
the bulk protein concentration and 

is the convective diffusion boundary layer, a function 
of the diffusivity (D), the distance along the surface in 
the direction of the flow (x), the shear rate (a), and 
the time (t).'5361 The function f(z) is the inverse of 
z( f ) =  [ I -  (1 -f 3)2'3]12f for 2< 112 and f ( ~ ) =  1 for z >  112. 
Pure convective diffusion is therefore characterized by an 
initially zero flux that increases steadily to a steady flux at 
dimensionless time, z, equals 112. 

Neglecting the first term in Eq. 1 is equivalent to ig- 
noring diffusive motion. In this case, assuming an electric 
field normal to the surface of magnitude E, fully devel- 
oped shear flow, and a no-slip, perfect sink boundary 
condition, the concentration profile is given by 

where z is the height above the surface and H is the 
Heaviside function [i.e., H(O= 1 for (>0 and H(()=O for 
(<o].[~'  The flux to the surface is thus 

and the density of protein in the ith structural state, re- 
spectively (these states may denote \ arious conforma- 
tions, orientations, or states of aggregat~on).'71 The cavity 
function is defined as @=(eP'kT)r ,T.  where u is the 
potential energy of a single molecule interacting with the 
surface and with all of the previously adsorbed mole- 
cules (u depends on position and orientation), k is the 
Boltzmann constant, T is the absolute temperature, and 
the brackets represent an averaged quantity, over all 
representations of the adsorbed layer at density r and 
temperature T, according to their appropriate weights, 
and over all orientations and positions of the single 
"reference" molecule. All of the quantities on the right 
of Eq. 5 (except cb) may be altered by application of an 
electric field. 

To make quantitative predictions, the potential energy 
of interaction between protein molecules and the charged 
surface must be calculated. The electrostatic contribution 
to this energy may be determined using Poisson-Boltz- 
mann[8-121 or density functional['"'41 approaches. 

EXPERIMENTAL METHODS 

In this section, we review the experimental methods used 
to measure protein adsorption kinetics, in situ, under an 
applied electric field. 

Impedance Measurements 

Impedance measurements involve the application of an 
alternating voltage across an electrode I solution inter- 
f a ~ e . ' ' ~ - ' ~ ~  The solution is modeled as a resistor and the 
interface as an impeder and a capacitor in series. The 
capacitance is simply the imaginary part of the measured 
impedance. Adsorbed molecules (e.g., organics and 
proteins) displace ions and solvent from the interface; 
this changes the charge distribution and thereby the in- 
terfacial capacitance. The capacitance is thus an indirect 
measure of the extent of adsorption and structure of the 
adsorbed layer. 

Pure electrophoretic migration is therefore characterized 
by an initial period of zero flux, during a time of Jw, followed by a steady flux. 

In the absence of transport limitations, the rate of ad- 
sorption may be expressed as 

dl- - = kacbQ, - k , j , ~ ;  
dt 

I 

where r is the density of adsorbed protein (mass per area), 
k,  is the adsorption rate constant, @ is the'one-body cavity 
function, and kd,i and Ti are the desorption rate constant 

Reflectometry 

Reflectometry involves measuring the reflection of po- 
larized light at the interface between two optical media. In 
fact, two reflections are measured: one for the electric 
field component perpendicular to the plane of incidence 
(transverse electric or s-wave) and one for the electric 
field component parallel to the plane of incidence 
(transverse magnetic or p-wave). At a certain angle of 
incidence (the Brewster angle), the p-wave reflection 
vanishes and around this angle, the reflectikity, or square 
of the amplitude of the p-wave reflection, and elliptic- 
ity, or ratio of p- and s-wave reflections, become very 
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sensitive to interfacial heterogeneity, as brought about, for 
example, by adsorption of biomolecules. By assuming the 
adsorbed layer to be uniform in refractive index, both its 
thickness and refractive index may be determined. By 
further assuming a linear dependence of refractive index 
on concentration, the adsorbed density is calculable. Silica 
is typically used as the adsorbing substrate; thus to apply 
an electric field, a conducting coating is needed. Bos 
et a ~ . ~ ' ~ '  have developed a reflectometry method using 
silica coated with a ca. 100-nm layer of indium tin oxide 
(ITO). An important caveat is that the intensity ratio 
changes in the presence of an applied voltage and this 
must be considered when calculating the amount of 
adsorbed protein. 

Quartz Crystal Microbalance 

A quartz crystal microbalance (QCM) consists of a thin 
disk of (piezoelectric) crystalline quartz sandwiched be- 
tween thin film metal electrodes. Upon application of an 
alternating voltage, the crystal undergoes thickness shear 
mode vibration. The mass adsorbed to the electrode sur- 
face, including the trapped solvent, is simply proportional 
to the frequency shift. In addition, the dissipation of en- 
ergy following voltage removal, as measured by the decay 
of the oscillation amplitude, is a sensitive measure of the 
viscoelastic properties of an adsorbed layer. Khan and 
wernet'I9' have developed a QCM method in which a 
voltage is applied between an electroconductive polymer 
film-coated adsorbing surface and a counterelectrode. 

Optical Waveguide Lightmode Spectroscopy 

Optical waveguide lightmode spectroscopy (OWLS) is 
based on the phase shift associated with multiple interfa- 
cial reflections: when either the s- or p-wave undergoes a 
total phase shift equal to an integral multiple of 271 upon 
one complete traversal of a planar, dielectric waveguide 
sandwiched between media of lower refractive index, a 
standing wave is excited in the waveguiding film. Because 
of their dependence on reflection, the phase shifts are 
sensitive to interfacial heterogeneity-and the thickness, 
refractive index, and density of an adsorbed biomolecular 
layer can be readily determined. Optical waveguide 
lightmode spectroscopy is normally applied to noncon- 
ductive substrates. To allow for detection in the presence 
of an electric field, Brusatori et a1.'"20' and Bearinger 
et a1.r211 have developed OWLS methods employing an 
indium tin oxide coating. 

Total Internal Reflection Fluorescence 

When light traversing an optically dense medium ap- 
proaches an interface with a more optically rare medium 
at an angle exceeding a critical value of B,"t=sin- '(n,,,,l 

nd,,,), a total internal reflection occurs and an evanescent 
wave of exponentially decaying intensity penetrates the 
rarer medium. In total internal reflection fluorescence 
(TIRF) spectroscopy, the evanescent wave excites fluo- 
rescent probes attached to the biomolecules and detection 
of the emission associated with their decay provides in- 
formation on the density, composition, and conformation 
of adsorbed molecules. Fraaije et a1.[221 and Asanov 
et a1.L2"241 have extended TIRF methods to measure pro- 
tein adsorption under an applied electric field. 

RESULTS 

Bernabeu and ~ a ~ r a n i ~ ' ~ ]  have measured the adsorption 
of fibrinogen and albumin to a carbon electrode using an 
impedance method. They observed the initial rate and 
the overall extent of adsorption of these two negatively 
charged proteins to decrease with increasing voltage, 
in apparent violation of electrostatic rules Fig. 1. The 
authors explained this in terms of adsorbed counterions. 
On a platinum (i.e., more hydrophilic) surface, the rate 
and overall extent yielded minima at an intermediate 
electrode potential. 

Feng and ~ n d r a d e ' l ~ l  have investigated the adsorption 
of several proteins on low-temperature isotropic carbon 
electrodes, also using an impedance method. They gen- 
erally find the extent and initial rate of adsorption to de- 
crease with increasing electrode potential, irrespective of 
protein charge and solution ionic strength Fig. 2. In con- 
trast, on a gold electrode, the extent and initial rate varied 
according to electrostatics. At higher pH, they did note a 
maximum in adsorbed amount at an intermediate poten- 
tial--consistent with behavior of organics at metal sur- 
faces-and surmised that similar behavior may hold at 
other pH values, provided a sufficiently large potential 
range. This nonmonotonic behavior is explained by the 
hydrophobic effect: at a hydrophobic surface of near-zero 
charge, the contacting water is highly ordered and thus its 
displacement is highly favored entropically, whereas at a 
more charged hydrophobic surface, the contacting water is 
less ordered and thus more difficult to displace by 
adsorbing molecules. 

Fievet et have also used impedance methods to 
measure protein adsorption onto a carbon electrode. They 
observed both the adsorbed amount and the initial ad- 
sorption rate to exhibit a maximum at an intermediate 
electrode potential and attributed this as well to a hydro- 
phobic effect. 

Bos et a1.,'I8' using rel-lectometry, observed a modest 
influence of an applied electric field on the adsorption of 
several proteins onto indium tin oxide under most condi- 
tions. Most observations followed electrostatic arguments, 
but an exception was lysozyme at pH=9.9 Fig. 3, where a 
significant increase in adsorbed amount of this positively 
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Fig. 1 a) The characteristic time of adsorption and b) the 
amount adsorbed at saturation in the initially adsorbed state 
(bottom line) and the conformationally altered state (upper line) 
vs. electrode potential for fibrinogen adsorbing to a carbon elec- 
trode as measured using an impedance method. (From Ref. [15].) 
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charged protein was observed at I T 0  potentials exceeding 
300 mV (vs. AgIAgCl). This was explained by a local pH 
effect: the H' concentration decreased with increasing 
electrode potential, thereby causing the protein to become 
less positive (or even slightly negative). 

Khan and ~ e r n e t ' ' ~ '  used a quartz crystal microbal- 
ance to investigate the adsorption of glucose oxidase onto 
an electroconducting polyanion-doped polypyrrole film. 
Although the study focused on enzymatic activity fol- 
lowing adsorption, of particular significance was the 
demonstration of a kinetic isotherm under an applied po- 
tential Fig. 4. 

Fraaije et a1.12*] have used total internal reflection 
fluorescence to investigate the voltage dependence of the 
amount and mean orientation of cytochrome c adsorbed 
onto tin oxide. The fluorescent intensity as a result of 
absorption of both the p-wave and the s-wave of the in- 
cident light was measured, and it was determined that over 
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Fig. 2 a) Normalized capacitance change because of adsorp- 
tion of 0.5 g L  human serum albumin (c~rcles) and 0.1 g L  
lysozyme (squares) from acidic (pH=4.0, open) and basic 
(pH=10.6, solid) solutions as functions of carbon electrode 
potential as measured by an impedance method. b) Initial rates 
of normalized capacitance change for 0.50 g/L human serum 
albumin (circles), 0.05 g/L human plasma fibrinogen, 0.50 g L  
superoxide dismutase, and 0.10 g/L lysozyme onto a carbon 
electrode as a function of electrode potential. The change in 
interfacial capacitance is a measure of the extent of surface 
coverage. (From Ref. [I 61.) 
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Fig. 3 The amount of lysozyme (open symbols) and 
ribonuclease (closed symbols) from a solution at pH=9.9, 
following 15 min of exposure to an indium tin oxide surface, as 
a function of applied voltage as measured using reflectometry. 
(From Ref. [18].) 

a fairly significant voltage range (from 0 to 1 V vs. Ag/ 
AgCl), little change in adsorbed amount or mean orien- 
tation occurs. In contrast, changing the pH or the surface 
coverage of the adsorbed protein resulted in changes in 
mean orientation angle 7" and 4", respectively. 

Asanov et al.[231 have used TIRF to measure the 
adsorption of bovine serum albumin onto tin oxide 
under an applied electric field. They find little effect on 
adsorption at anodic potentials (negative surface charge) 

potential 

I I I 
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Fig. 4 The amount of glucose oxidase adsorbed to a sulfated 
poly P hydroxyether-doped polypyrrole film vs. time at an 
open circuit potential and under an applied potential difference 
of 0.4 V as measured using a quartz crystal microbalance. 
(From Ref. [19].) 
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Fig. 5 The fluorescence detected (a measure of the adsorbed 
amount) from labeled antibiotin adsorbing onto a biotinylated 
indium tin oxide electrode. At the first arrow, the protein 
solution is replaced by a pure PBS buffer solution. At the second 
arrow, the open circuit potential is replaced by a saw tooth 
polarization from - 0.7 to + 1.1 V at 0.1 Vlsec. At the third 
arrow, the potential is changed to a square wave polarization 
from - 0.7 to + 1 . I  V at a time period of 5 sec. (From Ref. [24].) 

but a significant increase in adsorption at increasingly 
cathodic potentials. This behavior again contradicts 
one's expectations based on electrostatics. However, it 
was noted that the adsorption behavior correlates 
strongly with the adsorbing substrate's water contact 
angle; thus it appears that hydrophobic forces are at 
play. These authors have also investigated the voltage- 
induced desorption of biospecifically bound species, 
with a goal of developing a regenerable biosensing 
platform.'241 Their findings are impressive: the rate and 
extent of desorption could be greatly enhanced by the 
application of an oscillating voltage Fig. 5. In particu- 
lar, the desorption time constant was decreased from 
10' sec in the absence of an applied potential to 300 
sec in the presence of a square wave potential alter- 
nating from - 0.7 to + 1.1 V. 

Brusatori et a1.[69201 have investigated the adsorption 
of albumin and cytochrome c onto I T 0  using OWLS. 
The raw data of a typical experiment appear in Fig. 6. 
Following a baseline measured under flowing solvent 
(deionized water in this case), application of an electric 
field (1.0 V over a 1.0-mm distance) between the 
adsorbing substrate and a platinum counterelectrode (i) 
yields an increase in the measured effective refractive 
index, the fundamental output signal of OWLS. This 
increase is not fully understood, but is likely a result of 
interfacial double-layer charging, to penetration of small 
ions into the I T 0  andlor the underlying silicon titanium 
oxide films (even in deionized water, carbonate and 
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Fig. 6 The effective refractive index (a measure of the adsorbed amount from optical waveguide lightmode spectroscopy) and the 
current during cytochrome c adsorption from water onto indium tin oxide as a function of time. At point i, a voltage difference of 1.0 V 
is applied. At point ii, the protein solution is introduced. At point iii, the protein solution is replaced by a buffer solurion. At point iv, the 
system is returned to an open circuit potential, and at point v,  the 1 .O-V voltage difference is reapplied. At point vi, the protein solution 
is reintroduced. (Taken from Ref. [6].) 

other ionic impurities are present), or to mild oxidation 
of the ITO. The current increases initially but then 
decreases, as would occur for a resistor and capacitor in 
series. Upon addition of cytochrome c in water (ii), the 
signal greatly increases because of optical changes at the 
interface brought about by adsorption. A return to the 
deionized water (iii) causes only a small signal reduc- 
tion, indicating that only a small quantity of protein 
desorbs. When the electric field is removed (iv), a de- 
creased signal results. However, this is not a result of 
further desorption as a reapplication of the field (v) 
returns the signal to its previous level. Finally, a rein- 
troduction of the protein (vi) yields an additional signal 
increase. This additional adsorption is likely a result of 
an increased amount of area on the surface open for 
adsorption. The cause of this increased available area is 
likely aggregation among the adsorbed molecules. 

The surface density vs. time for albumin and cyto- 
chrome c, in a water solvent, adsorbing to I T 0  under a 
range of applied voltage appears in Fig. 7. Clearly, ad- 
sorption is significantly enhanced under an applied 
electric field. In fact, at voltages exceeding 1.0 V, no 
true adsorption plateau is reached. If a rectangular array 
of adsorbed proteins is assumed, the saturated monolayer 
density would be 0.46 pg/cm2. Thus multilayer adsorp- 
tion is occumng, at least to some extent, in all but the 
open circuit potential curve of Fig. 7. In Fig. 8, the 
adsorption rate vs. adsorbed amount is shown. In all 
curves, an initial increase in adsorption rate is noted, 

reflecting transport limitations. The suhsequent decrease 
in adsorption rate is a result of surface filling. Thus the 
initial surface limited kinetics of albumin increase sig- 
nificantly with applied voltage, while those of cytochrome 
c are not affected. At longer times, however, the rate of 
adsorption for cytochrome c also is increased by the 
presence of the electric field. The transport-limited ad- 
sorption rate vs. time (insets) shows that only albumin 
transport is directly influenced by the field, likely because 
of its greater overall (negative) charge. While solvent and 
local pH effects could be influencing these results, the 
major contributing factor is the preferential adsorption, 
under an applied field, at patches on the protein surface of 
complementary charge. 

PERSPECTIVES 

An applied electric field offers an opportunity to influ- 
ence the structure and formation kinetics of an adsorbed 
protein layer. The literature now contains several exam- 
ples of this. [6.1-'-20.22-241 However, it is striking the extent 

to which observed behavior deviates from that expected 
by basic electrostatics. There is little agreement on the 
cause of such behavior and therefore on the very nature of 
the electric field's influence on protein adsorption. 
Explanations put forth invoke surface-bound counterions, 
local pH effects, interfacial solvent structure, and protein 
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Fig. 7 The amount of a) albumin and b) cytochrome c from a 
water solution adsorbed to an indium tin oxide surface as a 
function of time for various applied voltages as measured by 
optical waveguide lightmode spectroscopy. (Taken from 
Ref. [6].) 

charge heterogeneity. Below, we comment upon each of 
these effects. 

Surface-Bound Counterions 

Could similarly charged surfaces be attracted to one an- 
other given the presence of a third, oppositely charged 
species? At first glance, this would seem unlikely because 
counterions would at most completely compensate the 
charge, leaving two neutral surfaces. The classic Poisson- 
Boltzmann approach, in which solvated electrolytic spe- 
cies are assumed uncorrelated, predicts only repulsion 
between like charged objects in an electrolytic solution. 
However, there are examples where charge overcompen- 
sation may occur. A spectacular recent example of this is 

the layer-by-layer method of growing thin films by ex- 
posing a substrate alternatively to solutions of polyanions 
and polycations.r251 Although not fully understood theo- 
retically, the idea is that charged sites on the polyions 
exchange nearly completely with smaller ions at the sur- 
face for entropic reasons. However, in addition to sites 
contacting the surface, the polyions generally contain 
additional charged sites that extend away from the sur- 
face, thus resulting in a charge overcompensation. How- 
ever, this type of charge overcompensation would not be 
expected from the relatively small ionic species present in 
most protein adsorption systems. 

Fig. 8 The rate of adsorption vs. amount adsorbed for a) 
albumin and b) cytochrome c from water onto indium tin oxide 
as a function of adsorbed amount (and, in the insets, as a 
function of time) for various applied voltages as measured by 
optical waveguide lightmode spectroscopy. (Taken from 
Ref. [6].) 
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Local pH Effects 

Proteins are amphoteric, i.e., possess a number of ac id  
base sites whose charge is pH-dependent. Because a 
positively (negatively) charged surface will repel solvated 
protons (hydroxide ions) and thus raise (lower) the pH 
near to the surface, the sign of a protein's overall change 
could change upon approach to the surface. In this case, 
attraction that is indeed electrostatic in origin may follow. 
Could this effect explain the antielectrostatic behavior 
reported in the literature? Evidence to suggest otherwise 
lies in the following observation: the degree of buffering 
has been shown to have little effect on these antielectro- 
static adsorption trends.[201 

Solvent Interfacial Structure 

Solvent molecules (typically water) at or near a solid 
substrate often experience a hindered rotation relative to 
those far from the interfacial region. If liberated from the 
surface via, for example, displacement by an adsorbed 
protein, a net entropy gain results. An estimation of the 
rotational contribution to the entropy is given by the sta- 
tistical mechanical result for an ideal gas rigid rotor, 
SIot=Nk In q,,, where N is the number of molecules, k is 
the Boltzmann constant, and grot is the rotational partition 
function. For water at 300 K, q , , ~  30, so the contribution 
per mole of water liberated from the surface is about 28 J/ 
K mol. An average-sized protein might result in the lib- 
eration of 50 water molecules, so the contribution to the 
overall free energy of adsorption at 300 K from the sol- 
vent rotation would be about -420 kJ/mol. Of course, this 
is an upper bound because the molecules at the surface do 
possess some rotational freedom. This estimate would 
most accurately apply to water at a neutral, hydrophobic 
surface, where the molecules are expected to be very or- 
dered. As the magnitude of surface charge is increased, 
the water becomes more disordered, i.e., may experience 
enhanced rotation, and the free energy gain from its lib- 
eration is thus diminished. As several of the above-men- 
tioned studies show trends consistent with these thoughts, 
the role of solvent structure in the overall influence of an 
applied electric field cannot be discounted. 

Protein Charge Heterogeneity 

Based on electrostatics, can a positively (negatively) 
charged protein be attracted to a positively (negatively) 
charged surface? Within the Poisson-Boltzmann ap- 
proach, the answer is yes, according to Asthagiri and 
~enhoff,"" so long as both protein and surface contain 
charge heterogeneity. The idea is that regions of com- 
plementary charge may come into close contact, while 
overall repulsion is sufficiently screened by counterions 

so that a net attraction occurs. Brusaton et al. invoke this 
reasoning to explain the increase in adsorption observed 
for positively charged cytochrome c with increasing ad- 
sorbent potential. [6] 

CONCLUSION 

An applied electric field offers the possibility of control- 
ling the structure of an adsorbed protein layer. This 
represents a powerful method of producing nanostructured 
coatings for biosensing and biomaterials applications. 
Only in the past few years have techniques become 
available to measure the adsorbed layer properties in situ 
during formation. While it remains to fully resolve a 
number of puzzling observations-and while quantitative 
prediction of the effects of the electric field, such as 
counterion binding, local pH enhancement, solvent 
structure, and charge heterogeneity, remains sparse-the 
prospects are strong for a general understanding, in the 
not-to-distant future, of the influence of an electric field 
on protein adsorption, and the engineering of protein 
coatings to near-exact specifications using voltage-based 
methods is certainly a realistic and laudable goal. 
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INTRODUCTION 

Nonspecific protein adsorption onto solid surfaces occurs 
in many important applications. These include drug stor- 
age, where adsorption of a therapeutic protein onto the 
container walls may denature and render the drug inactive, 
as well as change its solution concentration, posing a 
major problem when exact dosing is required.['] Protein 
adsorption can contribute to blood clotting and heart dis- 
ease;[21 the biocompatibility of materials used in medical 
implants, food processing, and chromatographic media 
depends on the interaction of proteins with the sur- 
f a ~ e . l ~ - ~ I  Newly developed biosensors and immunoassay 
methods depend on the immobilization of proteins.'9' 
Fouling of contact lenses is due, in part, to the nonspecific 
adsorption of protein on the lens surface.[101 In all of these 
applications, a fundamental understanding of protein ad- 
sorption is required to control the interaction between the 
protein and the solid. 

This article discusses the role of atomic force micro- 
scopy (AFM) in elucidating protein adsorption mecha- 
nisms onto solid surfaces. After a brief review of other 
experimental techniques, we outline the advantages and 
disadvantages of AFM for in situ study of protein ad- 
sorption and summarize findings for AFM available to 
date. We conclude with a brief discussion of the protein 
adsorption process. 

OVERVIEW 

Measurement Techniques 

A wide range of techniques provides information on 
protein adsorption onto solid surfaces. Vibrational sum 
frequency spectroscopy (VSFS)a is a surface-specific 
nonlinear optical technique in which a sum frequency 
signal is obtained from an ordering of dipoles at surfaces. 
Moieties that are well aligned at the surface can be ob- 
served by VSFS. Using this technique, information on 

"A glossary of abbreviations appears at the end of this article. 

protein organization in addition to water structure and 
organization can be obtained. In particular, Kim et al.'"' 
used this technique to study the organization of lysozyme 
at the waterlquartz interface at various pH values. 

The interaction force between two solid surfaces can be 
measured as a function of distance by the surface force 
apparatus (SFA). Claesson et a1.[lZ1 employed SFA to 
study a wide range of proteins (globular, unordered, fi- 
brous) and determined protein conformation, orientation, 
and the operative forces. Small compact globular and soft 
globular proteins could be distinguished by measuring 
their compressibility. Blomberg et al.[l3I used SFA to 
study the adsorption of lysozyme on mica as a function of 
protein concentration, determining the protein's adsorp- 
tion orientation, ability to form multilayers, and adsorp- 
tion irreversibility. 

Conformation information on adsorbed protein is also 
available from several spectroscopic methods. Circular 
dichroism spectroscopy (CD), Fourier transform infrared 
spectroscopy (FTIR), and Raman spectroscopy all probe 
protein secondary structure. These techniques have been 
useful in demonstrating how proteins alter their structure 
upon adsorption. Proteins have been shown to have 
greater structural perturbation on hydrophobic surfaces, 
compared to hydrophilic surfaces using C D , " ~ , ' ~ ~  FTIR,"] 
and Raman spectroscopy .[83161 

,4 significant amount of literature on protein adsorption 
is concerned with the kinetics and total mass of protein 
adsorbed onto a solid surface. The quartz crystal micro- 
balance (QCM) measures the changes in resonance fre- 
quency and dissipation factor of an oscillating quartz 
crystal and can provide information on the adsorbed mass 
and temporal variations in surface viscoelastic properties. 
Otzen et al.''" employed QCM to study the adsorption of 
protein S6 onto a methyl-terminated quartz surface and 
found that the adsorption kinetics of protein S6 depends 
on the equilibrium fraction of denatured protein in the 
bulk, rather than on the kinetics of bulk denaturation. 
Upon comparison with optical techniques, such as ellip- 
sometry and optical waveguide lightmode spectroscopy 
(OWLS), Hook et al.['xl showed that QCM reports higher 
adsorbed mass, this being attributed to water bound to the 
adsorbed protein. 
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Total internal reflection fluorescence (TIRF) mea- 
sures the fluorescence emission of fluorescent-tagged 
protein triggered by an evanescent wave arising from a 
totally internally reflected light beam inside an adjacent 
optically clear adsorption substrate. This method permits 
adsorption isotherms and adsorption kinetics to be mea- 
sured. It has also been used to show that proteins reorient 
andlor undergo conformational change at the surface, 
depending on the surface con~entra t ion,~ '~]  the rate of 
adsorption to the surface,"" and the hydrophobicity of 
the surface.'209211 These factors all affect the final sur- 
face loading.'221 

Other optical methods exist to determine adsorption 
kinetics and isotherms. Ellipsometry gauges the change 
in polarization of light that is reflected from the surface 
of a sample. This technique requires a reflecting sur- 
face. In OWLS, light is totally internally reflected 
within an optical waveguide, setting up an evanescent 
wave in the nearby solution. The electric and transverse 
magnetic modes of the evanescent wave are then 
measured. In surface plasmon resonance (SPR), a laser 
beam undergoes total internal reflection at the adsorp- 
tion glass / metal interface. Coupling between the 
photon and a surface plasmon causes excitation of 
surface plasmon at the interface and a reduction in 
intensity of the internally reflected light. Scanning angle 
reflectometry (SAR) is another optical method that is 
used to determine protein adsorption isotherms and ki- 
netics. All these techniques measure the adsorption 
thickness and the refractive index of the layer above the 
adsorption interface, which can then be used to calcu- 
late adsorbed mass. Surface plasmon resonance[231 and 
ellipsometry[241 show how adsorption packing and ki- 
netics vary for proteins of various dimensions and 
conformations. Ellipsometry has shown that more pro- 
tein adsorbs onto hydrophobic surfaces compared to 
hydrophilic surfaces.r251 Ellipsometry also has been used 
to show that more protein is irreversibly adsorbed on 
hydrophobic surfaces[261 and that the degree of irre- 
versibility is time dependent.[253261 Time-dependent 
spreading of protein at the interface has been studied using 
OWLS[~~]  and ellipsometry.[251 Multilayer formation for 
lysozyme has been observed using ellipsometry.[249281 
Optical techniques have been used to study how ionic 
strength affects protein adsorption area,'291 adsorption 
 isotherm^,'^^.^^] kinetics,r281 and irreversibility.r281 

Atomic Force Microscopy Techniques 

All of the above experimental techniques provide infor- 
mation on length scales much larger than the dimensions 
of a single protein molecule. Hence they cannot provide 
data on the spatial distribution of proteins on a surface. 
Conversely, atomic force microscopy (AFM) enables di- 

rect observation of real-space topographic surfaces on a 
nanometer scale and can, in principle, detect the spatial 
distribution of adsorbed protein. Atomic force microscopy 
can image surfaces in solution, so that proteins remain in 
an aqueous environment. By imaging In situ, adsorption 
dynamics are observable. By combining the real-time and 
real-space resolution of AFM, one obta~ns information on 
the spatial and temporal distribution of adsorbed protein. 
The literature on AFM studies of proteins is vast. How- 
ever, most studies are primarily concerned with imaging 
large, isolated single-protein molecules[""31 and not on 
adsorption patterns and mechanisms. We review studies 
on the fundamentals of the protein adsorption process. 
Table 1 contains a listing of AFM research that we mention 
in this article, along with the particular properties studied. 

Access to lateral spatial information on protein ad- 
sorption enables supramolecular organization on the sur- 
face to be observed in real time. This includes the ability 
to directly observe clustering and multilayer formation. 
Height differences across the surface provide information 
on the adsorbed protein conformation and orientation and 
their changes in time. Nonuniform surfaces can be im- 
aged, allowing comparison between protein adsorption on 
differing surface chemistry and on patterned interfaces. 
Atomic force microscopy provides information on the 
interaction forces between the protein-covered surface and 
the scanning probe and mechanical properties using the 
force-distance-curve feature. 

ATOMIC FORCE MICROSCOPY 

Features 

Originally designed to measure the topography of sur- 
faces, AFM has the potential to obtain atomic-scale spatial 
resolution. Although specific designs differ, AFM gener- 
ally operates by raster scanning a fine, cantilevered tip 
over a solid surface while measuring tip deflection with a 
laser. As the tip encounters features on the surface, the tip 
deflects; the feedback mechanism moves the sample 
closer or farther from the cantilever-tip assembly in re- 
sponse. This height movement, in addition to the raster 
scanning movement, is controlled to angstrom precision 
by a piezoelectric crystal. It is the height of the sample 
surface (rather than the tip deflection) that is reported as 
the height of features on the surface. 

Two main methods for imaging topographical features 
exist. In "contact mode," the tip is kept in constant 
contact with the surface while maintaining a constant 
force (or deflection). The instrument feedback loop op- 
erates by raising or lowering the sample surface to 
maintain a constant tip force. This is the original method 



Table 1 Atomic force microscopy studies highlighted in this article 

Real Protein structure Nonuniform Force 
First author Protein Surface time Multilayer and orientation surfaces curves Comments Reference 

Chen, X. et al. 

Coen, M.C. et al. 

Cullen, D.C. et al. 

Galli, G. et al. 

Kim, D.T. et al. 

Mueller, H. et al. 

Radmacher, M. et al. 

BSA, BFG x Change in adhesion as protein [671 
film forms, breakthrough force 
to surface increases with time 

Multilayer formation over time, 
subsequent layers become less 
structurally perturbed 

Comparison of adsorption 

Protein A Silicon 

IgG and GOx HOPG 
mechanisms for two structurally 
different proteins 

x Effects of nanostructures on 
protein adsorption 

x Complete monolayer formation 
monitoring, multilayer formation, 

Protein A and 
F-actin 

Lysozyme 

Si and Ti, 
nanostructures 

Mica x 

tip contamination issues 
Lipid bilayers x Adsorption behavior on 

mixed acidic, basic, and 
zwitterionic lipid bilayers 

x Classic force curve work on 
lysozyme, analysis of adhesion, 

Cytochrome c, 
MBP 

Lysozyme Mica 

estimation of viscosity and 
Young's modulus 

Hydrophobicity determines 
adsorbed protein structure 

Protein coverage at surface 

Raghavachari, M. et al 

Sheller, N.B. et al. 

VWF 

HAS 

Mica and 
OTS/glass 

CH3 SAMs 
determines adsorbed 
protein structure 

Hydrophobicity determines 
adsorbed protein structure 

Hydrophobicity determines 
adsorbed protein structure 

Adsorption behavior on mixed 

HOPG and x Ta, T.C. et al. 

Ta, T.C. et al. 

Takahara, A. et al. 

BFG 

BFG 

BSA 

mica 
CH3 and x 

COOH SAMs 
OTSIFOETS x 

mixed monolayer monolayer at different 
pH conditions 

See Abbreviation Glossary. 
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of operation for the AFM; it has the advantage of high 
resolution. Continuous improvements in preparation tech- 
niques and imaging conditions make it possible to image 
proteins with lateral resolution of -0.5 nm and vertical 
resolution of -0.1 nm in this "Tapping- 
mode" imaging was developed to reduce possible damage 
to the sample that results from the tip "dragging" along 
the surface. This is especially relevant for "soft" bio- 
molecules such as proteins. Tips can damage protein 
structure and sweep away loosely adsorbed biomolecules. 
In tapping-mode imaging, the cantilevered tip oscillates at 
resonance frequency and only intermittently "taps" the 
surface at the bottom of its oscillation. In this imaging 
mode, the feedback loop maintains a constant oscillation 
amplitude, rather than the tip force. Using tapping mode, 
proteins that are loosely adsorbed can be imaged without 
being swept away by the scanning tip.L311 The lateral res- 
olution suffers somewhat in this mode, but is still suffi- 
cient to monitor protein adsorption. 

A major advantage of AFM is that imaging can be 
performed in liquid solution. Thus protein can be imaged 
in aqueous solution. With a fluid flow cell, the liquid 
environment can be changed while the sample remains on 
the surface. Thus protein solution, surfactant solution, or 
different buffer solutions can be introduced. Imaging 
adsorbed proteins after drying the surface is a common 
application. Although sample preparation and imaging in 
open air tends to be easier and faster, we caution that the 
drying process may distort protein structure and pattern 
formation. In most, but all of the images presented in 
"Atomic Force Microscopy and Protein Adsorption," the 
tapping mode in aqueous environment is employed. 

Other imaging variations for the AFM exist. One mode, 
known as lateral- (or friction-) force mode can "image" a 
force map by detecting differences in chemistry and me- 
chanical properties at the surface. This is possible by 
operating the AFM in contact mode and measuring the 
"twisting" of the cantilever as the tip moves over dif- 
ferent regions of the sample. Twisting of the cantilever is a 
result of the tip adhering to the surface as it is scanned; the 
amount of twisting is a function of the adhesion between 
the tip and surface. A resulting friction map distinguishes 
parts of the surface with different chemistry and/or me- 
chanical properties. 

In addition to imaging, AFM is able to measure the 
interaction normal force between the tip and the surface. 
This occurs by measuring the tip deflection as the surface 
approaches the probe tip, comes into contact, slightly 
pushes the tip, then retracts and separates from the tip. 
Information is garnered on the physical and mechanical 
properties of surfaces and the interaction forces between 
the tip and surface. When the interaction between the 
surface and tip material is not of direct interest, tips can be 
coated with proteins or monolayers that expose a specific 
chemical functionality to probe-specific interactions. This 

is sometimes referred to as chemical force r n i c r o s c ~ ~ ~ . ~ ~ ~ ~  
If force curves are taken at regular distances over a sur- 
face, a so-called force-volume (actually force-area) map 
can be created. In a force-volume map. the tip deflection 
from a force curve at a defined tipsample distance is 
mapped into a two-dimensional array. This discloses the 
tip interactions with the surface over various regions of 
the surface. The force-volume map can be compared to 
the topographical surface images and physical features on 
the surface can be correlated to the force interactions. 

Imaging Artifacts 

Care should be taken when interrogat~ng AFM images. 
Interpreting images without cognizance of possible arti- 
facts can lead to misinterpretation. Because AFM is an 
intrusive process, the probe tip may mechanically induce 
protein adsorption patterns on the surface, possibly con- 
tributing to the overall adsorption process. Many re- 
searchers have reported the "sweeping" action of the tip. 
Ta et a1.'371 and McMaster et al.L381 both reported streaky 
images attributable to tip mechanical influence. Denis et 
al.L391 found that elongated structures were bent toward the 
left or right depending on the scanning direction of the tip. 
Johnson et al.[401 attributed bare patches devoid of 
adsorbed molecules to the tip sweeping away protein 
molecules. Immunoglobulin G ( I ~ G ) ' ~ "  and immuno- 
globulin M ( I ~ M ) [ ~ * ]  are known to aggregate on mica as a 
result of tip mechanical influence. 

Contamination of the AFM tip by unwanted particles in 
solution or particles garnered from the surface is a com- 
mon problem and is difficult to avoid. Depending on the 
scanning size, the effects on imaging may be significant. 
Tip contamination alters the tipsurface interaction force 
and may have a significant effect on the height informa- 
tion obtained.'431 In Ta and ~ c ~ e r m o t t ' s [ ~ ~ '  studies with 
friction-force microscopy, the authors observed that tip 
contamination probably occurred and affected the mag- 
nitude of the tip friction. Fortunately, their studies were 
directed at friction contrast, rather than absolute values. In 
our work with in situ lysozyme adsorption onto mica, tip 
contamination distorted the apparent size of the protein 
adsorbed onto the surface, compounding the problem of 
tip broadening.[451 

With tip broadening, the AFM image is enlarged as a 
result of a convolution of the imaged particle and the 
imaging tip.'46,471 Tip broadening is significant when the 
size of the imaged particle is of the same length scale of 
the tip point, which is the case for proteins. Enlargement 
of the image causes overestimation of the amount of 
protein adsorbed onto the surface, making quantitative 
assessment of adsorption amounts problematic. Sheller 
et al.'481 have shown that a grain size analysis of the un- 
modified image of albumin adsorption yielded a value of 
1&15% coverage. However, after taking into account tip 
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Fig. 1 Effect of tip contamination on AFM imaging. Atomic force microscopy images of adsorption of HEWL on mica in 10 mM 
acetate buffer, pH 4.0, under stopped-flow conditions. Initial bulk concentration of HEWL is 2 pg/mL. Each image was taken at the 
exact same location. A large prominent white feature (i.e., debris) marks the same location on the mica surface. (a) Bare mica before 
exposure to protein solution. (b) Lysozyme adsorption after 15 min, (c) 3 hr 34 min, and (d) 19 hr. Note that in this last scan, the 
particles below the large feature are much smaller than those above the feature and those scanned at earlier times. All images are 
250 nm x 500 nm. Reprinted from Ref. [45] with permission from The American Chemical Society. 

broadening, the coverage was reduced to 3 4 % .  In Ta 
et al.'s'"] studies with fibrinogen adsorption, it is difficult 
to identify early adsorption features as single molecules or 
clusters. Thus these researchers considered the adsorbed 
particles to be clusters of protein. In the work of Kim 
et a1.r451 with lysozyme and mica, tip contamination 
contributed to the tip-broadening problem. This can be 
seen in Fig. 1. We initially interpreted the observed en- 
largement of the protein features on the surface as a result 
of cluster growth over time. However, this was disproved 
when after 19 hr (Fig. Id), smaller clusters were again 
observed, presumably after the tip was inadvertently 
"cleaned" of debris. There exist methods to characterize 
the shape of the tip so that the amount of broadening can 
be e ~ t i m a t e d . ' ~ ~ , ~ ~ '  However, the amount of contamination 
can change at any time during imaging or exposure to 
protein solution, as documented in Kim et a ~ ' ~ "  

Finally, we remark that AFM is limited to surfaces that 
are smooth on the length scale of the protein molecules or 
aggregates. Accordingly, solid surfaces studied to date 
include mica, graphite, silicon (i.e., actually a Si02 
overgrowth), selected polymers, and coated monolayers 
on these surfaces. 

ATOMIC FORCE MICROSCOPY AND 
PROTEIN ADSORPTION 

One of the main advantages of AFM over other techniques 
is its ability to gather information on the supramolecular 

organization of adsorbed protein. Atomic force micros- 
copy, unlike optical techniques such as OWLS, SPR, 
TIRFS, or ellipsometry, has superb lateral spatial resolu- 
tion. Further, unlike electron microscopy, sample prepa- 
ration is relatively easy. Protein adsorption events can be 
observed in situ in aqueous environments and in real time. 

Supramolecular Organization 

Real-time imaging 

Takahara et a1.'5'-531 observed a real-time increase of 
bovine serum albumin (BSA) coverage on surfaces cov- 
ered with n-octadecyltrichlorosilane (OTS) islands sur- 
rounded by 2-perfluorooctyltrichlorosilane (FOETS) at 
both pH 4.7 and 7.5. Complete monolayer coverage can 
be obtained with sufficient protein in solution. Mueller 
et ;11.L541 imaged myelin basic protein (MBP) adsorption 
onto negatively charged, acidic lipid bilayers supported on 
mica and observed that protein elevations on the surface 
grew laterally and eventually fused with neighboring 
protein elevations to form a complete monolayer. As 
reported in Fig. 2, hen egg white lysozyme (HEWL) 
formed clusters on mica that increased in number until 
a complete monolayer was formed.'451 Coen et a~.['" saw 
similar adsorption patterns for protein A adsorbing on- 
to silicon. 

Because of its excellent lateral resolution, AFM can 
distinguish between different adsorption patterns. Cullen 
and  owe"" examined how protein and surface structures 
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Fig. 2 Lysozyme adsorption onto mica. Atomic force microscopy images of adsorption of HEWL on mica in 10 mM acetate buffer, 
pH 4.0, under stopped-flow conditions. The initial bulk concentration of HEWL is 5 pg/mL. Each image is 500 nm x 100 nm. The light 
areas are clusters of protein molecules and the dark areas represent the bare mica surface. (a) Bare mica surface before contact with the 
protein solution. (b) Lysozyme adsorption after 4 min, (c) 32 min, (d) 52 min, (e) 1 hr 26 min, (f) 1 hr 59 min, and (g ) 23 hr. (h) Washout 
with buffer after 27 hr. (Reprinted from Ref. [45] with permission from The American Chemical Society.) 

dictate adsorption patterns by adsorbing IgG and glucose 
oxidase (GOx) onto highly oriented pyrolytic graphite 
(HOPG), as shown in Figs. 3 and 4. Within minutes, 
patches of IgG containing 300-500 molecules were ob- 
served across the HOPG plane (Fig. 3B). Over time, more 
patches at random locations appeared on the surface until 
a complete monolayer formed (Fig. 3D). Conversely, in 
Fig. 4, GOx nucleated initially at HOPG defects. Subse- 
quent adsorption occurred at locations adjacent to protein 
already adsorbed, forming "sheets" of protein and leav- 
ing regions of bare HOPG. In both cases, the protein 
appeared to aggregate on the surface, which is likely a 
result of hydrophobic residues exposed during adsorption 
conformation change leading to favorable intraprotein 
interaction at the surface. The differences in adsorption 
patterns arise from physiochemical differences between 
the two proteins, which we will discuss later. 

Conversely, Ta et a ~ . ' ~ ' , ~ ~ '  demonstrated how differ- 
ences in the hydrophobicity of the solid surface affect 
protein adsorption patterns. Fig. 5 displays consecutive 
AFM images of bovine fibrinogen (BFG) film growth on 
HOPG. At 75 sec (Fig. 5C), a network of branched strands 
can be observed extending across the HOPG plane with 
no apparent preference for step defects. After 125 sec 
(Fig. 5E), more networks of branched strands are appar- 
ent. A complete monolayer is formed after 225 sec 
(Fig. 5G). Fig. 5H shows a friction image of the complete 
monolayer, indicating that the frictional forces between 
the tip and protein film are low and constant. meaning that 
the protein structure is robust and crystalline-like. 

On mica, as depicted in Fig. 6, BFG homogeneously 
adsorbed across the surface until a full monolayer was 
formed. This adsorption process is very similar to that of 
lysozyme on mica shown in Fig. 2. The authors also 
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A 
0 min. 

B 
2 min. 

C 
6 min. 

D 
60 min. 

Fig. 3 Immunoglobulin G adsorption onto HOPG. Time- 
resolved AFM images of the adsorption of IgG from a 
phosphate-buffered saline (PBS) solution with a bulk concen- 
tration of 50 pg/mL of protein to a freshly cleaved HOPG 
surface. Image size: (A-C) 5.3 pm x 5.3 pm, (D) 5 pm x 5 pm. 
All images were obtained with an applied repulsive force of - 1 nN and presented as left-shaded topographic images. 
(Reprinted from Ref. [56] with permission from Elsevier.) 

compared BFG adsorption onto octadecanethiol (ODT; 
CH3-terminated) and mercaptohexadecanoic acid (MHA; 
COOH-terminated) self-assembled monolayers (SAMs) 
supported on gold-covered glass.r441 The hydrophobic, 
CH3-terminated surface showed similar adsorption be- 
havior to that of the HOPG surface, with strand-like sur- 
face features gradually filling in the surface to form a 
smooth, well-packed, uniform monolayer. Friction-force 
images showed that the friction properties across the sur- 
face did not significantly change during the adsorption 
process. However, the hydrophilic, COOH-terminated 
surface showed different adsorption behavior to that of 
the mica surface. Instead of homogeneously filling the 
surface as in Fig. 6, on the -COOH surface, circular, island- 
like domains 4-nm in height appeared on the surface 
and grew laterally, ultimately forming a complete, well- 
packed layer. Friction-force images in this case showed 
friction contrast between the adsorbed protein and bare 
surface. The discrepancy between the adsorption patterns 
on the hydrophilic mica and the COOH-terminated 

surface may be because of the specific chemical differ- 
ences at the interface such as polarity and charge density 
and distribution. 

Multilayer formation 

With AFM, one can visually determine the existence of 
multilayers and when and how they occur. Kim et a1.[451 
showed that lysozyme formed a second layer of adsorp- 
tion (Fig. 2g), only after the first monolayer was com- 
plete (Fig. 2f). In addition, formation of the second layer 
was significantly slower than the first. Coen et 
showed that protein A, when adsorbed on silicon, also 
formed multilayers as pictured in Figs. 7 and 8. Fig. 7a 
shows an incomplete monolayer of protein A, with the 
dark spots indicating locations of bare silicon. The exis- 
tence of a single incomplete monolayer in Fig. 7 was 
confirmed using X-ray photoelectron spectroscopy 
(XPS). As with lysozyme adsorption on mica, subsequent 
protein layers seen in Fig. 8a did not form until the 

A 
0 min. 

B 
2 min. 

C 
6 rnin. 

D 
16 min. 

Fig. 4 Glucose oxidase adsorption onto HOPG. Time-resolved 
AFM images of the adsorption of GOx from a phosphate- 
buffered saline (PBS) solution with a concentration of 50 pgImL 
of protein to a freshly cleaved HOPG surface. All images are 
5 pin x 5 pm in area, imaged with an applied repulsive force of - 1 nm and presented as left-shaded topographic images. 
(Reprinted from Ref. [56] with permission from Elsevier.) 
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Fig. 5 Bovine fibrinogen adsorption onto HOPG. 6.6 pm x 
6.6 pm consecutive AFM images of BFG film growth on HOPG 
monitored in real time with continuous flow. Parts A and B are 
topographic images (2-scale = 10 nm). Parts C, E, and G are 
sequential topographic images (z-scale = 10 nm) while parts D, F, 
and H are the corresponding lateral force images (z-scale = 
0.2 V). For timing purposes, the center of the scan in part B is 
defined as t=O, as this is the point initial adsorption is observed. 
C and D were captured 75 sec after initial adsorption. E and F 
correspond to 125 sec, and G and H correspond to 225 sec. Arrow 
a highlights a BFG strand that elongates to a branching point 
shown in arrow b. Arrow c demarks the growth of a single aggre- 
gate later fully formed and highlighted by arrow e. Arrow d indi- 
cates a defect site on the HOPG plane. (Reprinted from Ref. [37]  
with permission from The American Chemical Society.) 

previous monolayer was complete. The cases of lyso- 
zyme on mica and protein A on silicon differ in their 
electrostatic conditions. At pH 4.0, mica is negatively 
charged while the lysozyme is positively charged. For the 
protein A / silicon system, at pH values between 5 and 6, 
the protein is slightly negatively charged and the surface 
is also negatively charged. Despite differences in charge 
conditions, both systems displayed multilayer formation. 
The role of electrostatics in protein adsorption is cov- 
ered later. 

Adsorbed Protein Structure and Orientation 

Using AFM, it is possible to ascertain adsorbed protein 
structure and orientation. Although height information 
(i.e., adsorbate layer thickness) is available from other 
experimental techniques, AFM has the advantage of di- 
rectly imaging differences in terrain height with nano- 
meter lateral resolution. Optical techniques average over 
hundreds of nanometers. 

Several researchers have shown with AFM that pro- 
teins exhibit structural changes and lateral spreading at the 
surface. Bovine fibrinogen adsorbed onto ODT (CH3- 
terminated) SAMs displays an adsorbed AFM height of 1- 
1.5 nm that is in contrast to the adsorbed height of 4 nm on 
MHA (COOH-terminated) S A M S . [ ~ ~ ]  The smallest di- 
mension of the BFG molecule obtained from X-ray 
crystallography is 4-6 nm. The lower height on the CH3- 
terminated SAMs is indicative of more extensive confor- 
mational spreading on that surface, which is a result of its 
more hydrophobic nature. Glucose oxidase was also 
shown to have a lower adsorbed height of 5-8 A on 
HOPG['~' compared to the dimensions of the native pro- 
tein (7.0 x 5.5 x 8.0 nm).["] However, not all proteins 
show extensive lateral spreading on hydrophobic surfaces. 
The thickness of IgG films on HOPG was shown to be 3 
nm, compared to the dimensions of the protein given by 
X-ray crystallography (14.2 x 8.5 x 3.8 nm).[581 In fact, 
using AFM, Raghavachari et al.[591 have shown an ap- 
parently opposite behavior. Fig. 9 illustrates the hydro- 
philic mica surface after 1 hr of exposure to von 
Willebrand factor (VWF) followed by protein-free phos- 
phate buffer saline (PBS) washout. The VWF on this 
surface adopted a spread-out conformation. On the hy- 
drophobic OTS surface, shown in Fig. 10, VWF main- 
tained a "ball of yam" configuration. 

Different amounts of spreading were observed for sub- 
sequent layers in the multilayer adsorption of protein A on 
silicon.'55' The first monolayer exhibited a height of ap- 
proximately 1 nm. This is shown in Fig. 7b by the section 
line of the silicon surface after 15 sec of adsorption. The 
size of native protein A is roughly 3 nm.[551 Thus a sig- 
nificant amount of lateral spreading (and likely unfolding) 
occurred in the first layer of adsorbed protein, assignable to 
direct contact with the silicon surface. The height of the 
second monolayer was considerably larger at 2-3 nm 
(Fig. 8b), indicating less structural perturbation. The height 
on the third monolayer was approximately 3 nm (not 
shown.) Thus Coen et a1.[551 concluded that the protein in 
the third layer was not conformationally altered. Each new 
monolayer adsorbs onto a different surface. Therefore it is 
not surprising that the adsorbed protein structure differs 
in each layer. However, given very long time exposure 
to the surface, protein in the multilayers may continue 
to rearrange, slowly unfolding and aggregating into 
the sublayer. 
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Fig. 6 Bovine fibrinogen adsorption onto mica. Atomic force microscopy images, 5 pm x 5 pm, of BFG film growth on mica 
monitored in real time with continuous flow. All images are topographic with a z scale= 10 nm except for part A, where the z scale= 
5 nm. (A) Upward scan t = O  sec is defined at halfway through the scan. (B) Successive downward scan, with an elapsed time of 75 sec. 
(C) Successive upward scan with an elapsed time of 125 sec. (D) Successive downward scan with an elapsed time of 175 sec. 
(E) Successive upward scan with an elapsed time of 225 sec. (F) Upward scan with an elapsed time of 325 sec. (Reprinted from Ref. [37] 
with permission from The American Chemical Society.) 

In many cases, protein molecules were observed to 
adsorb in a side-on orientation on solid surfaces. Kim 
et a ~ . ' ~ ~ ]  showed that the height of adsorbed lysozyme 
on mica was approximately 2.5 nm while the native pro- 
tein dimensions from X-ray crystallography are 3 x 3 x 
4.5 nrn.'60* The height of adsorbed C hordein on mica is 
2-3 nmC3'] while the dimensions of the protein are 1.9 nm 
in width by 28.2 nm in length.'"' By adsorbing in a side- 
on fashion, the protein maximizes contact with the surface. 

There are cases where protein does not adsorb in a side- 
on fashion. Sheller et al.'481 examined human serum al- 
bumin (HSA) adsorption onto hexadecyltrichlorosilane 
(HTS; CH3-terminated) SAMs and found that the adsor- 
bed orientation depends on surface concentration. For low 
submonolayer coverage, as shown in Fig. 1 1 c,d, the height 
profile of protein adsorbed onto the surface measured by 
AFM was 3.6-3.7 nm. Protein films of a full monolayer, 
as shown in Fig. 1 la,b, had a thickness of 16-17 A as 
measured by X-ray reflectivity. Sheller et al. suggested 
that for higher surface coverage of protein, there is a 
significant net removal of weakly adsorbed protein from 
the surface by adjacent, strongly adsorbed protein spread- 
ing on the surface. This implies that the stronger adsorbed 
protein undergoes structural changes to a greater extent 
giving more contacts with the surface. When the surface 
coverage is low, the exchange process is not significant, 
and proteins adsorb in any configuration. Thus both 
strongly and weakly bound protein adhere to the surface 

with varying degrees of conformation change. Sheller et al. 
do not provide experimental evidence that weakly bound 
protein remains on the surface for long exposure times. 

Nonuniform Surfaces 

The exceptional lateral resolution of AFM allows study of 
nonuniform and patterned surfaces and of the differences 
in protein adsorption as a direct result of surface non- 
uniformities. Patterned surfaces presenting both hydro- 
phobic and hydrophilic regions highlight the differences 
in the degree of hydrophobicity on protein ad~orp t ion . '~~ '  
Fig. 12 shows a topographical (A) and friction image (B) 
of a protein-free surface, patterned with ODT and MHA 
SAMs. These images illustrate that the two SAMs are 
topographically rather similar, but the friction-force image 
establishes that the tip experiences different adhesive 
forces on the two SAMs. Fig. 13 presents friction images 
of the patterned surface before (Fig. 13A) and during 
exposure to bovine fibrinogen (BFG) solution (Fig. 13B- 
D). Image D was collected after 22 min of exposure to the 
protein solution and again shows that the tip experiences 
different adhesive forces now on the fibrinogen layers of 
each type of SAM. This result indicates that the protein 
absorbs on both surface regions, but in a different con- 
formation or orientation on the hydrophobic (CH3-termi- 
nated) and hydrophilic (COOH-terminated) surfaces. 
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the OTS phase was possibly prevented by electrostatic 
repulsion from already adsorbed negatively charged pro- 
tein on the FOETS phase.[51-531 

The effects of the physical differences in terrain on 
protein adsorption can also be elucidated by AFM. Galli 
et a1.[621 examined the effect of nanostructures created by 
local anodic oxidation on protein adsorption. They created 
elevated lines 30-40 nm in width and 1-3 nm in height on 
silicon (Si) and titanium (Ti) surfaces (actually SiOz and 
T i02  overgrowths, respectively). Fig. 15 shows an AFM 
image of the 1-nm high lines on Si. Fig. 16 shows that the 
lined nanostructures (highlighted with arrows) made no 
difference to protein A (a globular protein with a size of 3 
nm) adsorption in terms of adsorbed amount. In contrast, 

Fig. 7 Protein A adsorption onto silicon. (a) Atomic force 
microscopy picture of the silicon surface after a 15-sec 
adsorption of protein A from a 0.1 mgImL solution. The first 
monolayer of protein A is almost complete. Bare mica is 
evidenced by the black spots in the image. The vertical scale 
is 5 nm. (b) Line section of the AFM image displaying the 
height of features. (Reprinted from Ref. 1551 with permission 
from Elsevier.) 

Patterned surfaces also highlight differences in ad- 
sorption behaviors on different surfaces with varying 
electrostatic  condition^.[^'-^^^ Fig. 14a shows a mixed 
monolayer consisting of OTS surrounded by FOETS 
supported on a silicon substrate. When exposed to a BSA 
solution at pH 7.5, only the FOETS regions demonstrated 
significant adsorption, as illustrated in Fig. 14b. However, 
at pH 4.7, the isoelectric point of BSA, the protein 
adsorbed to both phases, as demonstrated in Fig. 14c. 
Although BSA adsorbed onto both OTS and FOETS 
surfaces when uncharged, it has an apparently higher af- 
finity for FOETS, which is, apparently, more hydrophobic 
than OTS. At pH 7.5, the protein carries a net negative 
charge and readily adsorbed on FOETS. Adsorption onto 

Fig. 8 Protein A multilayer adsorption onto silicon. (a) Atomic 
force microscopy picture of the silicon surface after an 8-min 
adsorption of protein A from a 0.1 mg/mL solution. A second 
layer of adsorbed protein is evident as the brightest spots. The 
vertical scale is 5 nm. (b) Line section of the AFM image 
displaying the height of features. (Reprinted from Ref. [55]  with 
permission from Elsevier.) 
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Fig. 9 von Willebrand factor adsorption onto mica. A is an 
AFM image (2 pm x 2 pm scan) of VWF multimers adsorbed on 
hydrophilic mica and imaged under PBS. Most of the VWF 
molecules are extended and are not ball of yam structures. 
Extended VWF multimer chains overlap with themselves and 
with neighboring chains (arrows). Intramolecular structural 
features in the VWF multimer chain are discernible. Individual 
chains of multimers are not clearly distinguishable because of 
the high surface density of VWF. Mean lateral dimensions of the 
VWF multimers are 640k 161 nm x 303 + 1 13 nm. B and C are 
expanded AFM images of VWF on mica, showing intramolec- 
ular structural features of individual chain VWF multimers. 
VWF chains are composed of globular domains (B, large arrow) 
joined by thin rod-like interconnecting sections (B, small arrow). 
C contains an example of a crossover (see arrow) of the VWF 
multimer chain within the same VWF chain. (Reprinted from 
Ref. [59] with permission from Elsevier.) 

F-actin, a filamentous protein with a diameter between 6.5 
and 8.2 nm, had a tendency to adsorb along the 1-nm-high 
nanostructured lines, whereas no preferential orientation 
occurred on the flat surfaces. Fig. 17 shows F-actin 
adsorbed on the Si surface containing nanostructures I nm 
in height. Fig. 18 shows F-actin adsorption on Ti with 
1- and 3-nm nanostructures and with no nanostructures. 
Thus on Si and Ti, F-actin had a tendency to adsorb 
along I-nm-high nanostructured lines, whereas no 
preferential orientation occurred on the planar surfaces. 
Galli et al. speculated that the reason for preferential 
orientation is that the contact area between the surface 
and protein is increased along the lines. However, on 
Ti, 34-nm-high lined nanostructures garnered very low 
F-actin adsorption. This height corresponds to half the 
diameter of F-actin. These authors cite similar surface 
height-dependent adsorption for a variety of 
It is possible that F-actin is not sufficiently labile to 

adsorb across these higher nanostructures and maintain 
enough contacts with the surface to adsorb. 

Force Interactions 

A major strength of AFM is the probing of interactions 
between the protein-coated surface and the tip. Force 
interactions can be mapped across different regions of the 
surface. Radmacher et a ~ . ' ~ ~ '  illustrated the utility of 
force4istance curves for protein adsorption. Fig. 19a and 
b present force curves on bare mica and on aggregates of 
lysozyme on mica in 10 mM KH2P04 (pH 6.4), respec- 
tively. Force curves report the cantilever deflection 
(which can readily be translated into force) as a function 
of the sample height as the tip approaches, and then 
retracts from the surface. The large (-25 nm) negative 
deflection of the retract curve on bare mica indicates that 
the tip is highly attracted to the surface, whereas the 
smaller (-8 nm) negative deflection over lysozyme 
ind~cates a smaller attraction. An identical result was 
found by Kim et al.L451 The deviation in linearity on the 
contact region of the force-distance curve for lysozyme is 
a result of the elastic deformation of the protein. By fitting 
to a Hertzian model, Radmacher et al.lh6' estimated the 
Young's modulus for adsorbed lysozyme on mica to be 
0.5k0.2 MPa. In addition, the time for liftoff, the region 
of the retract force curve when the tip loses contact with 

Fig. 10 von Willebrand factor adsorption onto OTS. Atomic 
force microscopy image (2 pm x 2 pm scan) of VWF multimers 
adsorbed on hydrophobic OTS and imaged under PBS. Most 
VWF multimers display the characteristic compact ball of yarn 
structures observed by electron microscopy. Each VWF multi- 
mer is closely packed with intramolecular overlap and crossover 
of chains. Intramolecular structural features of the VWF 
multimer chain are resolved. However, the compact arrangement 
of the chain makes it  difficult to discern the structural features 
belonging to neighboring repeat units. In some multimer chains, 
short sections are not as compact and appear extended (arrows). 
Completely extended chains are rare. None are seen in this 
image area. The average lateral dimensions of the VWF 
multimers are 256274 nm x 152k62 nm. (Reprinted from 
Ref. [59] with permission from Elsevier.) 
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Fig. 11 Human serum albumin adsorption onto HTS. Atomic force microscopy images of substrates covered with HTS SAMs with 
HSA layer adsorbed at different bulk protein concentrations: (a) 0.5 mg/mL; (b) 0.1 mg/mL; (c) 0.05 mg/mL; (d) 0.01 mglmL. Note that 
the z range in images a and b is one-half that in images c and d. Images a and b represent full monolayer coverage while images c and d 
show incomplete monolayer coverage. (Reprinted from Ref. [48] with permission from The American Chemical Society.) 

the surface, is longer for lysozyme compared to that of the 
bare mica surface. This is related to the viscosity of lyso- 
zyme on the surface, estimated to be 800 + 400 Pa ~ e c . ' ~ ~ '  

Clearly, AFM can detect mechanical properties of 
protein films. Given a high-enough applied force, the tip 
can break through protein films. Thus by examining the 
force curves, one can uncover protein assembly at the 
surface. On myelin basic protein (MBP) clusters adsorbed 
at both acidic (30 wt.% cholesterol, 56% egg phosphati- 
dylcholine, 14% dioleoylphosphatidylserine) and basic 
(30 wt.% cholesterol, 56% egg phosphatidylcholine, 14% 
dioleoyl trimethyl-ammonium salt) lipid bilayers sup- 
ported on mica, Mueller et a1.[541 observed a "jump-in" 
on the initial approach curve that disappeared for subse- 
quent force curves at the same location. The adhesion 
force between the tip and the cluster was approximately 
0.5 nN as measured by tip deflection upon retraction. 
Fig. 20b shows a typical set of consecutive force 
curves on an acidic lipid bilayer. Forcedistance curves 
consistently displayed a characteristic "jump-in" upon 
approach at 5 nN and a negligible adhesion force. The 
"jump-in" indicates the moment when the tip breaks 
through the lipid bilayer and protein layer (if present) 
to the solid surface. Fig. 20c also gives four consec- 
utive force-distance curves but now for a MBP cluster 
adsorbed on the acidic lipid bilayer. The disappearance 

of the jump after the first force curve in Fig. 20c indi- 
cates that the tip locally destroyed the protein structure 
and that the original structure did not recover. The tip 
may irreversibly compress and break apart the protein 
aggregate structure, leaving behind a permanently dam- 
aged protein-lipid bilayer complex and expose the bare 
surface. On the bare lipid layer, as shown in Fig. 20b, 

- 
20 prn 

Fig. 12 Octadecanethiol and mercaptohexadecanoic acid 
nanopatterns on gold. Images, 70 pm x 70 pm, collected in 
ambient air, of a patterned monolayer prepared by microcontact 
printing ODT and back-filling with MHA. (A) Topography 
(2 scale 5 nm). (B) Friction image ( z  scale 0.5 V). (Reprinted from 
Ref. [44] with permission from The American Chemical Society.) 
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the jump-in consistently occurred and the recovery after 
tip breakthrough occurred fast, probably because of the 
high mobility of the lipid molecules. On zwitterionic 
bilayers (not shown), protein clusters showed inconsis- 
tent behavior. This is not surprising because the protein 
aggregates on zwitterionic bilayers were irregular in 
height and two-dimensional morphology.rs41 

Chen et a1.[671 found long-term structural changes in 
BSA films adsorbed on polystyrene (PS) surfaces. Albu- 
min-coated probes exhibited high adhesion forces on bare 
PS, but only small adhesion forces on protein-exposed 
surfaces. When high probe forces were exerted on the 
BSA films, high adhesion forces were observed, indi- 
cating that the albumin-coated probe was able to penetrate 
the protein layer to the bare PS surface. These authors 
found that the contact-force limit increases with protein 
adsorption time. Hence after adsorption, protein continues 
to undergo structural changes that increase the mechanical 
strength (or integrity) of the film. 

Force interactions between the tip and the surface at 
10 pm a fixed distance away from the surface can allow pre- 

sentation of a two-dimensional array or a force-volume 
Fig. 13 Bovine fibrinogen adsorption onto nanopatterned image. Fig. 21 a shows a force-volum~ map and the 
ODTlMHA SAMs. Friction images, 40 pm x 40 pm, depict~ng 
the real-time adsorption of BFG to a patterned monolayer. All sponding topograph (Fig. 21b) of a BSA film adsorbed 

images were collected under flowing solution. (A) Initial surface onto P S . ' ~ ~ '  The brighter shades on the force-volume map 

under flowing PBS. Methyl groups show higher contrast in indicate higher adhesion energy. These correspond to the 

images A (: scale 0.7 V), B (: scale 0.7 V), and C ( z  scale 0.4 V) low area of the toPograph corresponding to bare PS. Kim 
during the adsorption of BFG. (D) Completed BFG film ( z  scale et al.r451 employed force-volume imaging for a lysozyme 
0.3 V). Image D was collected 22 min after initial addition of submonolayer on mica to distinguish between areas that 
BFG to the fluid cell. (Reprinted from Ref. [441 with permission corresponded to bare mica and to lysozyme. 
from The American Chemical Society.) 

. . 

Force-distance curves can be used to detect differences 
in adsorbed protein structure. Denis et a1.r391 studied col- 
lagen adsorption on CH3- and OH-terminated SAMs using 

E 4 ' 31  OTS 

Lateral distance I pm 

(4 

Lateral distance I prn Lateral distance I prn 

(b) pH 7.5 (c) pH 4.7 

Fig. 14 Bovine serum albumin adsorption on OTSFOETS supported monolayers. Atomic force microscopy image of the mixed (OTSI 
FOETS) monolayer (a) before exposure to BSA, (b) after exposure to a 0.1 g L  BSA solution in PBS (0.01M) at pH 7.5 and (c) pH 4.7 
for 10 min. Line sections are shown below each AFM image. (Reprinted from Ref. [53] with permission from Elsevier.) 
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Fig. 15 Nanostructured Si. Atomic force microscopy image of 
Si surface with I-nm high lines. The vertical scale is 5 nm. 
(Reprinted from Ref. [62] with permission from Elsevier.) 

force-distance curves. Approach interaction curves for 
protein adsorbed onto CH3-terminated SAMs exhibited 
significant curvature, whereas the approach curves for 
protein adsorbed onto-OH-terminated SAMs demonstrat- 
ed no curvature. This result indicates that collagen ad- 
sorbed on the hydrophobic CH3-terminated SAMs was 
"softer" than that adsorbed on the hydrophilic OH- 
terminated SAMs. Differences in protein adsorption 
behavior on hydrophobic and hydrophilic surfaces are 
addressed below. 

PROTEIN ADSORPTION MECHANISMS 

Electrostatic Effects 

Electrostatic interactions between the protein and surface 
in addition to those between proteins can play an impor- 
tant role in the adsorption onto solid surfaces. Many ad- 
sorption processes are driven in part by electrostatic 
attraction between the surface and protein. For example, 
lysozyme at pH 4.0 is positively charged, whereas mica is 
negatively charged; protein adsorption occurs quite read- 
ily as shown in Fig. 2.r31,45,661 Cytochrome c at pH 7.4 is 
positively charged and significantly adsorbs on negatively 
charged bilayers, minimally on neutral bilayers, and not at 
all on positively charged bilayers.[5q In addition, cyto- 
chrome c adsorption was reversible under high salt con- 
ditions (5 M NaCl) whereas the protein appeared to be 
irreversibly adsorbed at lower salt conditions (150 mM 
NaCl). In some cases, protein can still adsorb onto sur- 
faces even when they are similarly charged. MBP at pH 
7.4 is positively charged and adsorbs onto a positively 

charged bilayer.'541 Pate1 et a ~ . ' ~ ~ '  have shown that nega- 
tively charged catalase at pH 8.0 adsorbs onto negatively 
charged SAMs. Likewise, HSA can adsorb to both posi- 
tively and negatively charged polymer surfaces.r301 There 
are a several reasons why this can occur. First, a protein of 
a particular net charge still presents oppositely charged 
residues on its structure and those residues can favorably 
interact with the charged solid surface. Second, as dis- 
cussed later, the driving force for adsorption usually 
involves hydrophobic forces. These can overcome a net 
electrostatic repulsion with the surface. 

High-ionic-strength solutions shield electrostatic re- 
pulsions between charged proteins resulting in increased 
protein adsorption. Johnson et a ~ . ' ~ ~ '  illustrated this with 
ferritin adsorption onto trimethoxysilylpropyldiethylene- 
triamine (DETA) coated glass. However, adsorption 
amount does not monotonically increase with ionic 
strength because of the competition between surface- 
protein interactions and surface protein-protein interac- 
t i o n ~ . ' ~ ~ ]  Protein-protein repulsion can also be minimized 
by adjusting the solution pH to the isoelectric point (pl) of 
the protein, where the protein has a zero net charge, but 
may have a large dipole moment. Several researchers have 
reported that adsorption is increased or maximized at the 
p1.[40,5 1-53.69.701 Kajiyama et al. observed that BSA 
adsorbed on both OTS and FOETS phases only at the pI 
(Fig. 14c). But when BSA carried a net charge, it only 
adsorbed only onto the FOETS phase (Fig. 14b) as a result 
of the electrostatic repulsion between adsorbed protein and 
protein in s o l ~ t i o n . ' ~ ~ - ~ ~ ~  Johnson et reported that at 
the PI, ferritin adsorption approached the random se- 
quential adsorption (RSA) jamming linlit. This increased 

Fig. 16 Protein A adsorption on nanostructured Si. Atomic 
force microscopy image of protein A adsorption on the Si 
nanostructures shown in Fig. 15. The vertical scale is 5 nm. 
Arrows highlight placement of lines. (Reprinted from Ref. [62] 
with permission from Elsevier.) 
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adsorption could be attributed to the fact that at the pl, 
intramolecular charge repulsions are minimized and the 
protein adopts its most compact shape.r691 Thus the protein 
requires less space on the surface to adsorb as compared to 
a more elongated structure that exists when the protein 
carries a net charge. However, this reasoning must be 
tempered by the observation that denatured and random- 
coil-like proteins adsorb more quickly['71 most likely be- 
cause the surface unfolding kinetic step is hastened. 

Kinetics of Adsorption 

General trends have been observed in the kinetics of 
protein adsorption. Almeida et al.[701 divided the process 
into four stages, assuming a continuous supply of protein. 
The: first stage is a mass-transfer-limited stage where 

ns rapidly adsorb onto the surface. ~ e n g  

0 17.8 
Fig. 17 F-actin adsorption on Si nanostructures. Adsorption I.lm 
of F-actin on surface displaying both Si nanostructures and 
planar Si as shown in Fig. 15. The vertical scales are 10 nm. Fig. 18 F-actin adsorption on Ti nanostructures. (A) Nano- 
(A) General view of the adsorbed F-actin. (B) Enlargement of structures created on Ti. Main lines are 3-4 nm high. Secondary 
the nanostructure area. (C) Enlargement of the planar Si area. lines are 1 nm high. (B) F-actin adsorbed on nanostructured Ti. 
Arrows highlight placement of lines. (Reprinted from Ref. [62] The vertical scales are 8 nm. (Reprinted from Ref. [62] with 
with permission from Elsevier.) permission from Elsevier.) 
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Fig. 19 Force-distance curves on mica and lysozyme. (a) Force curve on the substrate mica. (b) Force curve on an aggregated cluster 
of lysozyme adsorbed onto mica. Note that the hysteresis during retract is larger on mica, indicating a higher adhesion force. However, 
liftoff over the lysozyme cluster is gradual in comparison to mica. This effect is probably due to damping of the cantilever by the 
lysozyme. As a result of elastic indentation, the contact region of the force curve is not just a straight line, but shows some deviation in 
the case of lysozyme (see fitted dashed contact lines in parts a and b). (Reprinted from Ref. [66] with permission from The American 
Chemical Society.) 

described this initial step as a "fast process". In our work 
with lysozyme, protein on the surface could be imaged 
within minutes of exposure to an unstirred protein solu- 
t i~n . '~ ' ]  The second stage is a nonlinear reduction of the 
adsorption rate until a monolayer plateau is established. 
During the second stage, the slowing down of adsorption 
may be explained by lower availability of free adsorption 
sites on the surface while the protein diffuses, structurally 
rearranges, and aggregates on the surface. The third stage 
represents completion of monolayer coverage followed by 
the fourth stage, where slow multilayer growth begins. 
The slow growth of a second layer of lysozyme on mica 
has been reported (Fig. 2).r451 It is thought that the slower 
kinetics of multilayer adsorption is possibly because the 
proteins in the bulk solution are largely in their native 
conformation and do not readily interact with protein that 
is minimally unfolded at the surface. As the monolayer 
remains longer on the surface and unfold more, interac- 
tions with bulk native protein is likely enhanced. 

Currently, the kinetics of protein adsorption at solid 
surfaces cannot be reliably predicted. This is because of 
the complicated collection of possible behaviors including 
irreversibility of protein adsorption, slow conformational 
changes, and aggregation both within a given layer and 
between multilayers. The onset of irreversibility can occur 
in the first and second stages of adsorption. For example, 
the surface concentration of cytochrome c leveled off at a 
nonzero value when washout began at this second 
stage.r271 The initial lysozyme clusters observed after 
4 min of exposure to mica in Fig. 2 are already irre- 
versibly ad~orbed.'~'] Subsequent lateral migration and 

surface aggregation strongly affects the kinetics of ad- . 

sorption.[271 

Growth Mechanisms: Surface 
DiffusionILateral Migration 

Many proteins have been found to diffuse laterally on the 
surface. Tilton et a1.[713721 have shown using fluorescence 
recovery after photobleaching (FRAP) that even proteins 
that are irreversibly adsorbed undergo lateral motion. 
These workers report surface diffusion coefficient values 
for bovine serum albumin (BSA) irreversibly adsorbed 
on poly(methy1 methacrylate) (PMMA) and poly- 
(dimethylsiloxane) (PDMS) of 1.2k0.3 x lop9  and 2.6+ 
0.1 x lop9  cm2/sec, respectively. We explained the 
clustering of lysozyme molecules on mica as arising 
from surface diffusion and aggregation of irreversibly 
adsorbed protein molecules.[451 The irreversible adsorp- 
tion of lysozyme onto mica probably disturbs the protein 
conformation sufficiently to expose hydrophobic resi- 
dues giving rise to surface cluster formation through 
interprotein aggregation at the surface. Mueller et a1.r541 
reported a similar mechanism of adsorption, diffusion, 
and aggregation resulting in clusters of MBP adsorbed 
onto lipid bilayers. The adsorption patterns shown in 
Figs. 3 and 4 of IgG and GOx on HOPG also imply 
surface mobility and aggregation of proteins. Denis 
et attributed the elongated structures of collagen 
on solids to surface mobility. Collagen formed elongated 
structures on smooth surfaces exposing -CH3 moieties, 
but not on rough surfaces or surfaces exposing -OH 
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moieties. This was ascribed to the diminished mobility 
on the rough surfaces. In Hook et  al. 'srlsl ellipsometry 
and OWLS studies with serum proteins, it was found 
that the adsorption saturation mass frequently exceeds 
the mass predicted by the RSA model. The explanation 
lies in the ability of protein on the surface to move 

Distance (nm) Distance (nm) Fig., 21 Force-volume map of BSA adsorbed onto polystyrene. 

Fig. 20 Sequential, spatially resolved force spectroscopy on an 
acidic bilayer with adsorbed MBP aggregates. (a) Height image 
of an acidic lipid bilayer 15 min after injection of 2 pglmL MBP 
solution. (b) Column of four consecutive force curves take at the 
indicated position in the flat area of the image. (c) Column of 
four consecutive force curves taken on the indicated MBP 
aggregate. The penetration force was smaller than in b, the jump 
vanished during the force scans, and an adhesion of approxi- 
mately 0.5 nN was observed. (Reprinted from Ref. [54] with 
permission from The American Chemical Society.) 

(a) Two-dimensional distribution of the adhesion energy 
between a BSA-coated probe and a polystyrene surface 
preadsorbed with BSA, with (b) a simultaneous recorded surface 
topography (2 pm x 2 pm). Only the left portion of the surface 
was exposed to the protein solution. The measurements were 
performed in pH 7 phosphate buffer at the boundary region 
between the BSA-free and BSA-covered polystyrene surfaces. 
The adhesion energies are extracted from force-distance curves 
measured at each sampling point, with brighter shades indicating 
higher adhesion energy. The topographic image is artificially 
shadowed for a better presentation. (Reprinted from Ref. [67] 
with permission from The American Chemical Society.) 
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Fig. 22 Generalized illustration of protein adsorption. (a) At 
early times, protein in its native "N" state rapidly adsorbs onto 
bare surface. (b) Once adsorbed, protein begins slow unfolding 
and spreading on the surface (labeled as "U"), rendering them 
irreversibly adsorbed, but yet mobile on the surface. Additional 
protein adsorbs onto the surface on available bare surface. 
(c) Protein aggregates on the surface to form clusters. The rate of 
protein adsorption onto the surface decreases as less bare surface 
is available. (d) A complete monolayer is eventually established. 
Multilayer adsorption and reconfiguration occurs on a slow 
time scale. 

laterally, clearing space for additional protein to adsorb. 
Calonder et al.[271 reported that the kinetics of additional 
protein adsorption depends on the amount of time pro- 
tein has to rearrange and move to form clusters. 

Multilayer Formation 

Some proteins have the ability to form multilayers. We 
ascertained that lysozyme forms a second layer, but only 
after establishing a first monolayer on mica (Fig. 2).[451 
The growth of the second layer occurred on a slower 
time scale than that for the first monolayer, indicating 
that the adsorption mechanism must be different. This 
is not surprising considering that once the first monolayer 
is established, subsequent proteins must adsorb onto 
a completely different interface. We speculate that the 
driving force for adsorption on a second layer is exposed, 
hydrophobic residues resulting from protein conforma- 
tional changes, occurring in the first layer, that interact 
with protein in the bulk solution. Hydrophobic interac- 
tions may also explain the irreversibility of the second 
layer of adsorbed lysozyme. Wahlgren et a1.[281 and 
 almst ten[^^' likewise reported multilayer adsorption of 
lysozyme using ellipsometry. Coen et also docu- 
mented multilayer adsorption for protein A onto silicon. 
As was observed with lysozyme, formation of subsequent 
layers of protein A did not occur until the previous layer 

was saturated with protein (Figs. 7 and 8 ) .  It was observed 
that protein in the first monolayer was significantly un- 
folded (Fig. 7), whereas protein in the second layer was 
less structurally altered (Fig. 8). Protein in the third layer 
had no significant structural perturbations.r551 Hook et 
a1.,1181 using OWLS and ellipsometry, found that hemo- 
globin formed multilayers on titanium oxide surfaces, and 
Ladam et ~I . , [~O'  using SAR, showed that HSA forms 
multilayers on a positively charged polyallylarnine surface. 

Nevertheless, not all proteins have the ability to form 
multilayers. Green et al.'231 found that albumin does not 
form multilayers on negatively charged polystyrene and 
neither did HSA.[~'] However, multilayer formation can 
occur over long time scales and most studies do not in- 
vestigate adsorption beyond a few minutes. Thus it is 
important to extend the time scale of investigation over 
several hours or days before eliminating possible irre- 
versible and multilayer adsorption behavior. Also, these 
phenomena are clearly protein and surface specific. 

Protein Structure and Adsorption Behavior 

Several studies directly compare different adsorption 
patterns on different solid surfaces. Immunoglobulin G 
has been observed to adsorb randomly on HOPG surfaces, 
forming clusters, whereas GOx prefers to adsorb at HOPG 
step defects forming "sheets" that eventually grow from 
these initial nucleation sites (Figs. 3 and 4).[561 Bovine 
fibrinogen adsorbs onto HOPG in a strand network 
(Fig. 5),  whereas on mica, it adsorbs homogeneously 
(Fig. 6).["] This variety of adsorption behavior is most 
likely related to specific protein structure. The location 
and the number of hydrophobic and hydrophilic residues 
can play a large part in the final adsorption pattern. Glu- 
cose oxidase is heavily glycosylated and, at pH 7.2, is 
more negatively charged than is I ~ G . " ~ ]  Thus it is not 
surprising that GOx nucleates preferentially at higher 
energy step defects on HOPG rather than on the basal 
planes. In contrast, IgG is more hydrophobic and can in- 
teract more strongly with the hydrophobic surface. Ta et 
al.["] explained the discrepancy in the adsorption patterns 
for BFG on mica and on HOPG based on the native 
protein structure. The BFG molecule is known to have two 
distal D domains connected to a central E domain.[751 The 
D domains are hydrophobic with low structural stability. 
From each D domain extends an aC domain with both 
hydrophobic and hydrophilic regions. aC domains are 
known to have a tendency to interact intra- and intermo- 
lecularly with other aC domains. Ta et a ~ . [ ~ ' ]  proposed 
that on HOPG, the D domains hydrophobically bind to 
the surface while the aC domains interact with other 
aC domains. In contrast, on negatively charged mica 
surfaces, the positively charged aC domains likely inter- 
act strongly with the surface and are unavailable for in- 
termolecular binding. 
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The particular protein structure clearly affects the final 
adsorbed conformation. The von Willebrand factor has a 
native structure where the termini are extensively disul- 
fide bonded and, therefore, structurally very stable.[761 
The termini are also very hydrophilic. The remainder of 
the molecule is balanced in its hydrophobic and hydro- 
philic character. On mica, VWF is thought to be more 
loosely bound; thus, the extended structure of the protein 
and the high coverages, as shown in Fig. 9, may be a result 
of a combination of repulsive hydration, electrostatic, and 
attractive van der Waals  interaction^.'^^' On HOPG, evi- 
dence of spreading is shown by its smaller height com- 
pared to the native structure (Fig. 10). However, both the 
amount of lateral spreading and the surface coverage un- 
der similar conditions are much smaller than for VWF on 
mica (compare Figs. 9 and 10). The origin of this differ- 
ence is not transparent. The authors suggest that on 
HOPG, "the spreading stresses [of VWF] may be trans- 
mitted via the structurally rigid termini causing the VWF 
to adopt compact structures." Structural stability of the 
protein is a key factor in determining the extent of con- 
formational change upon adsorption. This was illustrated 
by Billsten et a~.,[~'] who measured the extent of change in 
secondary structure by CD of T4 lysozyme mutants 
adsorbed onto silica nanoparticles (average diameter 15 
nm). Not unexpectedly, it was found that the less struc- 
turally sound, native structures lost more secondary con- 
formation upon adsorption. 

Protein Structural Changes 

Protein molecules adsorbed on a nonspecific surface tend 
to undergo conformational change. Structural alteration 
results from the interaction forces between the hydrated 
surface and the hydrated protein, which disturb the deli- 
cate balance of energy and entropy that maintains the 
protein in a particular conformation in solution. Confor- 
mation rearrangement is seen widely in many experi- 
ments. Height measurements and antibody-binding 
experiments by Coen et a1.[551 demonstrated that the first 
layer of protein A adsorbed at the silicon surface is de- 
natured (Fig. 7). Height profiles of both GOx (Fig. 4)[561 
and IgG (Fig. 3)137' on HOPG suggest that the proteins are 
structurally reconfigured at the surface. Circular dichro- 
ism spectroscopy has been used to show that a-chymo- 
trypsin and cutinase change their a-helix content when 
adsorbed on either Teflon or silica.1i42i51 Interleukin-2, 
upon exposure to silicone rubber tubing for 24 hr, lost 
99.5% of its bulk activity. Experimentation with FTIR 
revealed that the protein adopts a nonnative conformation 
in which the a-helix, p-sheet, and turn content changes.'71 
Sane et al.[" also found that lysozyme's secondary 
structure is disturbed after adsorption onto reversed-phase 
chromatographic supports. 

The extent of conformational change is related to many 
factors including the relative hydrophobicity of the sur- 
face, the exposure time of adsorption, and the adsorption 
density or surface packing of protein. The hydrophobic 
residues of a protein are usually more concentrated in the 
core. Upon contact with a hydrophobic surface, the free 
energy of the system decreases as water molecules that 
were adjacent to the hydrophobic areas on the protein and 
on the solid surface are driven out to allow the hydro- 
phobic residues to reside next to the surface. One can 
imagine that the more hydrophobic a surface is, the 
greater is the structural rearrangement that will occur. Ta 
et a1.r441 confirmed this assertion in AFM studies of BFG 
adsorption onto CH3- and COOH-terminated SAMs. On 
the hydrophobic -CH3 surface, the height profile indicates 
that the protein flattened out, whereas on the more hy- 
drophilic -COOH surface, BFG did not change shape to 
the same degree. Norde et al.['49151 established that a- 
chymotrypsin and cutinase retain some enzymatic activity 
on hydrophilic silica while losing all activity on hydro- 
phobic Teflon. In a study of BSA adsorption, Norde and 
~ i a c o n e l l i [ ~ ~ ~  showed that irreversible structural changes 
occurred on polystyrene, but not on silica. Wahlgren and 
~rnebrantl*~] reported that p-lactoglobulin underwent 
more significant structural changes on methylated silica 
and polysulfone than on silica. Fibrinogen and albumin 
were shown to leave larger "footprints" on hydrophobic 
surfaces as compared to a hydrophilic ~ u r f a c e . ' ~ ' ~ ~ ~ ]  How- 
ever, proteins do not unfold and denature solely on hy- 
drophobic surfaces. Coen et ~ i1 . I~~ '  reported a highly 
denatured monolayer of protein A on hydrophilic silicon. 

The structural rearrangement of the protein at a surface 
is thought to be a "slow" process. Over time, the number 
of residue contacts with the surface increases, making the 
surface-protein interaction stronger. The amount of high- 
density lipoprotein (HDL) that can be desorbed from 
polyethylene surfaces by surfactant exposure is signifi- 
cantly decreased after 24 hr of storage.[21 In addition to 
making more and stronger bonds with the surface, the 
unfolding protein is thought to change its packing struc- 
ture, possibly aggregating to form intertwining networks. 
In force-distance curve experiments, Chen et al.[671 dis- 
covered that the force required to penetrate through a layer 
of albumin adsorbed on pyrostyrene increased over time. 
Friction-force microscopy of BFG on patterned CH3- and 
COOH-terminated SAMs revealed that the friction be- 
havior of the adsorbed protein on this surface changes 
over time, as in Fig. 1 3 . ' ~ ~ '  Almeida et a1.[701 have shown 
that the contact angles for monolayers of enolase adsorbed 
onto both hydrophilic silicon wafers and (aminopropy1)- 
trimethoxysilane (APS) and hydrophobic PS change with 
time, indicating structural rearrangements are occumng 
well after the protein is initially adsorbed to the surface. 

The amount of crowding on the surface affects the 
amount of structural rearrangement that can occur. If the 
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average nearest neighbor distance is relatively large, then 
the protein has a greater opportunity to spread. However, 
if the surface is more crowded, there is only limited space 
for the protein to spread. Using CD, Norde et a1.[14'151 
showed that a higher fraction of cl-chymotrypsin and 
cutinase adsorbed on silica remain in their native state if 
the surface coverage was high. Of course, with time, 
structural reconfiguration is still likely to occur, but at a 
slow rate. For BSA on silica and PS, Norde and Gia- 
~ o n n e l l i ' ~ ~ ]  reported similar findings. However, Sane 
et a1.[81 showed that the secondary structure of lysozyme is 
more disturbed on more crowded surfaces. They attrib- 
uted this finding to lateral interactions between the ad- 
sorbed lysozyme. 

Irreversible adsorption of protein on a surface is most 
likely to result from significant structural changes occur- 
ring on the surface. As unfolding proceeds, more contacts 
are created with the surface. In analogy to polymer ad- 
sorption, it becomes difficult for the partially denatured 
protein to be removed. Wahlgren et a1.[281 showed that the 
longer lysozyme was adsorbed on silicon oxide, the larger 
was the fraction of protein irreversibly adsorbed. This is 
true for P-lactoglobulin on silicon oxide as Given 
more time to unfold, both the number of contacts with the 
surface and their strength increases. Foster showed that 
the irreversibility of albumin adsorption was higher for 
hydrophobic CH3-terminated SAMs than for bare silica. 
Both Wahlgren and ~ r n e b r a n t ' ~ ~ '  and Marsh et a1.[261 
confirmed this with P-lactoglobulin adsorption onto hy- 
drophilic and hydrophobic surfaces. This was attributed to 
hydrophobic surfaces being more likely to denature pro- 
tein to a greater extent than hydrophilic surfaces. How- 
ever, given the tendency of proteins to reconfigure at long 
times, the distinction in the amount of protein irreversibly 
adsorbed on hydrophilic and hydrophobic surfaces is 
likely to decrease. Wertz and  anto ore^'^] showed that 
adsorbed protein layers were more susceptible to washout 
at higher coverage because the increased crowding on 
the surface limited the amount of solid surface area 
available per protein molecule. 

Fig. 22 shows a general kinetic picture of protein ad- 
sorption onto a nonspecific solid surface (i.e., a solid 
surface without designed specific binding sites for the 
protein). Particular proteins on particular surfaces may not 
visit all the listed steps. Initially, in Fig. 22a, protein is in 
its native conformation (labeled as "N" with a shaded 
hydrophobic core and a more diffuse hydrophilic corona) 
in the bulk aqueous environment. Mass transfer processes 
bring the native protein particle to the surface where it 
quickly adsorbs onto the mostly empty surface via a 
combination of van der Waals, electrostatic, and hydro- 
phobic forces. At this stage, interaction forces between the 
surface and the protein can be weak, and reversible de- 
sorption is possible. Once adsorbed at the surface, the 
protein undergoes structural rearrangement as it is no 

longer completely surrounded by bulk water. Replace- 
ment of surface water by protein segments can be favor- 
able leading to partial unfolding (labeled as "U" in 
Fig. 22b). The time for and extent of unfolding depends 
both on surface chemistry (e.g., hydrophobic vs. hydro- 
philic) and quite importantly on the stability of the na- 
tive protein. Typically, surface conformation change 
gives rise to unburying of hydrophobic residues and to 
lateral "spreading" of the protein adsorbate as more 
residues can now contact the surface. The amount of 
spreading depends on the surrounding coverage. Irre- 
versible adsorption and partial denaturation develops at 
this point. Simple model calculations indicate the con- 
formation change can be extensive creating loops and 
trains, quite analogous to polymer adsorption from solu- 
t i ~ n . [ ~ ~ ~ ~ ' l  Although irreversibly attached to the surface, 
the individual protein monomers participate in lateral 
diffusion, as shown in Fig. 22b. Collisions between ad- 
sorbate protein molecules permit surface aggregation via 
interprotein exposed hydrophobic residues. Clusters result, 
as shown in Fig. 22c, similar to bulk aggregation of par- 
tially denatured protein. Upon clustering, the surface 
aggregates are likely to be immobile because of the in- 
creased number of contacts with the surface. As slow re- 
configuration and clustering continues, more protein 
arrives at the surface, but the rate ot adsorption slows 
because of the decreasing availability of bare surface area. 
It may be possible for protein to adsorb onto already 
adsorbed protein but this apparently occurs on a longer 
time scale compared to that onto the unoccupied surface. 
Typically, the surface fills into a monolayer before mul- 
tilayers begin forming in Fig. 22d. If the rate of protein 
arrival to the surface is fast compared to the time scale for 
lateral diffusion, formation of clusters is bypassed and 
monolayer coverage is directly reached. Additional pro- 
tein may adsorb onto the first layer by interaction with 
hydrophobic residues exposed as a result of the confor- 
mation changes induced in the underlying layer. Initially, 
the multilayer protein might be re\ersibly adsorbed. 
However, irreversible incorporation and aggregation 
is later anticipated. Slow cooperative reconfiguration of 
the multiplayer protein film may continue for very ex- 
tended times. 

CONCLUSION 

Atomic force microscopy is a powerful technique to study 
protein adsorption. With nanometer lateral resolution of 
height and force interactions, AFM provides information 
that optical and spectroscopic techniques cannot. This 
includes elucidation of the supramolecular assembly of 
adsorbed protein and of multilayer formation. It can also 
provide information on of the structure and orientation 
of the protein as it adsorbs onto the surface. Because of 
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its excellent lateral resolution, nonuniform surfaces can 
be studied to compare the adsorption behavior of pro- 
teins when presented with various surfaces at the same 
time. Through its ability to measure forces on a pico- 
newton scale, AFM can measure force interactions be- 
tween the protein-coated surface and the tip. This gives 
insight into the forces arising between the protein-coated 
surface and tip material and the mechanical properties of 
protein films. 

In conjunction with optical and spectroscopic instru- 
ments, AFM provides insight into the mechanisms of 
aqueous protein adsorption onto a solid surface. Electro- 
statics play a significant role in the amount of protein 
adsorbed, protein structure, and packing structure. The 
kinetics of adsorption can be broken down into several 
stages to reveal kinetic details such as conformation 
change, surface crowding, monolayer establishment, and 
multilayer growth. Multilayer growth does not appear to 
be a universal phenomenon and probably depends on the 
particular chemical composition and adsorption configu- 
ration of a protein. However, we caution that there are 
only a few long-term (several hours to days) experiments 
on multilayer formation with a sufficiently wide range of 
proteins. Once adsorbed on the surface, some proteins 
exhibit lateral movement, and can form clusters, affecting 
the total mass adsorbed and the final adsorption patterns. 
Typically, the particular adsorption patterns observed at 
the surface can be explained on the basis of the specific 
protein structure and chemistry. In general, an adsorbed 
protein undergoes structural perturbation. Structural re- 
arrangement can be minimal or dramatic depending on 
the system. The extent of unfolding is thought to be re- 
lated to the hydrophobicity of the surface, although 
instances of irreversible adsorption on hydrophilic sur- 
faces are legion. Highly unfolded and, therefore, dena- 
tured proteins may have many points of contact with 
the surface and are, thus, more likely to be irreversibly 
adsorbed. Atomic force microscopy has contributed con- 
siderably to the understanding of protein adsorption on 
nonspecific solid surfaces and will undoubtedly continue 
to play an important role. 

GLOSSARY OF ABBREVIATIONS 

AFM 
APS 
BFG 
BSA 
CD 
DETA 
FOETS 
FR AP 
FTIR 

atomic force microscopy . 
(aminopropy1)-trimethoxy silane 
bovine fibrinogen 
bovine serum albumin 
circular dichroism spectroscopy 
trimethoxysilylpropyldiethenetriamine 
[2-(perfluorooctyl)ethyl]trichlorosilane 
fluorescence recovery after photobleaching 
Fourier-transform infrared spectroscopy 

GOx 
HDL 
HEWL 
HOPG 
HSA 
HTS 
IgG 
Ig M 
MBP 
MHA 
om 
OTS 
OWLS 
PBS 

PI 
PDMS 
PMMA 
PS 
QCM 
RSA 
SAM 
S AR 
SFA 
SPR 
TIRF 
VSFS 
VWF 
XPS 

glucose oxidase 
high-density lipoprotein 
hen egg white lysozyme 
highly oriented pyrolytic graphite 
human serum albumin 
hexadec y ltrichlorosilane 
immunoglobulin G 
immunoglobulin M 
myelin basic protein 
mercaptohexadecanoic acid 
octadecanethiol 
n-octadecyltrichlorosilane 
optical waveguide lightmode spectroscopy 
phosphate-buffered saline 
isoelectric point 
poly(dimethylsi1oxane) 
poly(methy1 methacrylate) 
polystyrene 
quartz crystal microbalance 
random sequential adsorption 
self-assembled monolayer 
scanning angle reflectometry 
surface force apparatus 
surface plasmon resonance 
total internal reflection fluorescence 
vibrational sum frequency spectroscopy 
von Willebrand factor 
X-ray photoelectron spectroscopy 
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INTRODUCTION 

Nanometer scale self-assemblies of biological molecules, 
such as protein nanotubes, play important roles in nature 
to regulate biological activities. It is a natural progress to 
synthesize protein nanotubes in order to mimic those 
biological functions and apply for medical applications 
such as drug delivery and medical imaging. Although it 
appears to be unlikely, peptide nanotubes are also applied 
to non-biological fields such as electronics, sensors, ca- 
talysis, and optics because those smart, selective peptide 
functions can be applied in various device fabrication 
processes. Those new types of building blocks with smart 
biological functions may offer more economical, repro- 
ducible, accurate, and simpler methods in device fabri- 
cations. In this article, various examples of natural and 
synthetic protein nanotubes and their functionalizations 
for particular applications are 

OVERVIEW 

Protein nanotubes are tubular assemblies of proteins. The 
production of protein nanotubes can be synthetic or 
natural. They are generally produced via their direct self- 
assemblies into tubular or their self-assem- 
blies on template n a n 0 t ~ b e s . l " ~ ~ ~ ~  While the direct 
nanotube assemblies from protein monomers without 
templates are normally achieved in there are 
some examples that protein nanotubes are self-assembled 
in solutions in the presence of divalent metal ions.[401 
With the aid of surfactants, some proteins were also 
demonstrated to be assembled as a tubular 
Molecular self-assembly is robust and reproducible under 
the controlled experimental conditions.[423431 For exam- 
ple, protein nanotubes are grown in solution via self- 
assembly with high reproducibility and monodisper- 

Thermodynamics controls chemical structures 
and dimensions of self-assembled nan~ tubes [~~ '  and it can 
be determined by external experimental conditions such 
as pH, temperature, solvents, and pressure.[451 Protein 
nanotubes such as virus, phages, and microtubules are 
also produced via natural self-assembly with high 
reproducibility and monodispersity inside cells. The 
chemical structures of natural protein nanotubes can be 

modified via mutations, which gives flexibility to design 
protein nan~ tubes . [~~ ]  Therefore the use of self-assemblies 
either synthetically or naturally has an advantage to mass- 
produce monodisperse and chemically identical nano- 
tubes. Because protein nanotubes are water-soluble, it 
makes their size separation easier if necessary. 

While the self-assembly nature offers some interesting 
features in protein nanotubes, they may not display useful 
physical properties as shown in metal and semiconductor 
nanowires for particular devices such as electronics and 
sensors. Then what makes protein nanotubes special 
compared with other inorganic nanotubeslnanowires? I 
believe that features of protein nanotubes distinguished 
from other nanotubes are their flexibility in the function- 
ality and their molecular recognition. All proteins have 
some functions and those functions can be used to 
introduce new properties into protein nanotubes, desired 
for particular building blocks in specific nanodevices. For 
example, proteins can mineralize various metals and 
semiconductors selectively via their molecular recogni- 
tion and biomineralization, which are routinely operated 
in living Positioning of protein nanotubes 
can be achieved through biological recognitions of 
proteins toward their complementary ligands. 

In this article, I would like to categorize the features 
of protein nanotubes into four characteristic functions: 
1) coating, 2) arrangement, 3) sensing, and 4) mechanical 
motion. In the coating section, biomineralization of 
protein nanotubes is discussed. In the placement section, 
organization and location-specific immobilization of 
protein nanotubes are explained via biological recogni- 
tions such as inorganic-protein and protein-protein 
interactions. Physical property changes of protein nano- 
tubes via biological recognition-induced adsorption of 
target molecules can be used for their detections and 
quantitative analysis, as explained in the "Sensing" 
section. In the "Mechanical motion" section, motor 
functions of protein nanotubes by converting chemical 
energy into mechanical force are summarized. 

COATING 

To apply protein nanotubes as building blocks for various 
nanodevices, functionalizations of protein nanotubes via 

Dekker Encyclopedia of Nanoscience and Nanorechnology 
DOI: 10.1081/E-ENN 120013709 
Copyright O 2004 by Marcel Dekker. Inc. All rights reserved 



Protein Nanotubes as Building Blocks 

coatings are very effective. Choices of proteins are 
dependent upon what types of materials to be coated. 
Tobacco mosaic virus (TMV) was used to mineralize 
CdS, PbS, silica, and iron oxides on the outer surfaces of 
TMV. '~~ , '~ '  Tobacco mosaic virus, a hollow protein 
nanotube, is a stable viron with 18 nm in diameter and 
300 nm in length, self-assembled from the protein 
monomers. The repeated protein subunits on the nano- 
tubes offer the nucleation sites to produce highly 
crystalline semiconductor coatings. Fig. l a  shows CdS 
nanotubes fabricated by exposing a buffered suspension 
of TMV in 10 rnM CdC12 to H2S gas for up to 6 hr. High- 
resolution transmission electron micrograph (HRTEM) of 
the CdS nanotubes in Fig. l b  indicates that the CdS 
coating consists of aggregates of crystalline CdS nano- 
particles with 5 nm in diameter, whose fringe space 
matches a (1 11) lattice plane of the zinc-blende structure. 
Modified TMV nanotubes at the C-terminus via a single 
site mutation were also synthesized as template nanotubes 
to improve their selectable chemospecificity.r461 The 
modified TMV nanotubes have lysine units on the outer 
surfaces of the nanotubes and these sites can be used to 

Fig. 1 TEM images of (a) CdS-coated TMV nanotubes, scale 
bar=50 nm, inset: corresponding EDX spectrum (Ni and Cu 
peaks arise from TEM grid and sample holder). (b) CdS 
nanocrystals (white arrows) on the TMV nanotube in high 
magnification, scale bar=lO nm. (From Ref. [49]. Copyright 
(1999) Wiley-VCH Verlag GmbH.) 

immobilize functional molecules via N-hydroxy succina- 
mide chemistry (Fig. 2). This mutant TMV nanotube 
functionalized with flurophor selectively mineralized Cu 
via photoreduction of Cu ions. Another example of 
biomineralization of protein nanotubes is to produce 
magnetic nanofibers by using rod-shaped bacteriums as 
templates.''" A single bacillus subtilis bacterium is an 
organism with cells of approximately 0.7 pm in diameter 
and up to 4 pm in length. Two types of iron oxide 
nanoparticles, magnetite (Fe304) and maghaemite (y- 
Fe203), were mineralized on the bacterial threads. The 
magnetization data showed that the magnetic field- 
dependent switching behavior was markedly sharp when 
single domains of iron oxide nanoparticles were aligned 
to the easy axes of the nanotubes. This alignment was 
achieved when the magnetic nanotube synthesis was 
conducted within an external magnetic field. 

Microtubules, self-assembled from cytoskeletal pro- 
teins in vitro, were used as template nanotubes to coat 

The subunits of purified porcine brain tubulin were 
cross-linked by glutaric dialdehyde and this process 
yielded stabilized microtubules, whose diameter is 4-5 
nm and length is about 8 nm. This resulting microtubule 
remained intact up to 90°C for approximately 1 hr in the 
pH range from 4 to 9. The improved microtubule 
mineralized Pd with trisodium citrate or dimethylamine 
borane at 90°C. The trisodium citrate produced smaller Pd 
nanocrystals with a mean diameter of 1.9 nm and the 
dimethylamine borane produced larger Pd nanocrystals 
with a mean diameter of 3.1 nm (Fig. 3a). HRTEM 
micrograph of the highly monodisperse Pd nanocrystals 
on the nanotubes imaged the (111) plane of a pure 
metallic Pd phase (Fig. 3b). Pd nanocrystals were found to 
grow on both a- and P-tubulin subunits of the protein 
nanotubes and the histidine residues likely serve as nucle- 
ation sites for the Pd biomineralization on the nanotubes. 

Improved metal nanocrystal coatings were demonstrat- 
ed on the biological nanotubes incorporating sequenced 
peptides that can mineralize specific metals via biological 
recognitions.[521 This sequence consisting of histidine and 
alanine residues not only produced monodisperse Au 
nanocrystals on the nanotube surfaces but also controlled 
the density and the size of nanocrystals by tuning the 
sequenced peptide conformations (Fig. 4).'531 The histi- 
dine residue captured Au ions (ClAuPMe3) and the 
reduction of those trapped Au ions led to monodisperse 
nanocrystal formation with an average diameter of 5 nm 
on the nanotubes. The change in experimental conditions 
such as pHs and ion concentrations in the nanocrystal 
growth solution induced the ion-peptide conformation 
change and this structural transformation controlled the 
size and the distribution of Au nanocrystals on the 
nanotubes. It should be noted that metallic nanocrystals 
with a diameter below 6 nm are in the size domain to 
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Fig. 2 (a) The upper panel: the facile NHS chemical reaction; the middle panel: the structure of TMV nanotube and a schematic to 
introduce ligands on the TMV nanotube surface via the NHS chemistry; the lower panel: the structure of the protein monomer for the 
TMV nanotube and the relative positions of the monomer in the TMV nanotube. (b) Electron micrograph of m-TMV nanotubes. (From 
Ref. [46]. Copyright (2002) Institute of Physics Publishing.) (View this art in color at www.dekker.com.) 

observe significant conductivity change by changing the hydrophobic  interaction^.'^^-^^^ But when multiple types 
packing density.[541 Therefore this system may be useful of nanotubes are necessary to be aligned respectively in 
as a conductivity-tunable building block by controlling more complex device configurations, the above methods 
the nanocrystal size and the distribution. may not be sufficient. For example, consider fabricating 

a nanodevice whose configuration has two nanotubes 
crossing perpendicular to each other (Fig. 5). In this 

ARRANGEMENT configuration, when one nanotube is coated by a metal and 
the other nanotube is coated by a semiconductor, this 

There are several techniques to align nanotubes by using nanodevice will function as a switch in memory circuits 
electronic fields, magnetic fields, microfluidics, and for reading and writing inf~rmation. '~.~" Whereas these 

Fig. 3 (a) TEM image of palladium nanoparticles immobilized on a microtubule, scale bar=20 nm. (b) HRTEM image of palladium 
nanoparticles on the microtubule, scale bar=5 nm. (From Ref. [38]. Copyright (2002) Wiley-VCH Verlag GmbH.) 
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Fig. 4 TEM images of Au nanocrystals regulated by the sequenced histidine-rich peptides on the nanotubes. Au nanocrystals were 
grown by reducing the Au ion-nanotube solution after incubating Au ions for 10 days at (a) pH=8.5, and (b) pH= 11.5. Insets show the 
TEM images in higher magnification. (From Refs. [52]  and [53].)  (View rhis art in color at www.dekker.com.) 

device elements can be switched between well-defined on- 
and-off states by transiently charging the coated nanotubes 
to produce attractive and repulsive electrostatic forces,[551 
aligning two or more types of nanotubes in desired 
directions precisely is not an easy task by the techniques 
described above. 

By functionalizing circuit elements and connecting 
wires with biomolecular recognition of complementary 
connecting units while in solution, we can mimic 
biological systems, in which organiclinorganic nanoscale 
building blocks are routinely and precisely turned into 
complex structures for biological function with almost 
perfect reproducibility. In theory, protein nanotubes, 
which can recognize and selectively bind a well-defined 
region on complimentary protein-patterned substrates, can 
be used as building blocks to assemble three-dimensional 
nanoscale architectures by placing them at the uniquely 
defined positions. As shown in Fig. 5 ,  an antigen 1 
nanotube can be aligned on antibody 1 areas while an 
antigen 2 nanotube recognizes and immobilizes on 
antibody 2 surfaces. Therefore the immobilization of 

protein nanotubes onto the antibody self-assembled 
monolayers (SAMs) will be "programn~ed" (i.e., protein 
nanotubes recognize binding sites and attach automati- 
cally) in aqueous solution without any complicated 
multistep fabrication procedures. To demonstrate the 
feasibility of this scheme, the streptawdin-coated nano- 
tubes were dispersed on biotin-incorporated SAMs in 
solution, and their selective immobilization onto the 
biotin-incorporated SAMs was observed after 1 day 
(Fig. 6).[561 Protein-functionalized nanotubes were posi- 
tioned to interconnect patterned complimentary protein- 
SAMIAu surfaces via protein-protein interactions; how- 
ever, uniform coverage of proteins on template nanotubes 
also caused the nanotube aggregations on the compli- 
mentary protein-SAM surfaces.[561 One solution to 
produce the nanotube-bridge configurations with mini- 
mum nanotube aggregations could be selective protein 
immobilization at the ends of nanotubes. We recently 
demonstrate that this location-specific protein immobili- 
zation on nanotubes was established by using Au 
nanocrystal masks.[571 As a proof-of-principle, avidin 

Antigen 2 

ntigen 1 Y antigen 2 

+antibody 1 () antibody 2 

rnonolayer of antibody 1 

1 monolayer of antibody 2 

Fig. 5 Illustration of proposed scheme to assemble multiple protein nanotubes into device configurations via biological recognitions 
between the protein nanotubes and the complimentary protein-patterned surfaces. (View rhis art in color at www.dekker.com.) 
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Fig. 6 Illustration and SEM image of a streptavidin-functionalized nanotube immobilized onto the complimentary biotin SAMsIAu 
substrates. (From Ref. [56].) (View this art in color at www.dekker.com.) 

was used to be immobilized only at the ends of peptide 
nanotubes with the nanotube end-fabrication method, as 
outlined in Fig. 7. The approach involves thiolation of the 
nanotube sidewalls [step (i)] and Au nanocrystal coating 
to mask the sidewalls of nanotubes [step (ii)], followed by 
incubating nanotubes with sulforhodamine-labeled avidin 
[step (iii)]. After avidin molecules were immobilized at 

(iii) 

+ 

the ends (with no Au nanocrystals) and the sidewalls (with 
Au nanocrystals) of the nanotubes, the Au nanocrystals on 
the sidewalls were chemically etched and the proteins at 
the ends remained attached without denaturing [step (iv)]. 
The chemical etching of the Au nanocrystal masks on the 
sidewalls of nanotubes removed avidin molecules from 
the sidewalls; however, avidin molecules at the nanotube 

y protein 

Fig. 7 Procedure to immobilize proteins at the ends of nanotubes using Au nanocrystals as protective masks. (From Ref. [57].) (View 
this art in color at www.dekker.com.) 
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process did not denature the avidin on the nanotubes and 
the nanotube ends could still recognize the complemen- 
tary biotin after the etching process.[i71 This result is 
particularly important to this proposed research because 
denaturing proteins at the nanotube ends via the chemical 
etching process could prevent the use of this protein 

Fig. 8 Fluorescence micrographs of (a) the Au nanocrystal- 
masked nanotube incubated with sulforhodamine-labeled avidin 
[step (iii) in Fig. 71, (b) the nanotube with sulforhodamine- 
labeled avidin after etching the Au nanocrystals [step (iv) in 
Fig. 71. (From Ref. [57].) (View this art in color at 
www.dekker.com. ) 

ends remained bound.[571 After sulforhodamine-labeled 
avidin was incubated into the Au nanocrystal-masked 
nanotube solution for 36 hr [step (iii) in Fig. 71, the 
protein was immobilized on the entire nanotube surface 
shown by fluorescence micrograph of the resulting 
nanotube (Fig. 8a). This fluorescence image was dramat- 
ically changed after the Au nanocrystals on the nanotube 
sidewall were etched by iodine in step (iv). After etching 
the Au nanocrystals from the nanotube surface, fluoresc- 
ing areas of the sulforhodamine-labeled avidin were 
limited to the ends of the nanotube and fluorescence at the 
nanotube sidewall was diminished, as shown in Fig. 8b. 
These fluorescence micrographs confirm that the protein 
remained bound to the peptide nanotube ends after the 
chemical Au nanocrystal etching. This chemical etching 

The location-specific assembly of wotein nanotubes 
was also achieved via biological recognitions between 
inorganic surfaces and phages.[581 Phages and natural 
protein nanotubes with 6.6 nm in diameter and approx- 
imately 880 nm in length (Fig. 9A) can be modified to 
have specific peptide sequences on the surfaces to re- 
cognize and bind specific inorganic surface after multiple 
cycles of the peptide selection processes. To identify 
appropriate peptide sequences of phages to recognize 
specific inorganic surfaces, Whaley and coworkers used a 
combinatorial library of genetically engineered bacterio- 
phage.[581 For example, this peptide combinatory ap- 
proach identified proteins that specifically bind GaAs 
(100) and they were self-assembled on the patterned GaAs 
surfaces (Fig. The specificity of binding exerted 
the level over the recognition of crystal orientations. 

Those genetically engineered bacteriophage-nano- 
crystal complexes can also be arranged into ordered 
films.[601 For example, when phages were engineered to 
recognize ZnS, they mineralized highly crystalline ZnS 
nanocrystals at the end of the tubules in ZnC12/Na2S 
solutions (Fig. 9B,C). Under the optimized experimental 
conditions, those phages with ZnS nanocrystals were 
spontaneously assembled into self-supporting hybrid 

Fig. 9 (A) Illustration of phage and ZnS nanocrystals (the PI11 peptide unit and the ZnS nanocrystal bound to the phage are not 
drawn in scale). (B) TEM image of an individual phage and ZnS nanocrystals. (C) HRTEM image of 0.01% phage-ZnS suspension, 
showing lattice fringe images of ZnS nanocrystals. (D) Illustration of liquid crystal alignment of the phage-ZnS nanocrystal 
complexes. (From Ref. [60]. Copyright (2002) American Association for the Advancement of Science.) (View this arr in color at 
www.dekker.com.) 
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Fig. 10 Fluorescence image of tetramethyl rhodaimine-labeled 
phages selectively assembled on the patterned (100) GaAs 
surfaces. The red lines (1 pm across) correspond to GaAs and 
the black spaces (4 pm across) are SOz. (From Ref. 1591. 
Copyright (2002) National Academy of Science, U.S.A.) (View 
this art in color at www.dekker.com.) 

films whose order structures were maintained over a 
centimeter-length scale (Fig. 9D). These films showed 
the liquid crystalline phase behaviors and they could be 
modulated by solvent concentrations and an external 
magnetic field.[601 The monodispersity of the genetically 
engineered phages and the ease in incorporating and 
aligning various types of inorganic nanocrystals by 
molecular cloning techniques and genetic selections are 
advantageous to apply the protein nanotube-based materi- 
als in the field of liquid crystals. 

SENSING 

As pointed out above, one of the key functions of proteins 
is to recognize specific molecules and ions. The molec- 
ular recognitions of proteins are dependent on the shapes 
of target molecules because multiple hydrogen bonds, 
electrostatic interactions, and hydrophobic interactions be- 
tween target molecules and proteins in a well-defined 
spatial pattern provide the excellent selectivity of protein 
bindings.'"] Therefore it is natural to apply the molecular 
recognition of protein nanotubes to sense and diagnose 
target molecules. 

A planar field effect transistor (FET) has been used 
mostly as a nanotube-based sensor configuration. Modi- 
fication of the gate oxide in the carbon nanotube-based 
FET allowed monitoring a conductance change due to the 
adsorption of analytes.'621 The practical aspect of the FET 
is that the FET can serve as a highly sensitive real-time 
electrically based sensor. The sensitivity of carbon nano- 
tube-based FET sensors was in the regime of single-mo- 
lecule detection.[621 

Cui and coworkers assembled antigen nanowires, anti- 
gen-coated silicon nanowires, as building blocks into the 
FET sensors.'631 The single-crystal boron-doped (p-type) 
silicon nanowires, prepared by a nanocluster-mediated 
vapor-liquid-solid growth method,r641 were aligned by a 
microfluidic technique between two electrodes, a source 
and a drain (Fig. 1 1).[291 The reversible, real-time antigen- 
nanowire sensor was fabricated by functionalizing the 
silicon nanowire template with biotin via the drop de- 
position, and this sensor system could detect conductivity 
changes under m-antibiotin adsorption on the functional- 
ized n a n ~ w i r e s . ' ~ ~ '  A linear change in the nanowire con- 
ductance as a function of m-antibiotin concentration was 
observed as shown in Fig. 11. The correlation between 
linear current (I) vs. voltage (V) was transformed to the 
conductance (dIldV). The detection of m-antibiotin in this 
sensor system was achieved below 10 nM, while the de- 
tection limit for streptavidin could reach in the order 
of p ~ . ' 6 3 1  

MECHANICAL MOTION 

There have been major attempts to synthesize chemically 
powered nanoscale engines driven by light or chemical 
energy.r659661 The weaknesses of the synthetic nanoscale 
motors are as follows: 1) they often stall when operated 
under load; and 2) they have a low cycle time.[611 In 
contrast, motor proteins are better engines at this point as 
the man-made motors are fueled by electrical or thermal 
energy with an efficiency of around 30% while protein 
motors are driven by direct conversion from chemical 
energy with an efficiency as high as 90%.'~" There- 
fore motor proteins have been studied extensively not 
only to understand the mechanism for their mechanical 

Fig. 11 Plot of the conductance change of a biotin-modified Si 
nanowire vs. m-antibiotin concentration. (Inset) SEM image of a 
typical FET configuration: a Si nanowire connecting two elec- 
trodes, a source and a drain. (From Ref. [63]. Copyright (2001) 
American Association for the Advancement of Science.) 
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motions regulating cell activities but also to fabricate 
high-performance nanoscale engines. There are two types 
of well-studied protein motors, translational motors and 
rotary motors. Translation protein motors transport on the 
complimentary protein nanotubes. While development 
of rotary protein-based nanodevices has also been very 
active,[681 rotary protein motors are not discussed in 
this chapter. 

Conformational changes of motor proteins produce me- 
chanical forces and motions fueled by the interconversion 
of chemical energy.[691 Translational motor proteins move 
along their complementary nanotubes via the energy con- 
version. Microtubules, protein nanotubes in diameter of 
25 nm, are tracks to guide a translational motor protein, 
kinesin. Kinesins transport vesicles, chromosomes, and 
protein complexes using these tracks throughout the 
intracellular environment.[701 For example, kinesins 
transfer encapsulated neurotransmitters from cores of 
nerve cells to synaptic clefts in order to excite next nerve 
cells.[611 

Kinesins are elongated heterotetrameric proteins and 
contain adenosine triphosphate (ATP) and microtubule 
binding sites.[301 The side-by-side motor domains alter- 
nately bind and release the tubulin subunits of a micro- 
tubule, a -  and B-tubulins, in a walking type of 
The walking motion is fueled by the hydrolysis of ATP 

from adenosine diphosphate (ADP), initiated by a proton 
gradient across a cell membrane. The kinetically more 
dynamic end of the microtubule is terminated with the 
0-tubulin (black circles in Fig. 12a) whose relative po- 
larity is positive, whereas the opposite end is terminated 
with a-tubulin (white circles in Fig. 12a) whose relative 
polarity is negative. The overall structural polarity of 
microtubules is recognized by motor proteins, which 
determine the direction of their motion along the micro- 
tubule surface as kinesin steps only toward the plus 
end.[721 Myosins are another family of translational pro- 
tein motors that move along actin nanotubes for cell 
motility and muscle contraction.[611 

While there have been extensive effort to manipulate 
this molecular transport machinery outside cells and 
fabricate as moving building blocks of nanodevices 
driven by kinesidmyosin motor proteins,[711 their appli- 
cations require to overcome technical problems such as 
the orientation of force generation toward the desired 
direction, the optimization of surface conditions and 
geometries, and the stability of the motor protein-protein 
nanotube systems.r731 

Motor protein-protein nanotube integrated systems 
have been fabricated in two configurations: 1) moving 
motor proteins on protein nanotube tracks; and 2) moving 
protein nanotubes on motor protein-patterned surfaces. 

Fig. 12 (a) Illustration of the microtubule transport on kinesin motor surfaces. (b) Illustration of a typical geometry of the kinesin 
motor track. (c) Micrograph of photolabeled microtubules moving in channels (2 pm wide) on a patterned polyurethane substrate. The 
dotted lines are the paths of individual microtubules. (From Ref. [61]. Copyright (2002) the Materials Research Society.) 
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Fig. 13 (a) Sequential fluorescence images of the cross-linked actin gel movement on the oriented myosin gels. (b) Illustration of the 
actin gel movement on the myosin gels. (From Ref. [67]. Copyright (2002) Wiley-VCH Verlag GmbH.) (View this art in color at 

The first configuration is analogous to the geometry found 
in cells.[701 When kinesins and microtubules were 
integrated to develop nanodevices, the majority of effort 
has been focused on positioning and alignment of 
micro tubule^.[^^^^^.^"^^' The microtubules must be 
aligned precisely in order to transport cargoes attached 
to motor proteins toward the proper destinations. For 
example, Limberis and Stewart transported silicon 
microchips with genetically engineered kinesin motors 
to particular locations guided by patterned microtubules 
on substrates.'711 

The second configuration is the inversed geometry 
used in nature. Various surface topologies with lithogra- 
phically fabricated ridges and valleys were examined as 
motor protein tracks to guide protein nanotubes inside the 
ridges or valleys (Fig. 12b). The difficulty in this scheme 
is that microtubules tend to escape from the valleys by 
binding the sidewalls of valleys, slowly climb up, and 
then move toward different directions.[741 This escaping 
motion of microtubules on a kinesin-coated polyurethane 
surface patterned with 2-pm-wide and I-pm-deep chan- 
nels is shown in Fig. 12c. In this figure, the bottom of the 
channels is in focus and the plateaus in between are out of 
focus. Some microtubules were staying in the channels 
but most of them moved up and down in the grooves.r741 
The patterned myosin surfaces were shown to direct the 
actin nanotube movement in one direction more effec- 
t i ~ e l ~ . [ ~ ~ ]  Recently, the myosin gel substrate also ap- 
peared to regulate the movement of the cross-linked actin 
nanofibers in one direction (Fig. 1 3 ) . [ ~ ~ ]  The optimal 
solution to engineer motor proteidprotein nanotube tracks 
seems to be an optimized combination of chemical and 
topological track patterns,[741 and the myosidactin system 
may be chemically favorable to reduce the nanotube 
sliding motions. 

Those motor proteidprotein nanotube systems have 
potential to be applied in the fields of mechanical 
engineering, biomedical engineering, and electronics. 
Coupling motors/nanotubes with gears or rotors may be 
used as switches or valves in microfluidic channels.[701 It 
is encouraging that recently motion of microtubules can 

be turned on and off sequentially on patterned motor 
protein substrates triggered by UV-induced release of 
caged ATP via the enzymatic ATP degradation, which is 
a (crucial feature to develop the switches and the 
valves.[741 Motor protein-based microgenerators, pumps, 
and biosensors can be applied in medical implants.[711 For 
example, the motor protein-based microgenerators can 
power implanted microdevices for monitoring physiolog- 
ical processes because the mechanochemical energy of 
motor proteins is transduced to an electrical current. In 
any applications described above, alignments and chem- 
ical controls of protein nanotubes will be crucial to 
develop nanodevices from these smart components. 

CONCLUSION 

Protein nanotubes have distinguished characters com- 
pared with other nanotubes. Obviously, protein-assembled 
nanotubes are biocompatible and broad biological appli- 
cations can be expected. Molecular recognition is another 
unique function in protein nanotubes. The molecular 
recognition, such as an antibody-antigen recognition, 
images the complementarity of a lock and a key-the lock 
being antibody and the key being antigen that is re- 
cognized via the spatial fit and noncovalent interactions to 
form the specific antibody-antigen complex. This spe- 
cificity will make protein nanotubes smart building blocks 
for high-performance chemical sensors. When multiple 
antibodies are patterned wisely on surfaces, resulting 
device configurations, after antigen-nanotubes recognize 
and position onto their complementary regions, will be 
achieved via their robust self-assembling processes. This 
approach may build certain device configurations in an 
economical and simple manner. Coupling between protein 
nanotubes and motor proteins certainly offers intriguing 
potential to build nanodevices powered by converting 
chemical energy into mechanical force. When physical 
properties of protein nanotubes are not suitable to certain 
applications, protein nanotubes can be functionalized to 



add the desired physical properties. For example, if con- 
ductive nanotubes need to be placed at a certain position, 
protein nanotubes can be coated with conductive metals 
via biomineralization after protein nanotubes are posi- 
tioned at the desired position via molecular recognitions. 
To date, fabrication of protein nanotubes and organization 
of protein nanotubes have been investigated, respectively. 
Applications of protein nanotubes as building blocks in 
real-world nanodevices will be accelerated once those two 
outcomes are integrated. 

Of course, this field is still extremely young and there 
are many concerns and hurdles to overcome. For example, 
proteins typically lose their functions within days or 
weeks unless they are frozen.[611 They degrade by various 
and often competing mechanisms, including thermal and 
enzymatic degradation as well as precipitation. For the 
applications in the coating and the arrangement of 
nanotubes, proteins need to be active during the nanotube 
assembly, which is normally achieved in a short time 
because of robust self-assembly. Therefore the protein 
degradation may not be a crucial issue for these 
applications. But when protein nanotubes are applied to 
the devices necessary to transform one structure to the 
other repeatedly or to detect target molecules over and 
over again, proteins must be evolved to survive under 
harsh environmental 

Various difficulties in applying protein nanotubes as 
building blocks of nanodevices will be overcome if we 
keep learning from nature. There are many natural protein 
nanotubeslnanofibers whose excellent properties are 
known, but their chemical structures remain unsolved. 
For example, a tensile strength of spider dragline silk is 
comparable with steel and its elasticity is comparable with 
rubber.'781 This unique combination makes the spider 
dragline silk mechanically superior to any other man- 
made materials. But it was just recently that the protein 
sequences and structures of the spider dragline silk were 
understood.r781 Progress in understanding unsolved natu- 
ral protein nanotubes and mimicking those nanotubes will 
make protein nanotubes more attractive to apply them as 
building blocks for various nanometer-scaled devices. 
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INTRODUCTION 

Advances in several critical research fields (processing, 
catalytic, optical, actuation, electrical, mechanical fields, 
etc.) have started to benefit from new technological 
advancements in the area of n a n o t e c h n o l ~ ~ ~ . ~ ' - ~ ~ ~  Nano- 
technology can be broadly defined as the use of materials 
and systems whose structures and components exhibit 
novel and significantly changed properties when control is 
gained at the atomic, molecular, and supramolecular 
levels. Specifically, such advances have been found for 
materials when particulate size is decreased to below 100 
nm. However, to date, relatively few advantages have 
been described for biological applications (specifically, 
those involving protein interactions). This chapter eluci- 
dates several promising examples of the control nano- 
phase materials have in manipulating interactions with 
proteins to improve traditional biological applications 
(such as for improving implantable devices, filtration 
systems, bioMEMS, etc.). Such advances were previously 
unimaginable with conventional materials possessing 
large micron size particulates. To describe the promise 
nanophase materials have in revolutionizing interactions 
with biology, this chapter will start with a review of 
protein structure and interaction with solid surfaces. The 
chapter will then continue with reports from the literature 
providing evidence of unique interactions proteins can 
have with nanophase materials. 

PROTEIN STRUCTURE 

Proteins are essential to health and, in fact, mean "of first 
importance" in Greek. This is for a very good reason 
because initial protein interactions with material surfaces 
control subsequent cell functions essential for tissue 
engineeringlimplant applications, antibody interactions 
for immunoassays andlor biodetection devices, and 
bacteria interactions involved in problems such as marine 
fouling and infection. Clearly, understanding protein size 
and structure will aid investigators in either maximizing or 
minimizing protein interactions with surfaces to improve 
these technologies. 

Proteins are polyamides formed by a step reaction 
polymerization between the amino and carboxyl groups of 
amino acids: 

O H H  
II I I 

.+C-N-C+ 
I 

where R is a characteristic side group and n is the number 
of repeating units. Depending on the side group, the 
molecular structure of the protein will drastically change. 
The simplest side group in protein structure is hydrogen, 
which will form the amino acid glycine (abbreviated Gly). 
The geometry of Gly is shown in Fig. 1 as a hypothetical 
flat sheet with a repeating distance of 0.72 nm.[231 
Although the R side group in proteins can be diverse (as 
will soon be discussed), there are many commonalities 
between proteins, namely, size and structure in the 
nanometer regime. To date, the fundamental nanometer 
sizle of proteins has been largely ignored and not 
appreciated when considering approaches to control initial 
protein interactions with surfaces. Thus it is first important 
to describe protein structure to discuss how nanotechnol- 
ogy can be utilized to influence protein interactions. There 
are four important levels of protein structure to consider: 
primary, secondary, tertiary, and quaternary; these will be 
discussed in the sections that follow. 

Primary Protein Structure 

The primary structure of a protein is its linear sequence of 
amino acids. Each amino acid is linked to another through 
peptide bonds (Fig. 2).[2" Because there are 20 amino 
acids found in man (1 1 of which are synthesized in the 
human body: Ala, Arg, Asn, Asp, Cys, Glu, Gln, Gly, Pro, 
Ser, and Tyr; and 9 of which are synthesized elsewhere 
but are essential to human diet: His, Ile, Leu, Lys, Met, 
Phe, Thr, Trp, and Val) (Fig. 3),[241 many sequences are 
possible to create numerous proteins with diverse prop- 
erties. Moreover, these 20 amino acids are themselves 
diverse (Table I ) [*~ -~"  and may be classified according to 
a number of categories: such as either aliphatic amino 
acids, amino acids with hydroxyl-containing or sulfur- 
containing side chains, aromatic amino acids, basic amino 
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Fig. 1 The geometry of proteins as a hypothetical flat sheet 
with a repeating distance of 0.72 nm. (From Ref. [23].) 

acids, cyclic amino acids, or acidic amino acids and their 
amides, as presented in Fig. 3. Other amino acid 
classifications that are often utilized when considering 
initial protein interactions with material surfaces are either 
nonpolar, polar, or ionized, labeled as either N, P, or I in 
Fig. 3, respectively. 

Some amino acids have side chains (or residues) that 
carry no charge at any pH yet exhibit strong polar 
character (e.g., Ser and ~ h r ) . ' ~ ~ '  Ionizable side chains vary 
from fairly acidic ones (such as Asp and Glu, which are 
fully negative at the physiological pH of 7.4) to more 
basic amino acids (such as the imidazole group in His, 
which has a positive charge at a pH of 7.4) and the still 
more basic amino acids that carry full charges at a pH of 
7.4 (specifically, Lys and ~ r ~ ) . ' ~ ~ '  Yet another group of 
amino acids has no acid, base, or polar character in their 
residues as shown by their generally much lower 
solubility in water (such as Ala, Val, Leu, Ile, Met, Trp, 
and Pro). For these reasons, it should not be surprising 
why proteins exist with a wide range of properties, as 
shown in Table 2, and this is just from considering protein 
primary s t r u c t ~ r e . [ ~ ~ , ~ ~ , ~ ~ - ~  

Secondary Structure 

The secondary structure of proteins consists of regions of 
ordered structures in the protein chain (Fig. 4a and b).'231 
Two main secondary structures of proteins are very 
common: the a-helix (Fig. 4a) and the P-pleated sheet 
(Fig. 4b). The degree of secondary structures in proteins 
varies to a large amount. For example, in structural 
proteins such as silk and wool, secondary structures are 
extensive and thus determine the overall shape of such 
proteins.1231 In addition, myoglobin and hemoglobin 
(proteins involved in oxygen transport and storage) have 
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extensive a-helical secondary structure. In contrast, some 
proteins possess very little secondary structure such as the 
digestive enzyme chymotrypsin. 

Both the a-helix and p-pleated sheet secondary protein 
structures are controlled by hydrogen bonding mechan- 
isms, as illustrated in Fig. 4. Hydrogen bonding mechan- 
isms are electrostatic attractions between oxygen of one 
chemical group and hydrogen of another chemical group. 
The a-helix results from the coiling of the protein chain 
such that the peptide bonds making up the backbone are 
able to form hydrogen bonds with each other (presented as 
curved lines in Fig. 4a). These hydrogen bonds are 
directed along the axis of the helix, and thus amino acid 
residues (portions of the amino acid not participating in 
the peptide bond) extend at right angles from the helix 
with minimal steric hindrance that further stabilizes the 
a-helix. The P-pleated sheet is a layering of protein chains 
in which each layer is held together by hydrogen bonds 
between the peptide links (presented as curved lines in 
Fig. 4b). The amino acid residues are situated at right 
angles to the sheets with, again, minimal steric hindrance 
that further stabilizes the P-pleated sheet. 

Tertiary Structure 

The tertiary structure of proteins is the overall three- 
dimensional shape of the protein (Fig. s ) . ' ~ ~ '  Protein 
tertiary structure can either possess little order for many 
structural proteins, or be extremely complicated for other 
proteins such as enzymes that fold up on themselves to 
form more complex structures. Clearly, the tertiary 
structure of proteins is a consequence of primary structure 
as it depends on spontaneous interactions between dif- 
ferent amino acids and, under aqueous conditions, spon- 
taneous interactions between amino acids and water as 
will be discussed. Because of the properties of the amino 
acids and the order in which amino acids are bonded (i.e., 
protein primary structure), select electrostatic interactions 
will be created for predictable tertian structures. This 
automatic folding of proteins occurs even as proteins are 

AMINO ACID RESIDUES 

Fig. 2 Each amino acid is linked to another in proteins through 
peptide bonds. Note that the R group characteristic of each 
amino acid is often referred to as an amino acid residue. (From 
Ref. [23].) 
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ALIPHATIC AMINO ACIDS Cv3 ,CH3 CH3 I 

H3N-C-COO- t I~N-c-COO- IN-C-COO 1H;N-C-COO- I: H3N-C--COO- ,! 
I I I 

H H H 

L 
Glyclne (Gly) G Alanine (Ala) A Valine (Val) V Leucine (Leu) L lsoleuclne (lie) I 

AMlNO ACIDS WITH HYDROXYL- OR SULFUR-CONTAINING SIDE. CHAINS 
CH3 
I 

H3N-C-COO- H;N-C-COO- H3N-C-COO- H;N-C-COO- 
I I I I 

H H H H 

Serine (Ser) S Cysteine (Cys) C Threonine (Thr) 'r Methionme (Met) M 

AROMATIC AMlNO ACIDS 

0 0  --.. O Q O ~  -., '. 
CH2 CH2 

I 7H2 I 

H3N-C-COO- II3N-CCOO- H,N-C-COO- 
I I I 

H u H 
Phenylalanine (Phe) F Tyrostne (Tyr) Y Tryptophan (Trp) W 

BASIC AMINO ACIDS 

$+3 

H,N-C-COO- H3N-C-COO- 
I I 

H H 
Histidine (His) H Lysine (Lys) K 

HjN-C-COO- 
I 

H 
Arginine (Arg) R 

CYCLIC AMlNO ACID 

H,N-C-COO- 
I 

H 
Proline (Pro) P 

ACIDIC AMlNO ACIDS AND THEIR AMIDES 

H3N-C-COO- H;N-C-COO- HjN-C-COO- H;N-C-COO- 
I I I I 
H H H H 

Aspartlc acid (Asp) D Glutarnic acid (Glu) E Asparagine (Asn) N Glutamine (Gln) Q 

Fig. 3 Twenty common amino acids. N, P, and I are nonpolar, polar, and ionized residue categories, respectively, that appear to the left 
of each amino acid. (From Refs. 1231 and [24].) 
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Table 1 Diverse properties of amino acid residues 

Surface tension 
Amino acid Hydrophobicity (erg/cm2/mol/l lowering of 
(three-letter and one-letter abbreviations) Charge ( k ~ a U m o l ) ~  the surface tension of water) 

Isoleucine (Ile or I) 
Phenylalanine (Phe or F) 
Valine (Val or V) 
Leucine (Leu or L) 
Tryptophan (Trp or W) 
Methionine (Met or M) 
Alanine (Ala or A) 
Glycine (Gly or G) 
Cysteine (Cys or C) 
Tyrosine (Tyr or Y) 
Proline (Pro or P) 
Threonine (Thr or T) 
Serine (Ser or S) 
Histidine (His or H) 
Glutamic acid (Glu or E) 
Asparagine (Asn or N) 
Glutamine (Gln or Q) 
Aspartic acid (Asp or D) 
Lysine (Lys or K) 
Arginine (Arg or R) 

Neutral 
Neutral 
Neutral 
Neutral 
Neutral 
Neutral 
Neutral 
Neutral 
O t o - 1  
O t o - 1  
Neutral 
Neutral 
Neutral 
0 to 1 
O t o - 1  
Neutral 
Neutral 
O t o - 1  
0 to 1 
0 to 1 

aTransfer from hydrophobic to more hydrophilic phase; increased positive value means more hydrophobic. 
Source: Refs. [25-271. 

Table 2 Diverse properties of proteins 

Protein 
Size 

Function Location (kDa) Shape (A) Stability Surface activity 

Albumin Carrier Blood 
Fibrinogen Clotting Blood 

IgG Antibody Blood 
Lysozyme Bacterial lysis Tear; 

hen egg 
Hemoglobin Oxygen camer Red blood 

cells 
Hemoglobin S Oxygen camer Sickle red 

blood cells 

Myoglobin Oxygen carrier Muscle 

Collagen Matrix factor Tissue 

Bacteriorhodopsin Membrane 
protein 

Tryptophan synthase Enzyme 
a subunit (wild type) 
Tryptophan synthase Enzyme 
variant cl subunit 

65 42x141 Denatures at 60°C 
340 460 x 6 0  Denatures at 56°C 

(trinodular string) 
165 T-shaped 
14.6 45 x 30 (globular) AG,= - 14 kcaVmol 

65 55 (spherical) Normal form 

65 55 (spherical) Less than 
hemoglobin 

16.7 45 x 35 x 25 AG,= - 12 kcallmol 
(spherical) 

285 3000 x 15 Melts at 39OC 
(triple helical rod) 

26 30-40 long 

27 AG,= - 8.8 kcallmol; 
denatures at 5S°C 

27 AG,= - 16.8 kcallmol 

Low on polyethylene 
High on polyethylene 

Low on polyethylene 
High on negatively 
charged surfaces 
Very high on 
polyethylene 
Much higher 
air-water 
activity than 
hemoglobin 

High at cell membrane 

High air-water activity 
compared to ovalbumin 
Much less active at 
air-water interface 
than wild type 

Source: Refs. [25,26,28-321. 
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ALPHA HELICAL 
BACKBONE 

H-BONDING 
BETWEEN 
P E m E  BONDS 

(a) alpha- (a) helix 

POSITION OF RESIDUES 

Antiparallel Chains 
Residues 

,- above 

,' 
.," I3 pleated sheet 

Fig. 4 Secondary protein structures: (a) a-helix and (b) !3-pleated sheet. (From Ref. [23].) 
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Fig. 5 Tertiary protein structure. (From Ref. [ 2 3 ] . )  

synthesized within ribosomes of cells. As individual 
proteins are synthesized, residues of each amino acid will 
either attract, repel, or remain indifferent to residues of 
another amino acid. Thus regions of the protein will twist 
and turn to minimize unfavorable and to maximize 
favorable interactions to form a consistent shape or 
three-dimensional tertiary structure, as illustrated in 
Fig. 5 (please note repulsive and attracting forces resulting 
in a favorable protein shape). 

There are four main interactions among residues of 
amino acids that contribute to the tertiary structure of 
proteins, each with different strengths: covalent, ionic, 
hydrogen, and van der Waals bonds. Of these interactions, 
covalent bonds are the strongest, as indicated in 
Table 3.[231 For example, when two Cys amino acids 

come in close proximity, a covalent bond between sulfur 
in each residue can be formed as a result of oxidation 
(Fig. 6a).L231 This covalent bond can have a strength 

Table 3 Strengths of bonds controlling tertiary 
protein structure 

Type of bond Strength ~kJImol) 
- 

Covalent (S-S) 
Ionic 
Hydrogen 
Van der Waals 

Source: Ref. [23]. 



Proteins: Structure and Interaction Patterns to Solid Surfaces 

- 
'SH HS-CUP- 

(a) covalent bonds 

(b) ionic bonds 

(c) hydrogen bonds 

1 van der Wails 

t bond 

(d) van der Waals bond 

Fig. 6 Four main interactions among residues of amino acids: (a) covalent, (b) ionic, (c) hydrogen, and (d) van der Waals bonds. (From 
Ref. [23].) 
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approaching 250 k J ~ m o l . [ ~ ~ ]  Ionic bonds are also a strong 
interaction force (approximately 20 k ~ l m o l ) , ' ~ ~ ]  which 
occurs between chemical groups having opposite charges. 
For example, ionic bonds are often formed between the 
carboxylate ion of an acidic residue (such as Asp) and the 
ammonium ion of a basic residue (such as Lys), as 
presented in Fig. 6b.'231 AS previously mentioned, hy- 
drogen bonds are formed between electronegative atoms, 
such as oxygen, and protons attached to electronegative 
atoms. Hydrogen bonding between two Ser amino acids is 
illustrated in Fig. 6 ~ . [ ~ ~ ~  The forces can be quite strong in 
the range of 7-40 k ~ l m o l . ' ~ ~ ]  Lastly, van der Waals forces 
result from interactions between hydrophobic molecules 
(e.g., between two aromatic residues such as Phe, as 
presented in Fig. 6d). They result from unequal distribu- 
tions of electrons between residues such that an area of 
high electron density on one residue has an attraction for 
an area of low electron density on another residue. These 
forces are the weakest of those discussed (1.9 kllmol). 

Based on Table 3, one might expect that the most 
important or influential binding forces are those with the 
highest strength. On the contrary, generally speaking, the 
most important binding forces for the tertiary structure of 
proteins are those with the weakest strength (i.e., van der 
Waals and hydrogen bonding forces), whereas the least 
important forces are those with the highest strength 
(specifically, covalent and ionic bonding forces). One 
reason for this is because, compared with ionic and 
covalent bonding, there are many more opportunities for 
van der Waals and hydrogen bonding interactions in pro- 
tein tertiary structure. A simple reexamination of amino 
acid chemical structures, as given in Fig. 3, can provide the 
answer as to why this is true. For example, the only 
covalent bond that is readily seen in protein tertiary struc- 
ture is the disulfide bond.'231 The only amino acid capable 
of creating such a bond, when in juxtaposition to itself, is 
c ~ s . ~ ~ ~ ~  In contrast, there are eight amino acids capable of 
promoting van der Waals interactions (specifically, Gly, 
Ala, Val, Leu, Ile, Phe, Pro, and ~ e t ) . ' ~ ~ ]  However, it is 
important to note that for some proteins (small polypep- 
tides such as the hormones vasopressin and oxytocin), 
covalent bonding mechanisms are more important, but for 
the majority of proteins, these bonds play a minor role 
in mediating tertiary structure compared with the other 
bonding mechanisms listed in Table 3. The same is true for 
ionic and hydrogen bonding mechanisms. Specifically, 
significantly more amino acids are capable of forming 
hydrogen bonds (eight: Ser, Thr, Cys, Asn, Gln, His, Tyr, 
and Trp) than ionic bonds (four: Asp, Glu, Lys, and 
~ r ~ ) . ' ~ ~ ]  

Another reason for the increased importance of the 
weaker-strength interactions in controlling tertiary struc- 
ture is the fact that proteins exist in aqueous media. Thus 
residues of amino acids must interact with water, which is 

a highly polar compound that forms strong hydrogen 
bonds (as presented in Fig. 5). In addition, water can also 
accept a proton to become positively charged and can 
form ionic bonds to several amino ac~ds  including Asp 
and Glu. This makes water an important medium for 
influencing the tertiary structure of proteins because it can 
form either hydrogen or ionic bonds with the following 
groups of amino acids: Ser, Thr, Cys, Asn, Gln, His, Tyr, 
Asp, Glu, Lys, and ~ r ~ . ' ~ "  These hydrophilic amino acids 
are either polar or ionizable, as given in Fig. 3. The 
remaining nonpolar amino acids (Ala, Val, Leu, Ile, Phe, 
Pro, and Met) are hydrophobic and thus are repelled by 
water. In this manner, it can be expected that the most 
stable tertiary structures of proteins in aqueous media are 
those where most of the hydrophobic and hydrophilic 
amino acids are on the inside and outs~de of the protein, 
respectively (Fig. 5). This is why most soluble proteins 
exhibit spherical or globular tertiary shapes, although 
fibrinogen (an important protein for blood clotting) does 
not follow this trend as it is more elongated than spherical. 

Globular tertiary protein structures have several con- 
sequences in terms of amino acid interactions. The 
hydrophobic amino acids on the inside of the protein 
tertiary structure (avoiding interaction with water) are 
forced to interact with each other because of this tertiary 
structure. However, the number of ionic and hydrogen 
bonds contributing to the tertiary structure is reduced 
because the hydrophilic amino acids on the exterior of the 
protein form ionic and/or hydrogen bonds with water. For 
these reasons, hydrophobic-not hydrophilic-interac- 
tions control the tertiary structure of proteins. However, 
as will be discussed, hydrophilic and hydrophobic amino 
acid locations on the outer and inner cores of the protein, 
respectively, will drastically change as proteins initially 
come in contact with solid surfaces. 

Of course, repulsion forces between amino acid re- 
sidues in close proximity can also aid in protein tertiary 
structure. For example, residues that are hydrophilic (such 
as amino functional groups in Gln) would repel amino 
acid residues that are hydrophobic (such as an aromatic 
ring in Phe) when in close position. Similarly, two resi- 
dues that are identical in charge will repel each other until 
a more favorable interaction between residues is created. 

Quaternary Structure 

Only proteins that possess numerous subunits have 
quaternary structure. How these subunits interact will 
determine the quaternary structure of that protein. An 
example of a well-studied quaternary protein structure is 
hemoglobin, which is composed of four protein subunits 
as described by secondary structure: two identical cc 
subunits and two identical P subunit5 (Fig. 7).r241 Of 
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Hemoglobin 

Fig. 7 Quaternary structure of hemoglobin. (From Ref. [24].) 

course, interactions between amino acid residues on the 
exterior of the protein's tertiary structure will control 
quaternary structure. Thus ionic bonding mechanisms, 
which control the placement of hydrophilic amino acids 
on the exterior of protein tertiary structure in an aqueous 
environment, now play another important role in deter- 
mining quaternary structure. Similarly, hydrophobic inter- 
actions have an essential role in determining quaternary 
structure. For example, it is clearly not possible for all 
hydrophobic amino acids to be placed on the interior of 
proteins; some may be present on the exterior. Thus a 
small hydrophobic area between adjacent subunits in the 
quaternary structure of proteins may be formed through 
hydrophobic interactions because these groups would 
have a preferred interaction of facing each other, rather 
than being exposed to the aqueous environment. This is 
another example of how important hydrophobic interac- 
tions are in controlling protein structure. 

Although the structure of proteins has been well 
studied for a number of years, only in the past several 
decades have investigators begun to elucidate mechanisms 
of protein interactions with solid substrates. Knowledge of 
protein structure has certainly aided these researchers in 
understanding properties of surfaces that mediate protein 
interactions. "Protein Interactions with Surfaces" 
describe some of these findings. 

will 

PROTEIN INTERACTIONS WITH SURFACES 

Although proteins may interact in a wide range of media, 
such as at the air-water interface in the case of interfacial 
coagulation/foaming, this section will primarily discuss 
interactions at the solid-liquid interface because the most 
promising applications of nanophase materials in a 
biological context have been observed at this intersec- 

tion.[3"21 Because proteins can interact with surfaces in 

two main ways-adsorption and orientation (or confor- 
mation)-the next sections will focus on these aspects 
beginning with adsorption. 

Principles of Protein Adsorption 

A great deal of attention has been focused on protein 
structure in aqueous media in this chapter. This is because 
sohble proteins present in biological fluids (e.g., blood 
plasma) are the type of proteins that are involved in 
immediate adsorption to surfaces.[431 In contrast, insoluble 
proteins that comprise tissues (such as collagen and 
elamstin) are not normally free to diffuse to a solid surface; 
however, these proteins may appear on solid surfaces of 
implantable devices because of synthesis and deposition 
by cells.'25' 

In as short a time that can be measured (i.e., less than 1 
sec), soluble proteins become adsorbed to surfaces.'251 
Thi~s is true for applications incorporating implants (such 
as orthopedic, vascular, etc.), bioseparation devices, 
immunoassays, catheters, and biosensors, or for any 
device involved in protein contact from a liquid surface 
to a solid surface. In seconds to minutes, a monolayer of 
adsorbed protein will form on solid surfaces.1251 Typical 
values for protein adsorption on solid surfaces are in the 
range of 1 Ccg/cm2 and exhibit a plateau with respect to 
inilial protein c~ncentra t ion. '~~]  That is, protein adsorption 
will reach a maximum and will not be influenced by 
higher initial bulk protein concentrations. Moreover, the 
surface concentration of proteins adsorbed on a material 
surface is often 1000 times more concentrated than in the 
bulk phase.[251 It is apparent that because there is a limited 
amount of space on a material surface, extreme compe- 
tition exists for protein adsorption to solid surfaces. 
Depending on the two major driving forces for pro- 
tein adsorption from liquid to solid surfaces (specifically, 
the relative bulk concentration of each protein in solution 
and the properties of the surface that control protein 
reactivity), the outcome of this competitive adsorption 
process is that the surface will be rich in some proteins 
while poor in others. Because proteins have vastly dif- 
fer~ent properties and thus reaction to surfaces, as shown 
in ~ ~ b l ~  2,125,26.'8-"21 protein adsorption will clearly be 

different depending on material chemistry, wettability, 
roughness, charge, etc. 

It is also imperative to note that with some exceptions, 
protein adsorption to material surfaces is irreversible and 
thus leads to "immobilization" of specific proteins 
because they are, for the most part, not free to diffuse 
away.'44' Harsh treatments, such as using detergents (such 
as sodium dodecyl sulfate [SDS]), are usually required to 
remove adsorbed proteins from a material surface.[4o1 
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Clearly, because of this efficiency, proteins have an 
inherent tendency to adsorb on surfaces as a tightly bound 
adsorbate, and removing unwanted protein adsorption (or 
fouling) from surfaces has consequently become an active 
area of 

binding to the surface and the limited protein unfolding 
that occurs once 

Principles of Protein Orientation 

Kinetics of Protein Adsorption 

The kinetics of protein adsorption to solid surfaces can be 
described as a very fast initial phase that is diffusion- 
limited followed by a slower phase until steady state is 

A plot of the initial amount of protein 
adsorbed vs. the square root of time results in a linear 
characteristic typical of diffusion-controlled 
It can be speculated that during the later phase, protein 
adsorption is slowed because of the competition to locate 
a position sterically unhindered on the 

Thermodynamics of Protein Adsorption 

Because protein adsorption appears to be irrevers- 
ible,[25340,441 the thermodynamics of protein adsorption is 
difficult to characterize. However, there have been several 
studies providing insights into the thermodynamics of 
protein FO r example, some studies 
have determined direct measurements of the heat of 
adsorption for several proteins on a variety of surfaces, as 
indicated in Table 4.[2'3313411 Positive enthalpies have been 
documented on spontaneous adsorption, thus providing 
evidence that protein adsorption is entropically driven 
under certain circumstances. [Remembering that 
AG=AH-TAS, with a positive AH (enthalpy), AS 
(entropy) must be positive to keep AG (free energy) 
negative to provide for a spontaneous reaction.] It is now 
generally agreed on that all protein adsorption processes 
are strongly driven by entropic changes.[251 The presence 
of entropic factors in protein adsorption to solid surfaces 
could arise because of the thermodynamics of water 

Table 4 Positive enthalpy change of protein adsorption 
to surfaces 

Enthalpy change of 
Protein Surface adsorption (m ~ l r n ' )  

Horse serum a-Fe203 + 1.9 at pH=5 
albumin +7.0 at pH=7 
RNase Negatively charged +4 at pH=5 

polystyrene with -2 at pH=ll  
high surface 
charge density 

Source: Refs. [25], [31], and [41]. 

As previously mentioned, protein adsorption is only one 
manner in which proteins interact with solid surfaces. The 
orientation of proteins in the adsorbed monolayer must 
also be considered because this interaction leads to 
extreme consequences in the ultimate function of a 
d e ~ i c e . [ ~ ~ * ~ ]  For example, for implant, biosensor, or 
immunoassay applications, particular amino acids in 
proteins are well known to bind to a variety of cells, 
antibodies, or other agents that drastically influence 
device function. An example of the importance of protein 
orientation for the capture of cells is illustrated in 
Fig. 8.[481 Protein orientation will alter from surface to 
surface because proteins are not uniform in properties 
(Table 2) or structure. The existence of regions that are 
largely acidictbasic and hydrophobic/hydrophilic, and 
with select amino acids exposed to the aqueous media 
will greatly influence how that protein will adsorb to a 
surface, and thus its orientation, once adsorbed. As 
previously mentioned, proteins are not free to rotate once 
adsorbed because of multiple bonding mechanisms and 
thus immediately on adsorption, proteins are fixed in a 
preferred orientation or b ioa~ t iv i t~ . [~ ' ]  

Under certain extreme conditions (e.g., conditions that 
are outside of the physiological range, or outside the range 
of 0 4 5 ° C  and pH 5-8, and in aqueous solutions of about 
0.15 M ionic strength), proteins may lose their normal 
structure.1251 In other words, under such conditions, the 
spherical or globular tertiary structure most soluble 
proteins assume in aqueous media will unfold or denature. 
The structure of denatured proteins has been described as 
a random coil structure similar to those found in synthetic 

Because the structure of the protein has 
changed from that of a hydrophilic/hydrophobic exterior1 
interior to a more random arrangement, often times 
denatured proteins lose their solubility, become less dense 
(folded protein structures have densities of approximately 
1.4 glcm3), and ultimately lose their b i o a ~ t i v i t ~ . [ ~ ' ]  
Although there have been many examples of protein 
denaturation in solution, in general, there have been few 
reports of full protein denaturation on material sur- 
face~.[~']  That is, generally, proteins adsorbed at the 
solid-liquid interface are not fully denatured and retain 
some degree of structure. 

Properties That Influence 
Protein Interactions 

Not only do properties of proteins determine the degree of 
protein interaction with surfaces, but properties of the 
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Fig. 8 Control of surface-protein interactions for capture of cells. (From Ref. [48].) 

media and the surface (specifically, wettability, surface 
energy, chemistry, roughness, etc.) also influence the 
degree of protein interactions.[481 This is true because 
proteins are relatively large in size and have correspond- 
ingly great numbers of charged amino acid residues of 
varying acidityhasicity well distributed on the exterior of 
the protein. Therefore the inherent polyelectrolytic be- 
havior of proteins becomes increasingly important 
depending on conditions of the aqueous media (such as 
alterations in pH and ionic strength). The polyelectrolytic 
property of proteins provides for exciting design criteria to 
engineer surfaces to either maximize or minimize protein 
interactions. Not surprisingly, at a neutral or slightly 
charged surface and at a pH in which the net charge on the 
protein is minimal (i.e., near the isoelectric pH), most 
proteins will exhibit maximum adsorption.[251 For sur- 
faces with a large net charge, initial protein interactions 
will be dominated by the degree of the opposite charge on 
the surface.[259481 Thus to develop a surface to maximize 
interactions with a protein displaying a large positive 
charge, one needs to design a surface with a large negative 
charge (such as one with numerous hydroxyl groups). 

Simple consideration of the spatial organization of 
amino acids can also be used in the design of surfaces to 
enhance protein interactions.["' As previously discussed, 

hydlrophilic and hydrophobic amino acids are present 
primarily on the exterior and the interior of soluble 
proteins, respectively. This spatial arrangement has a 
direct consequence on the initial interaction of proteins 
with surfaces. For example, for the most part, a surface 
that initiates interactions with the exterior hydrophilic 
ammo acid residues can promote adsorption. In contrast, 
for the interior hydrophobic amino acid residues to 
interact with a material surface, the soluble protein would 
have to unfold or lose tertiary structure, which is unlikely 
under normal conditions. For this reason, it can be 
reasoned that the types of amino acid residues that will 
initially react with a material surface are only those that 
exhibit largely polar properties (Fig. 3). Thus to minimize 
interactions with hydrophobic regions of proteins, one 
could design a surface with a large degree of hydropho- 
biclty (such as polymers with numerous nonfunctionalized 
benzene rings). 

Several studies have confirmed speculations that 
properties (such as chemistry, charge, topography, etc.) 
of surfaces dictate select interactions (specifically, the 
type, concentration, and conformation/bioactivity) of 
proteins.[43.49-531 It h as been reported in the literature 
that changes in the type and concentration (up to 2100%, 
7456, and 53% for albumin,[521 f ib rone~t in , [~~]  and 



Proteins: Structure and Interaction Patterns to Solid Surfaces 

v i t r o n e ~ t i n , ' ~ ~ ' ~ ~ '  respectively) of protein adsorption on 
materials depend on surface properties such as chemistry 
(i.e., either polymer, metal, or ceramic), hydrophilicityl 
hydrophobicity, roughness, and surface energy. Specifi- 
cally, maximum ~ i t r o n e c t i n , ' ~ ~ ~  f ib r~nec t in , '~~]  and albu- 
min[43S21 adsorption was noted on hydrophilic ceramic 

surfaces with high surface roughness andor  energies. 
Despite these promising studies providing some level of 
understanding between material properties and protein 
adsorption, few (if any) studies have accurately correlated 
material properties to protein orientation. This lack of 
correlation may be because of a previous failure to create 
surfaces with features similar in size to those of proteins 
(i.e., at the nanometer level). 

THE PROMISE OF NANOPHASE MATERIALS 
FOR ENHANCING PROTEIN INTERACTIONS 

Nanophase materials are new formulations of materials 
that are composed of particulates of the same atoms but 
are fewer (less than tens of thousands) and smaller (less 
than 100 nm in diameter) than conventional forms (which 
contain several billions of atoms and have particulate sizes 
in microns to millimeters in diameter).["] Representative 
images of nanophase compared with conventional materi- 
als are presented in Fig. 9."'' The rationale, followed by 
experimental evidence that surface properties of nano- 
phase materials enhance initial protein interactions, is 
expounded in the sections that follow. 

Rationale 

Surface properties (such as area, charge, and topography) 
depend on the particulate (such as grain) size of a ma- 
terial.~ 1,4.7,15.21,221 In this respect, nanophase materials 

that, by their very nature, possess higher surface areas 
with increased portions of surface defects (such as edge1 
comer sites) andor  grain boundaries['371 have special 
advantageous properties that remain largely unexplored 
for applications involving biology. To date, the increased 
surface reactivity of nanomaterials has been utilized for 
catalytic applications exclusively;['~71 for example, com- 
pared with conventional (greater than 100 nm in average 
grain size) magnesium oxide (MgO), nanophase (i.e., 4 
nm average grain size) MgO possessed an increased 
number of atoms at the surface, higher surface area (lo& 
160 m2tg compared with 200-500 m21g. respectively), less 
acidic OH- groups (because of a much higher proportion 
of edge sites for the nanophase MgO to cause delocaliza- 
tion of electrons) (Fig. lo), increased adsorption of acidic 
species, and increased destructive adsorption of organo- 
phosphorous and chloro~arbons.[ ' ,~~ Because such prom- 
ising results have been found when utilizing nanophase 
materials in catalytic applications, it is intriguing to 
ponder what promise these materials may have in ap- 
plications involving protein interactions. 

Experimental Evidence 

Some of the best examples of how nanophase--compared 
with conventional-materials alter interactions with pro- 
teins are outlined in investigations of the potential use of 
nanostmctured materials as the next generation of bone 
implants.'33421 Reports in the literature have determined 
that new bone synthesis is enhanced on materials with 
grain sizes less than 100 nm.133421 Investigations of the 
underlying mechanisms revealed that the initial adsorbed 
concentration,[361 conformation,[401 and b i o a c t i ~ i t ~ ~ ~ ~ ]  of 
proteins contained in blood serum were responsible for the 
select enhanced functions of osteoblasts (or bone-forming 
cells) on nanophase materials. Of first importance, the 

microns 
4 

0 
4 

0 
0 microns 0 

(a) (b) 

Fig. 9 Representative atomic force images of (a) conventional materials compared to (b) nanophase materials (specifically, titania is 
depicted here). (From Ref. [35].) 
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Fig. 10 Special surface properties of nanophase materials pertinent for protein interactions. Compared to (a) conventional materials, 
(b) nanophase materials possess a greater number of atoms at the surface, lhigher surface areas, and less acidic O H  groups (because of 
an increase in electron delocalization) in the hydroxide layer. (From Refs. [ l ]  and [7].) 

cumulative adsorption of proteins contained in serum was 
significantly higher on smaller, nanometer grain-sized 
ceramics.[361 In particular, the interaction of four proteins 
(fibronectin, vitronectin, laminin, and collagen-proteins 
all known to enhance osteoblast function)[361 increased 
greatly on nanophase compared with conventional cera- 
m i c ~ . " ~ '  For example, by just decreasing grain size to 
below 100 nm, select competitive vitronectin adsorption 
increased by 10% on alumina formulations. These studies 
demonstrated that initial enhanced calcium adsorption on 
nanophase ceramics was a key mechanism for increased 
protein interactions.[361 

Calcium-mediated protein adsorption affected the 
orientation of proteins adsorbed on nanophase ceramics 
as well.1401 Specifically, a novel adaptation of the standard 
surface-enhanced Raman scattering (SERS) technique 
provided evidence of increased unfolding of the afore- 
mentioned proteins adsorbed on nanophase compared 
with conventionally grain-sized ceramics (Fig. 1 
Unfolding of these proteins promoted the availability of 
specific cell-adhesive epitopes (such as the amino acid 
sequence Arg-Gly-Asp) that undoubtedly increased bone 
cell adhesion and function (this interaction is depicted in 
Fig. 8); evidence supporting this claim was further 
provided by these investigators through competitive cell 
adhesion inhibition studies.[401 These studies were the first 
to demonstrate that by decreasing grain size (or, in effect, 
decreasing the size of surface features) to below 100 nm 
(thus becoming closer to the fundamental size of proteins), 
interactions of proteins were altered in ways previously 
unobserved on conventional formulations. 

It is interesting to consider what properties of nano- 
phase ceramics manipulated protein adsorption and 
orientation to benefit new bone formation needed for 
orthopedic implant applications. Select adsorption of 
proteins important for bone cell function was enhanced 
by simply decreasing the grain size of the ceramics into 
the nanometer regime. Equally as important, the tertiary 
structure of the proteins (namely, the positioning of the 
Arg-Gly-Asp amino acid sequence in the interior of some 

of these proteins)'571 was manipulated and partially un- 
folded to expose cell-adhesive epitopes. Because of these 
novel observations, the investigators characterized several 
key material properties of nanophase ceramics to find 
some insights into these interactions. 

(One may speculate that increased surface area (up to 
305% for alumina)[351 of nanophase materials is the only 
property leading to increased adsorption of proteins. 
However, although this property certainly holds promise 
for biofiltration, bioseparation applications, etc., literature 
reports have normalized increased protein adsorption to 
the increased surface area observed on nanophase cera- 
mics, and have still found enhanced protein adsorption.[361 
Thus it is clear that the greater surface area that results 
from nanostructured surface features compared with 
conventionally structured surface features is not the only 
property promoting interactions with proteins. 

Increased protein adsorption may be directly related to 
the reported increased surface wettability of nanophase 
over conventional ceramics.["] It was previously sus- 
pected that nanophase ceramics have much greater surface 
reactivity because of an increased number of atoms at the 
surface, greater amounts of grain boundaries at the 
surface, and higher proportions of edge sites (Fig. 
This was confirmed by studies that provided evidence of 
aqueous contact angles three times smaller than when 
alumina grain size was reduced from 167 to 24 nm.[351 As 
previously discussed, because proteins assume a tertiary 
structure with mostly hydrophilic amino acid residues on 
the exterior of globular shapes, a material surface with 
increased wettability (or hydrophilic) properties should 
increase interactions with hydrophilic regions of proteins 
to, subsequently, enhance unfolding of that protein to 
expose interior amino acids important for cell adhesion. 

In addition, large topographical differences resulting 
from grain size as well as pore size differences were found 
between nanophase and conventional ceramics as 
expected (Fig. 9).[351 Specifically, surface roughness 
increased by 35-50% on nanophase compared with 
conventional grain size ceramics.[351 These investigators 
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Fig. 11 Surface-enhanced Raman scattering technique provided evidence of increased unfolding of the proteins (specifically, 
vitronectin in this example) adsorbed on nanophase compared to conventional grain-sized ceramics. (From Ref. 1401.) 

hypothesized that, for the first time, because of the ability 
to create surface topographies with features that approx- 
imate the size of proteins, extreme control over protein 
orientation can result. For example, because of protein 
stereochemical structure and ceramic pore size dimen- 
sions (in angstrom regime compared with micron regime 
for nanophase and conventional ceramics, respectively), 
many of these nanostructured proteins important for bone 
cell function adsorbed in preferential orientations to 
smaller pores sizes in nanophase ceramics.[363421 Some 
of the larger proteins contained in blood plasma (such as 
albumin not important for bone cell function) were 
preferentially sterically excluded from angstrom-sized 

pores of nanostructured  ceramic^.[^"^^^' In addition, 
variations in ceramic surface topography on the same 
order of magnitude as the size of proteins influenced 
adsorbed protein orientation, and thus the availability of 
select amino acid sequences, to promote bone-forming 
cell function. Because of protein dimension in the 
nanometer regime, through the use of nanostructured 
topographies, scientists can now modify a surface to 
control and manipulate adsorbed protein conformation; 
this is, most likely, the largest unexplored and promising 
potential at the intersection of protein interactions and 
nanophase materials. These studies demonstrate that the 
reported high surface reactivity nanophase materials have 
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in enhancing catalytic applications can be transferred to 
benefit applications involving protein interactions. 

CONCLUSION 

Nanostructured materials provide alternatives not yet fully 
explored for controlling interactions with proteins. Be- 
cause technologies now exist to manipulate materials at 
the atomic, molecular, and supramolecular levels, surfaces 
can be designed at a dimension similar to that of 
proteins-the nanometer level. Moreover, in conjunction 
with this promise, nanophase materials have special 
surface properties because of an inherent increased 
number of atoms at the surface, large surface areas, 
higher proportions of edge sites, and a greater number of 
material defects (such as grain boundaries for ceramics) at 
the surface. When these concepts are fully appreciated and 
realized, it will be possible to design highly engineered 
surfaces for improving implantable devices, filtration 
systems, bioseparations, bioMEMS, etc. Such advances 
were previously unimaginable with conventional materi- 
als. Fundamental knowledge of protein dimension, struc- 
ture, and organization is essential toward this goal. As the 
disciplines of protein biology and nanophase material 
science develop and mature, the design criteria mentioned 
in this chapter for controlling protein interactions will be 
expanded and refined. Undoubtedly, nanophase materials 
have the potential to become the next generation-of- 
choice proactive materials for innovative biotechnology 
and biomedical applications that could have profound 
impact in many diverse fields that involve interactions 
with proteins. 
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INTRODUCTION BASIC RELATIONS 

A fundamental breakthrough in semiconductor device 
physics is connected with the recent progress in the 
synthesis of sheets of nanoscale narrow-gap insertions in a 
host semiconductor-quantum dots (QDs). The key 
peculiarity of QDs is related to the spatial confinement 
of charge carriers and their discrete energy levels 
determined by QD size and shape. The shape is dictated 
by the growth kinetics and the parameters of the materials 
governing the thermodynamics of growth. The large body 
of recent results on the physical properties of QDs and 
their utilization for the QD laser design has been discussed 
in Ref. [l]. 

Apart from charge carrier confinement, there exists a 
class of effects governed by the intrinsic spatial inhomo- 
geneity of the QD heterostructures. Transparent and 
dissipative heterogeneous med~a  with small inclusions of 
one material into another material, conventionally referred 
to as composite materials, exhibit, in general, new 
mechanical, electronic, as well as optical properties, 
which are not inherent to each individual component.121 In 
the case of QD heterostructures, a conventional picture is 
modified because of specific properties of excitons, 
coupled electron-hole states, which define the QD 
response. First, excitonic composite is constituted by 
resonant particles and, consequently, is characterized by 
resonant response; moreover, inverse population is pos- 
sible owing to the discrete energy spectrum of excitons. 
Thus a QD-based composite is a resonant active system. 
Another specific property of QD composites appears 
owing to the quantum nature of excitons: the exciton Bohr 
radius a~ can either exceed the QD linear extension 
(strong confinement regime), or be much less (weak 
confinement regime). In the latter case, often realized in 
experiments, the QD electromagnetic response becomes 
nonlocalr3' (i.e., constitutive relations for polarization of 
the QD medium take the form of integral operators). 
Electromagnetic properties of QD-based composites are 
the focus of the present paper. Consideration is based on 
earlier published articles of various 

Effective Permittivity Tensor for 
Three-Dimensional Structures 

Electromagnetic properties of composites are usually 
mo'delled in the framework of the effective medium 

which implies electromagnetic field averag- 
ing over material inhomogeneities. Thus a homogeneous 
medium with effective constitutive parameters (ECPs), 
such as conductivity, susceptibility, and permittivity, 
instead of a composite, is being considered. The effective 
parameters are expressed in terms of the generic and the 
geclmetrical parameters of the inclusions and the host 
medium. The general approach for estimating the effective 
parameters of a composite material is as follows: First, the 
field scattered by a single inclusion in the host medium is 
found; then, the scattering contributions from all inclu- 
sions are summed and averaged over a vanishingly small 
region. For this approach to hold, all inclusions must be 
electrically small (i.e., their linear size must be small 
compared with the wavelength). Quantum dot-based struc- 
tures completely satisfy that condition in the visible range. 

There are a large number of different modifications of 
the effective medium theory. Among them, we choose the 
Maxwell Garnett approach as it is based on rigorous 
solutions of the integral equations of macroscopic elec- 
t r ~ t l ~ n a m i c s ' " ~  for composites with small volume frac- 
tioris of inclusions ( fv<0.4-0.5) (i.e., a weak modification 
of the electronic spectrum and the gain of QD ensemble 
are assumed as compared with that of individual QDs). In 
the framework of the Maxwell Garnett approach, rigorous 
derivation of the effective permittivity tensor has been 
first presented in Refs. [12] and [13] (also Ref. [ 2 ] )  where 
it has been shown that a composite medium comprising 
a r~egular ensemble of uniform-sized, electrically small, 
dielectric inclusions dispersed in a host dielectric material 
is characterized by the effective permittivity tensor 
as follows: 
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where $(a) is the polarizability tensor of a single QD and 
is the lattice tensor completely determined by the array 

geometry. Furthermore, the dielectric constant of the host 
material ch is assumed to be real, frequency-independent, 
and equal to the permittivity of the QD material far away 
from the exciton resonance. 

Eq. 1 states that the QD ensemble comprises an opti- 
cally anisotropic medium even if both the QD and host 
materials are isotropic. Thus we predict electromagnetic 
anisotropy of the gain in QD arrays because of the 
diffraction of the electromagnetic field by inclusions. The 
diffraction manifests itself in two ways. First, the effective 
permittivity tensor depends on the array geometry 
involving the electromagnetic interaction between inclu- 
sions. Second, the polarizability of a single QD depends 
on its shape because of the depolarizing field. Assuming 
the linear size of the lattice elementary cell to be much 
less than the wavelength, it has been shown that 
components of the lattice tensor are given by integrals 
as follows: 

6.. - - -d3r if i # j  and 

where 52 is the elementary cell volume, r is the radius 
vector of a point inside the elementary cell, r =  Irl; indices 
stand for Cartesian components. Note that lattice tensor 2 
is found without any reference to specific properties of 
QDs as quantum-mechanical objects. 

Effective Boundary Conditions 
for Planar Structures 

In many cases, a planar array of QDs with intrinsic two- 
dimensional (2-D) periodicity of characteristic period 
much less than the optical wavelength can be treated as a 
more adequate and realistic model.['] Below we present a 
general method for the evaluation of the electromagnetic 
response of planar arrays of QDs. This method, conven- 
tionally referred to as the effective boundary condition 
(EBC) method, has been originally developed for micro- 
waves and antenna t h e ~ r y , ' ' ~ - ' ~ ~  and has found a wide 
application in these fields. Similar approaches have also 
been developed in acoustics, hydrodynamics, and elastic- 
ity theory. Recently, the EBC method has been extended 
to low-dimensional nanostructures, such as quantum 
w e l ~ s , [ ' ~ ~ ' ~ ]  carbon n a n o t ~ b e s , [ ' ~ . ~ ~ ]  and semicontinuous 
metal The basic idea of the EBC method is that a 
smooth homogeneous surface is considered instead of the 
initial structure, and appropriate EBCs for the electro- 
magnetic field are stated for this surface. These conditions 

are chosen in such a way that the spatial structures of the 
electromagnetic field, because of an effective current 
induced on the homogeneous surface. and the electro- 
magnetic field of the real current in the initial structure 
turn out to be identical at some distance away from the 
surface. Material characteristics of the structure as well as 
its geometrical parameters are included in coefficients of 
EBCs. In essence, the EBC method is a modification of 
the effective medium theory as applied to 2-D confined 
structures. A detail description of the EBC method as 
applied to planar QD structures has been presented in 
Ref. [7]. 

Effective boundary conditions, in the form of two- 
sided impedance boundary conditions, were first formu- 
lated for the linear electrodynamics of single-shell and 
multishell carbon nanotube~."~' Using this analysis, the 
EBC method has been extended to planar QD structures 
and corresponding EBCs have been der i~ed:"~ 

where rille, is the normal to the QD layer, and a and 5 are 
coefficients completely determined by the shape and size 
of QDs. Nonzero components of the tensor 6, oij (i, j=x,y), 
constitute 2 x 2 surface conductivity tensor 811. For quad- 
ratic lattice with period d, it can easily be found that: 

Here ill is the 2 x 2 unit tensor, and all 1s given by the in- 
plane components clij (i, j=x,y) of the QD polarizability 
tensor. Coefficients 6,. are derived from Eq. 2 for planar 
quadratic elementary cell.['] 

Eq. 3 constitutes the complete system of EBCs for 
electromagnetic field in low-dimensional nanostructures. 
They have been obtained in an ordinary way, by the 
averaging of a microscopic field over a physically 
infinitesimal volume. The technique of macroscopic 
averaging is similar to that which introduces the consti- 
tutive parameters for bulk media, but differs in that the 
averaging occurs in boundary conditions rather than in 
field equations. Correspondingly, the averaging was 
carried out over the 2-D surface but not over the three- 
dimensional (3-D) spatial element. Thus in electrody- 
namics of low-dimensional structures, EBCs play the 
same role as constitutive relations in the electrodynamics 
of bulk media. A theory is applicable in both strong and 
weak confinement regimes. Although EBCs have been 
derived for 2-D periodical structures with quadratic 
lattices, they keep validity for the arbitrary configuration 
of elementary cell and for planar la\.ers with random 



Quantum Dot Arrays: Electromagnetic Properties 

distributions of QDs. The derived EBCs turn out to be 
analogous to well-known boundary conditions for 
quantum wells (QWS)"~] if spatial dispersion in the latter 
can be neglected (i.e., in the limit of infinitely large 
exciton mass). Thus a planar layer comprising a 2-D array 
of QDs can be treated as an effective QW. 

POLAREABILITY OF A SINGLE 
QUANTUM DOT 

For practical utilization of the derived ECPs (Eq. 1) or 
EBCs (Eq. 3), the polarizability tensor of an isolated QD 
requires to be known. For the simplest configuration of 
QDs (spheres, disks), this tensor can be found analytically 
whereas direct numerical simulation is required for more 
complicated configurations. A conventional phenomeno- 
logical model of gain in a QD is based on a semiclassical 
theory of two-level systems, which gives the equation of 
motion for the mean polarization P caused by transitions 
between levels:'221 

Here wo is the resonant frequency of the transition, z is the 
exciton dephasing time, and EL is the macroscopic local 
field inside the QD. The tensor go is a phenomenological 
parameter expressed in terms of the QD dipole moment 
p diadic: 

Here, V is the QD volume, and upper and bottom signs 
correspond to ground and excited states, respectively. so 
that Ilgoll > O  in an inverted medium. If QD comprises an 
isotropic material, orientational averaging leads to the 
change pp-+lh12i/3, where po is the matrix element of the 
dipole moment of the corresponding bulk sample. 

For time-harmonic fields, the solution of Eq. 5 in the 
vicinity of the resonance gives the well-known Lorentz 
contribution to medium polarizability: 

This dependence on the isotropic go is commonly used as 
a phenomenological model of the dispersion and the gain 
of a single QD. However, relation (6) assumes an infinite, 
isotropic, homogeneous medium and can serve only as a 
rough approximation to the case under consideration: the 
polarizability of a single QD turns out to be distinct from 
that given by Eq. 6. Indeed, the local field EL inside the 

Fig.. 1 Schematic picture of correlation between acting and 
local fields in electrically small scatterer. The local field is 
assumed to be homogeneous. 

QD is different from the external acting field Eo (Fig. 1). 
The depolarization field determines this difference by:r231 

where f i  is the depolarization tensor. This tensor is 
(also Ref. [lo]) and depends only on the 

shape of the scattering object: 

,. ,. 
Here r,,,j=x,y,z. For a sphere, N=Y3; for an ellipsoid, this 
tensor is diagonal on a basis related to the ellipsoid's 
axes.[231 For more complex objects, its elements can be 
found only numerically. 

Substitution of Eq. 7 into Eq. 5 results in a set of 
equations for three coupled oscillators, which describe the 
tenlsorial polarizability of QD in the vicinity of resonance: 

In this equation, we neglect the linewidth change provided 
by depolarization.'sl Thus one can conclude that the QD's 
shape reflects itself as a fine structure of the resonance, 
which itself is a superposition of three bands with 
frequencies coo - Aw,, where Ao, are the eigenvalues of 
the inner tensor product gOfikh. Note that this diffraction- 
induced shift is analogous to that which occurs in 
ferromagnetic resonance, where the resonance frequencies 
of small-sized grains and infinite continuous media are 
different because of the effects of d e n ~ a ~ n e t i z a t i o n . ' ~ ~ '  
Depolarization shift has been ignored in Ref. 1251 under 
the construction of the electromagnetic response theory of 
QD arrays. For spherical isotropic QDs, the tensors fi and 
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go are isotropic and the fine structure manifests itself as a 
polarization-independent shift of the resonance line.[26.271 
Let us estimate the shift using well-known data for QD 
characteristics and relations for the exciton radia- 
tive lifetime in a medium ~ z , , ~ = 4 k : l ~ 1 ~ / 3 ,  where 
kl = f iwo/c .  Then, the depolarization shift can be 
written by: 

For GaAs spherical QDs with radius in the range R=2-4 
nm, dielectric constant q,= 12.25, and radiative lifetime 
z,,~N 1 nsec,[ll at the wavelength A= 1.3 pm, formula 9 
gives hAo-10-1 meV, respectively. This estimate 
correlates well with the theoretical predictions given in 
Refs. [4,5,28]. Note that the Bohr radius for such QDs is 
about 10 nm,[ll so that the strong confinement approxi- 
mation used above is valid. For experimental detection of 
the predicted fine structure, the value A o  must exceed the 
linewidth provided by radiative decay and homogeneous 
broadening because of dephasing. From Eq. 9, it follows 
that the inequality A o  >> l/zrad holds true for any realistic 
arbitrary-shaped QDs. Analysis shows that the dominant 
contribution to the homogeneous broadening gives exci- 
ton-phonon interactions. Recent low-temperature ( T = 2 G  
40 K)  measurement^'^^-^ l1 give the homogeneous line- 
width -1-20 peV. Analogous estimates follow from 
calculations presented in Ref. [32] at T=77 K. Thus at 
low temperatures, the predicted value of the shift turns out 
to be sufficiently large to be measured. At room temp- 
erature, the homogeneous linewidth grows up to ~ 0 . 2 - 1  
 me^.['.^'.^^] This magnitude is comparable to the depo- 
larization shift. However, even in that case, local field 
effects are of importance for adequate prediction of 
spectral line shape. Note that the optical absorption and 
gain of an isolated QD could be distinguished owing to the 
depolarization shift-blue in the former case and red in 
the latter one.[271 

Physical Interpretation 

Physical interpretation of the depolarization field effect 
can be given by an analogy with the k . p  theory of bulk 
crystals'331 utilizing the concept of electron-hole effective 
mass. For spherical QD, using the standard expression for 
wo and the given expression for Am, we obtain: 

where M is the mass of electron-hole pair in QD, E, is the 
width of the forbidden bandgap, K,, is the nth root of the 
Bessel function J1+1,2(.), and indices n and 1 define the 
working mode in the oscillator spectrum. The third term in 

the right-hand part of this equation describes the depolar- 
ization field contribution. The right-hand part of the 
equation can be rewritten as: 

with Meff  given by: 

The quantity Meff  can be interpreted as effective mass of 
the electron-hole pair in the QD. Thus electromagnetic 
effects at the QD boundary (QD depolarization) change 
the exciton effective mass. Analogous consideration for 
the case of asymmetrically shaped QDs leads to the 
tensorial effective mass, which gives rise to the polariza- 
tion-dependent splitting of the gain 

The Role of Nonlocality 

In the weak confinement regime, when the exciton Bohr 
radius is much less than the QD linear extension, the QD 
electromagnetic response becomes nonlocal: The consti- 
tutive relation for medium polarization takes the form of 
the integral operator as follows:[341 

where 

The function F(r) is the envelope function of the 
exciton ground state whereas the function @(r) = 

exp(-r/aB)/-["] describes the electron-hole rela- 
tive motion. Inside, QD retardation can be neglected and 
thus local and acting fields are coupled by: 

Assuming polarization to be constant over the QD 
volume, Eq. 13 is reduced to relation 7. Eq. 13 allows 
us to find vector A by omitting the procedure of evalua- 
tion of the local electromagnetic field EL(r): to do this, let 
us multiply this equation by the function F(r) and 
integrate it over the QD volume. As a result, we obtain: 

where 
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and the 3-D tensor N' is given by its components: 

In the far zone, the electromagnetic field scattered by QD 
is characterized by the Hertz potential: 

Substituting the above relation for A into this formula and 
taking into account the relation:'23' 

we come to Eq. 8 for the polarizability tensor of an 
isolated QD with the change go--+goi and I%-&. Thus 
the special law of nonlocality (Eq. 11) inherent to an 
isolated QD admits the description of the electromagnetic 
field scattering by the QD using the polarizability tensor 
independent of the incident field structure. In other 
words, the nonlocality changes the values of the polar- 
izability tensor components but does not change the 
general representation of the scattering operators com- 
pared with the strong confinement regime. The above 
result admits extension of the Maxwell Garnett approach 
to 3-D composites constituted by QDs in weak confine- 
ment regimes. 

Let us estimate depolarization shift in the weak 
confinement regime for a spherical QD of the radius R. 
Exciton wavefunction for an isolated spherical QD is as 
follows (e.g., Ref. [26]): 

where Yl,(9,cp) is the spherical harmonics; Jl+ 1/2(~)  is the 
Bessel function; K , ~  is its nth root; p, 9, and cp are the 
spherical coordinates; and indices n and 1 define the 
working mode in the oscillator spectrum. Coefficient 
Cnl = f i [ R ~ ~ + ~ p ( i c , ~ ) ] - I  provides orthonormalization of 
functions Fnl,. Furthermore, we restrict ourselves to the 
case l=m=O. By integrating Eqs. 14 and 15, we obtain 
F ~ ~ =  32z~~/k-2~, ,  N,= Nyy = N,= ~$172.  This allows us to 
evaluate the depolarization shift of the exciton resonance 
in the weak confinement regime: 

This shift is different from that given by Eq. 9 for 
spherical QDs in the strong confinement regime. Because 
v--R3, formula 16 states the independence of the 
depolarization shift on the QD radius in the weak 

Fig. 2 Array of vertically stacked disklike QDs arranged on a 
tetragonal lattice. 

confinement regime. Choosing excitonic modes with 
another set of numbers n,l,m, we obviously obtain another 
magnitude of components N and, consequently, another 
magnitude of the polarizability tensor a (Eq. 8). Thus we 
come to a peculiar property of the weak confinement 
regime: Depolarization depends on the excitonic mode 
number. This property follows from the nonlocality of the 
exciton polarization. Unlike that, in the strong confine- 
ment regime, the depolarization tensor N is completely 
determined by the QD geometry. 

BIREFRINGENCE IN QUANTUM 
DOT ARRAYS 

In this section, the general consideration developed above 
applies to the tetragonal lattice composed of certainly 
shaped identical QDs. The tetragonal lattice serves as a 
geometrical model for an ensemble of separated QDs 
verfically stacked with finite period.['1 Let QD be a 
spheroid with the axis of symmetry directed along the 
lattice vector e, (Fig. 2). This model admits analytical 
treatment in the framework of the effective medium 
theory presented above. Indeed, for the chosen QD shape 
and the lattice geometry, the depolarization tensor fi and 
the lattice tensor 8 turn out to be diagonal in the Cartesian 
basis depicted in Fig. 2,'13' and eigenvalues of these 
tensors corresponding to the basis vectors ex and e, are 
degenerated. Furthermore, the tensor go must also show 
the same properties in these coordinates by reasoning of 
symmetry. In such a situation, the effective permittivity 
tensor i(w) (Eq. 1) of a composite can be expressed in 
terms of Cartesian basis diadics by: 
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where 

and a= E,H refers to light polarized along (E-polarization) 
or normal (H-polarization) to the z-axis. The polarizability 
components a, follow from Eq. 8 and have the form: 

In accordance with Ref. [23], for spheroid, the depolar- 
ization factors N, are as follows: 

1 
arctane), NH = - ( I -  

2 

where e=[a2/b2- 1]"2 is the spheroid eccentricity, and a 
and b are the spheroid semiaxes in the xy-plane and the z- 
direction, respectively. These formulae hold true for both 
disklike (a>b) and cigarlike (a<b) spheroids. Infinite 
stretching of the spheroids (alb + 0) results in NE -+ 0 and 
NH+ 112, and Eq. 19 reproduces the polarizabilities of 
cylinders (e.g., Ref. [4]). The geometrical coefficients 6, 
for a tetragonal lattice have been derived in Ref. [13] (also 
Refs. [4] and [5]): 

where P=d,ld is the ratio of lattice periods in the z- 
direction and in the x-direction or y-direction, Q = 
p / J m .  The above expressions are not valid for 
p<< 1 or p>> 1. For a cubic lattice, /J= 1 and the 
electromagnetic interaction of QDs becomes isotropic: 
hE=dH=1/3. Thus for the chosen QD shape and array 
configuration, we have found the geometrical coefficients 
Nu,6, needed for the evaluation of the array effective 
dielectric function. These two coefficients correspond to 
two different mechanisms responsible for the modification 
of the gain in the array. The first mechanism is related to 
diffraction at individual QDs. Although QDs are assumed 
to be electrically small and, by this reason, the diffraction 
can be described within the dipole approximation, its role 
turns out to be essential owing to the resonant nature of 
the exciton. It is obvious that the diffraction-induced shift 
does not depend on the exciton dephasing time z and the 

volume fraction fv of QDs. The second mechanism 
inducing a frequency shift is a collective effect and is 
defined by electromagnetic interaction between QDs in 
the ensemble. This contribution depends on lattice type. 
The combined effect of both mechanisms can easily be 
obtained from Eq. 19: 

Different from the geometrical coefficients Nu,6,, the 
quantities g$ are phenomenological parameters, which 
must be invoked with consideration of the outside. 

Eq. 17 shows that, in the language of crystal optics,["1 
the QD composite being considered is effectively a uni- 
axial dielectric continuum with the z-axis as its preferred 
axis. The phenomenon of birefringence is character- 
istic for this medium: Both ordinary and extraordinary 
planewave propagations can occur in it.L361 The refrac- 
tive indices of these waves (nH and n ~ ,  respectively) are 
given by:[361 

where Ois the angle between the z-axis and the propagation 
direction. The polarization vector of the ordinary wave is 
normally directed to the plane constituted by the z-axis and 
the propagation direction. Eq. 23 shows that nH=nE when 
the propagation direction coincides with the z-axis (8=0), 
and n~ = 6 when the propagation occurs in the xy-plane 
(Q=n/2). Substitution of Eqs. 19-21 and then into Eq. 23 
allows us to evaluate the anisotropic macroscopic gain for 
QD arrays for both polarizations: 

Below we discuss the computation of g,,, by Eqs. 18, 23, 
and 24. 

Numerical Estimates and Discussion 

The analytics presented above implies composite medium 
constituted by uniform two-level insertions in the host. 
Actually, QDs in ensemble are characterized by essential 
size dispersion and multilevel structure of the exciton 
spectrum. These factors provide inhomogeneous line 
broadening, which is beyond the above consideration. 
As a first step to take the effect into account, we introduce 
into analytics phenomenological parameters go= Igol and T 
as collective characteristics of the ensemble. A simple 
estimate of go using experimental data can be given in the 
following way. The parameter go is related to the material 
gain per dot g,,, by g,,, % kgo/2rinh&, where rinh is 
the inhomogeneous broadening width in the measured QD 
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Fig. 3 Macroscopic gain bands for E-polarized and H- 
polarized fields (solid and dashed lines, respectively) for an 
array of disk QDs arranged on a cubic (a) and tetragonal (b, c) 
lattice and different dephasing times ~ = 0 . 1  psec (a, b) and z= I 
psec (c). Vertical stacking period j = I  (a), 0.3 (b, c); QD's 
volume fraction fv=0.02 (a), 0.07 (b, c); bla=0.33; ald=0.25; 
host dielectric constant ch= 12.25; and wavelength A= 1 pm. 
Also shown by dotted lines are the gain bands of QD ensembles 
defined by Eq. 6 with isotropic &. (From Ref. [5].) 

sample. The value of g,,, is extracted from experimen- 
tal measurements of the QD ensemble gain. Letting 
g,,,? lo5 c m '  and r,,r 10" sec- ',[I1 for A= 1300 nm, 
one can obtain lgol 1014 sec- '. The value of the 
experimentally estimated maximum material gain corre- 
lates with theoretical The above esti- 
mate is used further for calculations. 

Fig. 3 demonstrates the polarization-dependent shift of 
the resonance energy of macroscopic gain for the case 
&=& at different magnitudes of the effective dephasing 
time and 6 = d 2 .  In the case of disklike QDs, the gain band 
for H-polarized field directed toward the long axis 
of the disc possesses the smaller shift. The polarization 
dependence of the shift results in an appreciable polari- 
zation splitting of the gain bands for E-polarization and 
H-polarization, which become completely resolved for 
sufficiently large dephasing times (Fig. 3c). Thus radia- 
tion from an active composite must be linearly polarized 
at a given frequency. 

As it has been pointed out above, the analytical 
treatment illustrated by Fig. 3 is invalid at P<< 1 and 
/J>> 1. Fig. 4 demonstrates polarization splitting of the 
gain band for cubic (Fig. 4a) and tetragonal lattices 
(Fig. 4b and c) of disklike QDs, obtained via direct 
numerical simulation by the minimal autonomic block 
(MAB) method.[51 Comparison with Fig. 3 shows that for 
cubic lattices (Figs. 3a and 4a), the polarization splitting 
effect manifests itself in the same manner, distinguished 

on1.y in that the peak gains for E-polarized and H- 
polarized waves are slightly different in the last case. The 
situation is changed as P decreases (i.e., disks approach 
each other along the z-axis as far as they are in contact). 
Instead of the splitting increase demonstrated by Fig. 3b, 
we see a reverse tendency (Fig. 4b) up to the interchange 
of the E-polarized and H-polarized peaks for closely 
stacked pyramids (Fig. 4c). Note that the relative location 
of the E-polarized and H-polarized peaks in last case 
correlates with analytical results for quantum wires 
presented in Ref. [4]. Thus from an electrodynamic point 
of view, closely stacked QDs form a corrugated quantum 
wire. The corrugation is responsible for the quantitative 
difference in the polarization splitting for closely stacked 
QDs (Fig. 4b) and cylindrical quantum wiresL4] Numer- 
ical results for slablike QDs at /j+O correlate well with 
the analytics. The fact that the tendency inherent in the 
polarization splitting for closely stacked QDs cannot be 
derived from analytical treatment reflects both the 
restrictiveness of the Maxwell Garnet formalism of the 
effective medium approach utilized in our paper and the 
use of approximate expressions (Eq. 21) for the geomet- 
rical coefficients 6,. 

Fig. 5 demonstrates the formation of the gain band fine 
structure in tetragonal lattices of disklike QDs for the 
E-polarized field (extraordinary wave; Eq. 23) at oblique 
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Fig., 4 Macroscopic gain bands for E-polarized and H- 
polarized fields (solid and dashed lines, respectively) for an 
array of disklike QDs arranged on a cubic (a) and tetragonal (b, 
c) lattice. The input parameters E ~ ,  A, bla, and ald are the same as 
in Fig. 3. Dephasing time is z=0.1 psec. Vertical stacking period 
P= 1 (a), 0.3 (b), and 0.2 (c). QD's volume fraction fv=0.02 (a), 
0.07 (b), and 0.1 (c). (From Ref. [5].) 
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Fig. 5 Macroscopic gain of E-polarized field by disk DQs 
arranged on a tetragonal lattice for different 6 from 7d2 to 0 as 
indicated. Lattice and individual QD parameters are as in Fig. 3. 
(b). (From Ref. [5].)  

propagation with respect to the z-axis. As is predicted by 
Eq. 23, the H-polarized field exhibits single resonance 
coinciding with that for E-polarization at 8=0. Owing to 
the high symmetry of pyramids, the MAB method 
simulation for arrays of disklike and pyramidal QDs 
shows that both models of the QD shape manifest 
qualitatively similar behavior differing in the shift values 
and peak amplitudes. It should be noted that the band fine 
structure illustrated in the particular case given by Fig. 5 
must be involved in considering the interpretation of any 
polarization effects in QD arrays. 

In general, also the anisotropic shape of QD causes 
different oscillator strengths for transitions involving E- 
polarized and H-polarized fields.[371 To estimate the 
influence of different gains for different polarizations, 
we considered the case when the gain for E-polarization is 
lower and the case when the gain for H-polarization is 
higher (Fig. 6) compared with the case of equal gains in 
Fig. 3a and b (parameter go in Eq. 8 is the diagonal 
tensor). To make the effect clearer, we select also a longer 
exciton dephasing time. The remarkable result is that the 
gain peak of E-polarization locates closer to the QD 
resonance energy because the decrease of the gain peak 
dominates over the corresponding depolarization coeffi- 
cient and results in smaller shifts than follow from Eq. 9. 

To verify the predicted effects experimentally, a 
structure with a dense array of QDs was fabricated at 
the Abram Ioffe Physical Technical Institute (St. Peters- 
burg). The structure represented 12 stacks of arrays of 
ZnCdSe disklike QDs formed in a self-organized way. 
The growth, structural, and basic optical properties of the 
structure are given in Ref. [39]. The areal density of QDs 

in a single sheet was about 1012 cmP2; the ZnCdSe dots 
had a lateral size of -4 nm and a height of - 1.2 nm. The 
dots were incorporated in a ZnSe matrix and separated 
with 5-nm ZnSe ~ ~ a c e s . [ " ~ ~ ~ '  At low excitation density in 
edge geometry, QD photoluminescence (PL) is linearly 
polarized[5y401 throughout the PL band with a degree of 
polarization of 50% of the H-component (alignment as in 
Fig. 1). This effect is related to the anisotropy in optical 
transition matrix elements for H-polarizations and 
E-polarizations originating from the disklike shape of 
the QDs and the heavy-hole-like nature of the QD exciton. 
The light-hole-like exciton QD state is also seen in the PL 
excitation spectrum and is shifted significantly away from 
the spectral range of interest. With increase in excitation 
density, gain develops[391 and causes a strong superlinear 
growth of the PL intensity. Spectra of the H-components 
and E-components of stimulated emission are shown in 
Fig. 7b. The predominantly H-polarized component is 
shifted from the QD resonance revealed in the PL 
excitation and optical reflectance spectra (Fig. 7a). The 
degree of polarization of this component strongly 
increases with excitation density. At the same time, we 
distinctly observe an appearance of a second separate 
peak in the E-component at energies closer to the QD 
resonance. The intensity of the E-polarized peak is much 
smaller, pointing to a smaller gain coefficient as compared 
with that for the H-polarized peak at lower photon energy. 
Therefore the peak location of the E-component corre- 
sponds to the predictions of the calculations for the case 

Energy (meV) 

Fig. 6 Macroscopic gain of H-polarized field (solid curves) by 
disklike QDs arranged on a tetragonal lattice for different 
anisotropic gains with gE/gH = 1.0(1), 4.0t2), 12.0(3), normal 
incidence 0 = d 2 ,  r = 0.5 psec, and other parameters as in Fig. 5. 
Dashed curve = a gain band for E-polarization; dotted curve = a 
gain band of a QD ensemble defined by Eq 6 with isotropic &. 
(From Ref. [S].) 
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Photon Energy (eV) 

Fig. 7 Photoluminescence (PL) and photoluminescence exci- 
tation (PLE) spectra (a) and E-polarized and H-polarized spectra 
of stimulated emission in edge geometry (b) for the observation 
temperature=7 K, excitation density = 1 M W I C ~ ~ ,  and energy of 
exciting photon Ee,=2.88 eV. (From Ref. [4].) 

of different gain coefficients for E-polarizations and H- 
polarizations (Fig. 6). 

Reflectance of Planar Array of Quantum Dots 

As was pointed out above, a planar layer comprising a 2-D 
ensemble of QDs can be treated as an effective QW. As a 
result, the formalism of investigation of QWs can be 
extended to QD arrays by introducing effective integral 
parameters of the array defined by Eq. 4. In particular, it 
can easily be shown that EBCs (Eq. 3) describe a QW of 
the thickness LQw with the tensorial dielectric function 
given by Eq. 17: 

Reflection coefficients for such a QW are given by:'I7' 

where 6' is the angle of incidence and: 

For spherical particles, after substituting L ~ ~ + ~ R , ' ~ '  
Eq. 25 describes the reflection from the planar array of 
QDs. Thus we state the mathematical equivalence of 

optical properties of a 2-D periodical layer of QDs and an 
isolated quantum well. It should be stressed that the 
mechanisms of electron transport processes and oscillator 
strengths in each case are essentially different. Neverthe- 
less, the equivalence makes it possible to extend to QD- 
based planar structures with more complicated configura- 
tions (finite-sized QD layer, QD layer in microcavity, 
sev~eral QD layers, etc.) the well-developed mathematical 
formalism of investigation of quantum wells.[411 Namely 
this equivalence provides promising potentiality of the 
dernved EBCs for particular electrodynamic problems in 
QD-based structures. In particular, the threshold current 
for QD-based lasers can be evaluated by analogy with 
solutions of corresponding problems for the QW lasers; 
the EBC method allows us to analyze electromagnetic 
responses of a QD layer (or a multilayer structure) placed 
in microcavity-this is very important for the design of 
QD-based semiconductor lasers.[" 

CONCLUSION 

In our paper, we have discussed the electromagnetic 
response properties of 2-D and 3-D inhomogeneous 
semiconductor heterostructures-excitonic composites- 
constituted by QDs imbedded in a transparent host 
medium. The Maxwell Garnett approach of the effective 
medium theory and its modification-impedance bound- 
ary conditions-have been applied to study 3-D and 2-D 
structures, respectively. The depolarization shift of the 
QD gain band and, in anisotropically shaped QDs, the 
polarization-dependent splitting of this band have been 
predicted to exist as manifestation of the local field 
effects. Both types of the exciton localization-strong and 
weak confinement regimes-with a pronounced nonlo- 
cality in the latter regime have been addressed. The basic 
result is that in both cases, spatially local constitutive 
relations describe QD composites although the electro- 
magnetic response of an isolated QD in the weak 
confinement regime is spatially nonlocal. The nonlocality 
manifests itself in specific dependence of the effective 
constitutive parameters on the geometry and electronic 
properties of a single QD. 

In our consideration, we have restricted ourselves to the 
simplest model of excitonic composites-the perfect lattice 
of identical QDs-whereas experimentally, available 
structures show intrinsic size dispersion and periodicity 
violation. These effects may be characterized by a distri- 
but~on function and taken into account by a theory of 
irregular excitonic composites. Elaboration of such a theory 
is the topical question. Another essential restriction of the 
analysis presented is that nonclassical light-matter inter- 
actions have been left beyond the analysis. The quantum 
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nature of light interacting with an excitonic composite is 
expected to be of importance for many problems where 
collections of excitons are involved: quantum computing, 
electromagnetic fluctuations, etc. Both topical questions 
will be addressed elsewhere in the future. 
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INTRODUCTION 

Quantum dot (QD) lasers emerged about decade ago and 
now they are one of the most rapidly developing and 
exciting areas in the field of semiconductor optoelectron- 
ics. Properly optimized QD lasers show better perform- 
ance than conventional quantum well (QW) lasers: low 

I threshold current, enhanced temperature stability, high 
differential efficiency, increased differential gain, and 
small linewidth enhancement factor resulting in reduced 
filamentation and chirp. Self-organized QDs offer the 
possibility to reach emission wavelengths that are larger 
than those obtainable with quantum wells of the same 
material system. 

In this essay we discuss the fundamentals of QD 
lasers. The criteria for the optimization of QD lasers for 
different applications are considered. Experimental dem- 
onstrations of the advantages of QD lasers are presented. 
The latest experimental results on edge-emitting and 
vertical cavity surface emitting QD lasers are reviewed. 
Possible short-term commercial applications of QD lasers 
are also discussed. 

ADVANTAGESOFQUANTUMDOTLASERS 

The concept of carrier confinement has been of primary 
importance in the development of semiconductor laser. 
The invention of the double heter~structure,[ '~~] in which 
carriers in a narrow-gap material are confined by wide 
bandgap barriers, made possible the first continuous wave 
(CW) operation of semiconductor lasers at room temper- 
ature and their practical implementation. The next break- 
through occurred when Dingle and Henry proposed the 
idea to "exploit quantum effects in heterostmcture semi- 
conductor lasers to produce wavelength tunability" and to 
achieve "lower lasing thresholds" via "the change in the 
density of states which results from reducing the number 
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of translational degrees of freedom of the  carrier^".'^] It 
was also shown that if the number of translational degrees 
of freedom of charge carriers is decreased below two, a 
singularity occurs in the density of states (Fig. 1). This 
singularity increases light absorption or light amplifi- 
cation (gain). An ultimate case of size quantization is 
realized in QDs. A QD is a coherent inclusion of a narrow- 
gap material in a wide-gap matrix in which electrons are 
quantized in all three spatial directions. Thus a single 
semiconductor QD exhibits a discrete 6-function-like 
energy spectrum similar to that in a real atom, keeping the 
advantage of direct current injection, impossible in other 
types of lasers based on atomic transitions. 

The physical advantages of QD lasers resulting from 
6-function-like density of states are: 

Low threshold current 
High material gain 
High temperature stability of the threshold current 
(characterized by characteristic temperature To) 
High differential efficiency 
High differential gain 
Small a-factor and correspondingly reduced filamen- 
tation and chirp (shift of the lasing wavelength with 
current) 

In addition, QD medium has some advantages, which 
are not directly related to size quantization effects: 

The possibility to reach emission wavelengths that are 
larger than those obtainable with quantum wells of the 
same material system. For instance, lasing at wave- 
lengths up to 1.32 pm is demonstrated for InAs QDs 
on GaAs substrate, in contrast to QW devices, in 
which lasing is limited to approximately 1.15 pm. 
Dramatically reduced carrier lateral transport. Carrier 
capture in QDs is very fast and carrier localization in 
QDs is very efficient. This leads to a number of 
advantages of using QD medium in laser applications: 
larger catastrophic optical damage threshold due to 
decreased facet overheating, increased lifetime, en- 
hanced radiation hardness, and the possibility to 
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Fig. 1 A schematic sketch of the density of states (dashed 
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fabricate narrow stripes via etching through active 
area without increase in surface recombination. 

Some of the basic advantages of QD lasers such as 
improvement in the temperature stability of the threshold 
current,r41 high material gain,[51 and the possibility of 
remarkable reduction in the laser threshold were already 

described in the first theoretical works on QD lasers. 
These works, however, were generally based on simpli- 
fied assumptions such as infinite barriers, no QD size 
fluctuations, one confined electron and hole level, and 
ultrafast energy relaxation of injected carriers. More 
recent theoretical models had to take into account such 
complications as finite barriers, many electron and hole 
levels (effect of excited states), QD size fluctuations, 
many body effects, radiative and nonradiative recombi- 
nation in the optical confinement layer (OCL; wide-gap 
matrix), charge neutrality violation in QDs, etc. It was 
shown that the characteristics of QD lasers depend 
dramatically on the parameters characterizing QD array 
(QD lateral size, height and corresponding position of 
energy levels, QD density, and size dispersion) as well as 
on the structure design: thickness of the OCL, doping 
profiles in the cladding layers and in the OCL, the band 
offsets at the interface between the OCL and the cladding 
layers. Depending on the abovementioned parameters 
the performance of QD lasers can be very good or poor. 
To get the best performance, an optimi~ation of QD array 
parameters should be done consistently with the optimi- 
zation of the structure design. Optimization for certain 
applications (low threshold current, high output power, 
etc.) should be done according to different criteria, and in 
many applications a combination of these criteria needs to 
be taken into account. 

High temperature stability of the threshold current as 
the main fingerprint of QD lasers was demonstrated al- 
ready in the first injection laser based on self-organized 
QDS.[~] Further realization of the advantages of QD lasers 
was associated with the improvement in QD growth and 
the development of more sophisticated QD growth tech- 
niques. At present, all the advantages of QD lasers are 
basically experimentally proved. At the same time we 
believe that there is still room for improvement in the 
characteristics of QD lasers. Experimental and theoreti- 
cal studies of QD lasers are exploding in scientific areas 
and further progress in the field of QD lasers can be 
foreseen. Recently, the first commercial QD lasers have 
been ann~unced .~~ '  

QUANTUM DOTS GROWTH 

Realization of QD lasers became possible owing to the 
progress in self-organized growth. The deposition of a 
material with a lattice constant different from that of the 
substrate was shown to result in a spontaneous forma- 
tion of three-dimensional (3-D) islands (for a review, see 
Ref. [g]). In most practical cases, for instance for the 
deposition of InGaAs on GaAs, first a 2-D layer grows on 
the substrate and island formation occurs only after a 
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certain critical thickness is exceeded. Thus QD array is 
situated on top of a thin initial planar layer (so-called 
wetting layer). This growth mode is referred to as 
Stranski-Krastanow growth mode. Under certain growth 
parameters, arrays of highly uniform coherent islands can 
be formed. Each island generates long-range strain fields 
in the substrate and interaction of the island via these 
fields favors island lateral ordering in a 2-D lattice. 

The characteristics of QD lasers depend dramatically 
on the parameters characterizing QD array.191 Already in 
the first injection QD laser based on QDs formed in simple 
Stranski-Krastanow growth mode, insufficient carrier 
localization in QDs and their thermal escape to the 
wetting layer and the OCL were shown to be a dis- 
advantage, deteriorating the device performance at high 
temperatures.[" As simple Stranski-Krastanow growth 
provides only limited control of the interrelated size and 
density of the islands, extensive investigations have been 
conducted to overcome these limitations and to optimize 
the properties of QD arrays. Novel advanced approaches 
such as vertically coupled QDS"O] lead to a considerable 
improvement in the performance of QD lasers. 

Present best performance QD lasers are based on QDs 
formed by the technological approach that we refer to as 
activated alloy phase separation (AAPS)."'.'~~ In this 
approach the original Stranski-Krastanow InAs islands 
are formed by depositing a certain amount (DIs) of InAs 
(DIS=3.7-3 ML). The original islands are then over- 
grown with an average thickness H of InxGal -,As alloy 
layer (H=0-6 nm, x=0-0.20). The strain field induced 
by each island leads to a migration of In atoms toward it 
and, correspondingly, to an increase in its effective 
volume. The increase in the original island volume as 
well as partial strain relaxation in such QDs embedded in 
an In,Gal_,As layer and a narrowing of the matrix 
bandgap results in a higher confinement of electron and 
hole levels with a corresponding red-shift of the 
photoluminescence (PL) emission.L123131 Lasers based on 
QDs formed by the AAPS enable it to reach lasing 
wavelengths above 1.3 pm for the structures grown on 
GaAs substrates, which is not possible with the use of 
InGaAs QWs. The AASP process sensitively depends on 
the size and density of the InAs nanostressors, i.e., the 
InAs deposition amount (Dls), as well as on the thickness 
(H), and on the composition (x) of the In,Gal , A s  alloy 
layer. To achieve high QD confinement energy (long 
emission wavelength), narrow QD size distribution, and 
simultaneously prevent formation of dislocations and 
large dislocated clusters, a careful optimization of growth 
parameters is required and described in detail in 
Ref. [12]. 

A growth sequence very similar to AAPS is referred 
to by the authors as a "dots in a well" (DWELL) de- 

sign.r141 In the DWELL design the original Stranski- 
Krastanow islands are formed on a several-nanometer- 
thick In,Gal -,As buffer layer. To the best of our 
knowledge QDs formed by AAPS and DWELL have very 
similar properties. More details on the growth and optical 
properties of InAs-GaAs QDs emitting in long-wave- 
length optical region can be found in review.['5J 

EQUILIBRIUM VS. NONEQUlLlBRlUM 
CARRIER DISTRIBUTION IN 
QUANTUM DOT ARRAY 

Depending on the sample temperature and the confine- 
ment of electron and hole energy levels with respect to 

E, 
Photon Energy, E 

Eo 
Photon Energy, E 

Fig. 2 Gain spectra for the cases corresponding to nonequi- 
libnum (a) and equilibrium (b) filling of QDs. The curves are 
numbered in ascending order of population inversion in a QD. 
The dashed curve corresponds to the population inversion equal 
to unity. Eo is the energy of the ground state transition in an 
average sized QD. (From Ref. [9].) 



Quantum Dot Lasers 

the continuum, the carrier distribution within the QD 
array can be either equilibrium or n~ne~u i l ib r ium. '~ '  At 
high temperatures or (and) low confinement energies the 
characteristic times of thermally excited escapes of elec- 
trons and holes from a QD are small compared to the 
radiative lifetime in QDs. Thermal carrier emission, 
lateral transport via the wetting layer and matrix, and 
then recapture result in the quasi-equilibrium distribution 
of carriers in the array with the corresponding quasi-Fermi 
levels determined by the pumping level. As a consequence 
of such carrier redistribution, the level occupancies (and 
numbers of carriers) in various QDs will differ. 

At low temperatures or (and) efficient confinement of 
electron and hole energy levels, the radiative lifetime in 
QDs is small compared with the characteristic times of 
thermally excited escapes of the carriers from a QD. A 
camer captured by a QD having no time to leave a QD 
recombines in the same QD. The redistribution of car- 
riers from one QD to another and establishment of quasi- 
Fenni levels for the conduction and valence bands do not 
occur. As the initial numbers of carriers injected into 
various QDs are the same, the level occupancies are also 
the same there. 

Carrier distribution dramatically affects the depen- 
dence of gain spectra on the injection current.r91 In case of 
nonequilibrium distribution, the gain spectrum copies the 
shape of the curve corresponding to the dispersion of QD 
ground-state transition energies (Gaussian). The spectra 
are scaled along the vertical axis by a factor equal to the 
mean population inversion in QDs (Fig. 2a). In case of 
quasi-equilibrium the "gradual" filling of the curve oc- 
curs with the increase in pumping level (Fig. 2b). 

SPONTANEOUS EMISSION AND GAIN 

The first theoretical simulations of QD lasers were based 
on the assumption of one electron and one hole level in a 
QD. In actual QDs the energy level structure is much more 
complex.['33i61 In a pyramidal QD with base length larger 
than 14 nm there are several electron and hole levels.[i61 
Because of piezoelectric effect and Coulomb interaction 
there is no degeneracy, even accidental, of the excited 
states. However, several excited-state transitions may act 
as one "effective" transition if their energies are close. 
The absorption (gain) spectrum of the "effective" tran- 
sition will be a superposition of absorption (gain) spectra 
corresponding to individual excited-state transitions with 
close energies. The maximal absorption (gain) of this 
superposition can be higher than that of the ground-state 
transition.[l7] 

Typical electroluminescence (EL) spectra of a laser 
based on QDs with narrow size distribution are shown in 

0.9 1.0 1.1 1.2 1.3 
Wavelength (pm) 

0 9  1.0 1.1 1.2 1.3 
Wavelength (pm) 

1.0 1.1 1.2 1.3 
Wavelength (pm) 

1.0 1.1 1.2 1.3 
Wavelength (pm) 

Fig. 3 Electroluminescence spectra from a 200-pm-long stripe 
at different injection currents and temperatures: ( 1 )  12.5, ( 2 )  25, 
( 3 )  SO, ( 4 )  125, ( 5 )  250, ( 6 )  500, ( 7 )  1250, (8) 2500, (9 )  3750, 
and (10)  5000 .4/cm2. 

Fig. 3. A 200-pm-long stripe was used. Short stripes are 
essential to measuring the EL spectrum shape correctly. 
The longer the stripe the higher the probability of high 
energy photons corresponding to the emission from ex- 
cited states to be reabsorbed and contribute to the final 
emission from lower energy levels. By contrast, lower 
energy photons corresponding to the emission from the 
ground state easily leave the structure. The reabsorption 
effect can modify the EL spectra. Moreover, in short 
stripes, the spontaneous emission can be studied even at 
high current densities. At the lowest excitation density, the 
emission mainly originates from the ground-state tran- 
sition. At higher excitation densities, the first and the 
second short wavelength peaks become apparent. Strong 
level filling occurs at high injection currents because of 
the limited number of QD energy states. At all tempera- 
tures, EL lines from the ground- and excited-state tran- 
sitions are relatively narrow (40-60 nm) and well re- 
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I " " " " " " " " " " " I  where 

Wavelength (pm) 

Fig. 4 Modal gain spectra at different injection currents: (1) 
98, (2) 195, (3) 487, (4) 975, (5) 1950, and (6) 2925 Akrn2. 

solved. Emission due to the wetting 1ayerDnGaAs layer is 
also seen in the spectra at 0.97 pm at room temperature 
(the QDs are embedded in a QW formed by the wetting 
layer and InGaAs layer with nominal thickness H). Each 
of the two short wavelength QD peaks is likely to be a 
superposition of two or more closely located peaks from 
transitions involving different electron and hole sublevels. 
At 80 K, the lasing starts at a current density of 500 
A/cm2, whereas at 290 K the device is in the spontaneous 
emission mode up to 5 k.4/cm2. 

Modal gain spectra of a laser structure based on three 
sheets of QDs formed by the AAPS are shown in Fig. 4. 
The surface density of QDs estimated from TEM images 
was 4-5 x 10" ~ m - ~ .  The spectra are measured by the 
variable-stripe length method with varying current injec- 
tion. The maxima at 1.254 and 1.18 pm correspond to 
the ground- and first excited-state transitions. At current 
densities of about 900 A/cm2 the gain of the ground-state 
transition saturates. The gain saturation effect is a 
consequence of the limited surface density of QDs, 
inhomogeneous broadening of the QD array, and the 
limited QD radiative emission rate. The maximum modal 
gain for the transition from the ith electron level to the jth 
hole level is:'I7] 

5 is a numerical constant (<=l/.n and 5 = 1 1 6  for 
Lorentzian and Gaussian QD-size distribution func- 
tions, respectively); 
= 2 z h c l q  (a wavelength at transition &; 

dij is the degeneracy of the transition; 
a is the mean size of QDs; 
ZL is the number of QD layers; 
Ns is the surface density of QDs in a layer; 
- 
c i .  is a dielectric constant; 
r$' is the spontaneous radiative lifetime for the i-j 

transition; 
ij is the inhomogeneous line broadening for the 

i +j transition; - 
Tij  is the modal optical confinement factor in a QD layer 

(along the transverse direction in the waveguide) for 
the i 4 j transition. 

Photon energy, E (eV) 

" 
0.78 0.81 0.84 0.87 

Photon energy, E (eV) 

Fig. 5 Gain (a) and spontaneous emission spectra (b) at 
different injection currents for a model structure in case of large 
separation of the mean transition energies and small inhomoge- 
neous broadening. I: j=6.8 A cm-', 11: j=18 A ~ m - ~ ,  j3=m 
(saturated g and r,,). (From Ref. [17].) 
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The measured maximum (saturated) modal gain of the 
ground-state transition is 12 cm-' (4 cm- ' per QD sheet). 
For a laser structure based on 10 stacks of similar QDs the 
measured maximum modal gain was above 25 c m ' . [ ' ' ]  

In equilibrium filling of QDs, the general relationship 
between the gain and spontaneous emission spectra has 
been shown to hold for an arbitrary number of radiative 
transitions and an arbitrary QD-size distribution.["] Thus 
gain spectrum can be derived from the measured spon- 
taneous emission spectrum (and vice versa). 

EFFECT OF EXCITED-STATE TRANSITIONS 
ON THE THRESHOLD CHARACTERISTICS 
OF A QUANTUM DOT LASER 

Depending on the relationship between the separation of 
the ground- and excited-state transition energies and the 
inhomogeneous broadening, either a smooth or a step-like 
change in the lasing wavelength with losses o c c ~ r s . [ ' ~ " ~ ~  
The multiple transition effect on threshold characteristics, 
in particular on the lasing wavelength, was theoretically 
studied in Ref. [17]. We consider two optical transitions 
and assume that maximal gain for the "effective" 
excited-state transition is higher than that for the grown- 
state transition. The following situations can arise:"71 

1. Large separation of the mean transition energies and 
small inhomogeneous broadening. The gain and the 
spontaneous emission spectra for different injection 
current levels are shown in Fig. 5a and b, respectively. 

As the injection current density at the lasing threshold 
is a monotonically increasing function of the losses p, 
the dependence of the laser characteristics on the 
injection current density will a150 represent the 
dependence on the losses, and vice \,ersa. At p<gFax, 
the gain peak is near the energy of the ground-state 

transition (El) and, hence, lasing occurs via this - 
transition (A E I.', where I- is the lasing wavelength 
and is the wavelength of the ground-state transi- 
tion). For j, somewhat less than g?"", there is a shift 
in the peak position, and for g;"""</?<g,""", the peak 
is seen near the energy of the excited-state transition 
(g). Lasing then occurs via the excited-state transi- 
tion (A E &, where A is the lasing wavelength and 
is the wavelength of the exited-state transition). The 
lasing wavelength and threshold current density j th are 
shown in Fig. 6 as a function of losses. The break in 
8 j th /d j  at jzg;"""  reflects the shift of the lasing 
wavelength. As the modal gain peak is equal to the 
losses at lasing threshold, it is obvious that the curve 
for the threshold current density against losses also 
represents the gain peak vs. the injection current 
density (the gain4urrent curve) if the abscissa and the 
ordinate are interchanged. 
Small separation of the mean transition energies and 
large inhomogeneous broadening. The character of 
the change in the gain and the spontaneous emission 
spectra with injection current as uell as the lasing 
wavelength dependence on losses are shown in Figs. 7 
and 8, respectively. There is a smooth change in A 
with 8. The lasing wavelength A can be significantly 

Losses, (cm -I) 
Fig. 6 Threshold current density and lasing wavelength (the inset) against losses. The parameters are the same as in Fig. 5. The vertical 
dashed lines are for g;""" and g p .  The horizontal dashed and dotted lines in the inset are for 21 and 3.2. (From Ref. 1171.) 
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Photon energy, E (eV) 

Photon energy, E (eV) 

Fig. 7 Gain (a) and spontaneous emission (b) spectra at 
different injection currents for a model structure in case of small 
separation of the mean transition energies and large inhomoge- 
neous broadening, I: j=2O.7 A cm-', 11: j=39.7 A cm-', j3=m 
(saturated g and r,,). (From Ref. [17].) 

Losses, (cm-') 

Fig. 8 Threshold current density and lasing wavelength (the 
inset) against losses. The parameters are the same as in Fig. 7. 
The vertical dashed lines are for g;""" and g y .  The horizontal 
dashed and dotted lines in the inset are for 1, and Iz. (From 
Ref. [17].) 

below 1 for high losses. Nevertheless, it is hard to 
construct a situation where A approaches x. This is 
because the position of the gain spectrum peak is 
determined by the overlap of the transition lines, and 
the inhomogeneous broadening of the excited-state 
transition is always larger than that of the ground-state 
transition. Thus the position of the gain spectrum 
peak is closer to that of the ground-state transition. 
Therefore when the lasing wavelength changes 
smoothly with losses, it is impossible to derive in- 
formation on the energy of the excited-state transition 
directly from this dependence. 

Near-threshold lasing and EL spectra of a laser struc- 
ture based on three sheets of QDs formed by the AAPS 
(the same as was used to measure spontaneous emission 
and gain spectra; Figs. 3 and 4) are shown in Fig. 9. The 
inhomogeneous broadening is less than the separation of 
the mean transition energies (situation 1 takes place). For 
a long stripe, where the external loss is small, the gain 
of the ground-state transition is sufficient to overcome 
the total loss, and lasing occurs via the ground-state 

1.05 1 . 1  1.15 1.20 1.25 1.30 
Wavelength (pm) 

Fig. 9 Electroluminescence spectra showing spontaneous 
emission and lasing. Different stripe lengths are used. 



Fig. 10 Dependence of the lasing wavelength (a) and the 
threshold current density (b) on the cavity length. n=O, 1, and 2 
denote the ground, first, and second excited states, respectively. 

Quantum Dot Lasers 

transition (Fig. 9a). In shorter stripes, with larger external 
loss, the gain of the ground-state transition is not suf- 
ficient to overcome the total loss, and the lasing proceeds 
via the first excited-state transition (Fig. 9b); the thres- 
hold current density increases dramatically. The shortest 
devices lase via the second excited-state transition 
(Fig. 9c) at a very high threshold current density. The 
dependence of the lasing wavelength and the threshold 
current density on the cavity length is summarized in 
Fig. 10. When the lasing occurs via the ground-state 
transition (for cavities longer that 1.2 mm) the threshold 
current density increases only slightly as the cavity 
length decreases. 

THRESHOLD CURRENT DENSITY 

Lower threshold current density in QD lasers as compared 
to those based on quantum wires and QWs was predicted 
in early theoretical works and greatly motivated experi- 
mental and theoretical research in the field of QD lasers. 
More detailed theoretical studies revealed dramatic de- 
pendence of threshold current on the parameters of 
QD array among which the most important are the QD 
density and the inhomogeneous broadening.[91 Thus, for 
instance, it was shown that lasing could never be achieved 
if QD density is less than certain critical density or 
inhomogeneous broadening exceeds the critical value. In 

N : ~ ~ ' N  rin 
Normalized surface density of QDs, Ns1NFin 

Fig. 11 Normalized threshold current density vs. the normalized surface QD density for a model structure. (From Ref. [9].) 
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Ref. [20], the following inequality for interrelated toler- 
able values of structure parameters was obtained: 

where most values are defined in Eq. 1, and where R is the 
facet reflectivity and L is the cavity length. 

Hence Eq. 2 relates the tolerable values of the three 
parameters, Ns, and L, to each other. The 
critical tolerable value of each of the three parameters is 
related to the given values of the other two. The more 
perfect the QD array [the less the or the longer 
the cavity the less is the minimum surface density of QDs 
N F n .  The denser the QD ensemble (the greater the Ns) or 
the longer the cavity the greater is (A&);Em. The more 
perfect the QD array or the denser the QD ensemble the 
less is the minimum cavity length Lm'". 

When one of the structure parameters is close to its 
critical tolerable value, the mean (averaged over the 
lateral direction) electron and hole level occupancies in 
QDs tend to unity-the electron and hole levels are fully 
occupied. This demands infinitely high free-carrier den- 
sities in the OCL and, correspondingly, infinitely high 
injection current. For the advantages of a QD laser to be 
attained in practice, structure parameters should be well 
away from the critical values. Fig. 11 shows the depen- 
dence of the normalized threshold current on the normal- 
ized surface QD density for a model There 
is an optimal surface QD density minimizing threshold 
current. For Ns<NPln, the lasing is impossible to attain 
(the gain cannot overcome losses). 

Recent progress in crystal growth has resulted in arrays 
of In(Ga,As)-GaAs QD with a relatively small (< 10%) 
inhomogeneous broadening. Low threshold current den- 
sities of 26 A / C ~ ~ [ ' ~ ]  and 19 A I C ~ ~ ~ ~ "  at 300 K, and 6 A/ 
cm2 at 4 K [ ~ ~ ~  for long devices with HR facet coatings 
based on a single sheet of QDs have been achieved. 
However, differential efficiency of such lasers was low. In 
commercial lasers, high differential efficiency is required 
and, thus, HR coatings cannot be applied to the front facet. 
Here the measure of quality is the value of threshold 

O lnAs GaAs 

Fig. 12 A schematic illustrating reduction of dislocation 
density. 

me- 

Fig. 13 Plan view br~ght field (220) TEM images of the 
structures grown without (a) and with (b) the annealing step. DI 
denotes dislocated ~slands. 

current density per single QW or QD layer. The best 
values of 7-10 ~ l c m ~  per QD layer were realized in 
devices with a large number of QD stacksr"' and high 
differential efficiency. A record low transparency current 
of 6 Ncm2 per dot layer, an internal quantum efficiency of 
98%, and an internal loss below 1.5 cm-' have been 
demonstrated in a QD laser grown by MOCVD.'~~'  

DEFECT REDUCTION TECHNIQUES 

Growth of QDs especially large-sized ones with high 
confinement energy for electrons and holes may be 
accompanied by the formation of defects and large 
dislocated clusters. This problem can be eliminated by 
applying specially developed in situ defect-reduction 
techniques, which permits selective elimination of dis- 
located objects without affecting coherent Q D S . ~ ~ ~ '  A 
schematic diagram illustrating the reduction of dislocation 
density is shown in Fig. 12. The QDs are overgrown with 
a thin (1 nm) GaAs layer (Fig. 12b) at a temperature 
corresponding to that of QD formation (480°C). Then the 
substrate temperature is raised to 600°C. The thin cap 
layer only partly covers the large dislocated InAs clusters 
allowing the InAs to evaporate in the annealing step 
(Fig. 12c). The smaller coherent QDs, being completely 
cokered, are only weakly affected. Fig. 13 shows trans- 
mission electron microscopy (TEM) images for the sam- 
ples grown with and without the annealing step. The den- 
sity of dislocated islands in the sample grown without the 
annealing step is - 10' cmp2. No dislocated islands are 
revealed in the structure grown with the annealing step. 

The application of defect reduction techniques is 
especially important in case of lasers based on multiple 
QD stacks. Even small density of dislocations and large 
dislocated clusters in the first QD sheet result in a drastic 
deterioration of the properties of upper QD sheets. The use 
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conventional QD growth 
with defect reduction 
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Number of QD stackes N 

Fig. 14 Threshold current densities for the structures with 
various numbers of QD stacks grown without and with defect 
reduction. A design with negligible external losses is used. 

of defect reduction techniques results in a dramatic im- 
provement in the characteristics of QD lasers (Fig. 14). 
More than sevenfold decrease in the threshold current is 
observed for a structure based on 10 QD stacks. 

TEMPERATURE CHARACTERISTICS 

Ultrahigh temperature stability of threshold current was 
predicted for ideal QD lasers (infinite barriers, no fluc- 
tuation of QD sizes, etc.) to be one of the main advantages 
over conventional (QW lasers.r41 Usually, the temperature 
dependence of the threshold current density Gth) is de- 
scribed by the characteristic temperature defined as 

In actual laser structures there are several reasons for jth to 
be temperature dependent: 

The presence of carriers in the OCL and their radiative 
and nonradiative recombination processes give rise to 
an additional component of the threshold current, 
which is governed by the thermal escape of carriers 
from QDs and depends exponentially on tempera- 
ture. r91 

Inhomogeneous broadening of QD array. This effect is 
similar to that due to recombination in the OCL in the 
sense that the inhomogeneous line broadening is 

associated with undesired pumping of nonlasing QDs. 
So long as the electron and hole populations in the 
nonlasing QDs are in equilibrium with those in the 
active QDs, the fraction of threshold current arising 
from the recombination in nonlasing QDs depends on 
temperature, and the characteristic temperature is no 
longer infinite.["] 
The charge neutrality violation in QDs makes the 
threshold current component, associated with the 
recombination in QDs, to be also temperature depen- 
dent.[261 
Small energy separation between the discreet hole 
levels.[271 
Temperature dependence of free carrier absorption. 

Because of these effects the threshold current and its 
temperature stability depend dramatically on the param- 
eters characterizing the QD array (surface density of QDs, 
QD size dispersion, and carrier localization energies in 
QDs) as well as on the structure design (p-type modulation 
doping in the active region, thickness of the OCL, doping 
profiles in the cladding layers and in the OCL, the band 
offsets at the interface between the OCL and the cladding 
layers, and the cavity length). 

Most of the theoretical works simulate temperature 
dependence of the threshold current under the assumption 
of either equilibrium or nonequilibriunl camer distribu- 
tion in the QD array. Recently, it has been shown that 
transition from nonequilibrium to equilibrium distribution 
can result in a very unusual behavior of temperature 
dependence of the threshold current unique for QD lasers. 
Fig. 15 shows the temperature dependence of the thres- 
hold current density for a high-performance QD laser.[281 
At T<TI (TI = 150 K in our case), threshold current density 
jth only weakly increases with the temperature. This 

Fig. 15 N-shape temperature dependence of the threshold 
current density for a laser with narrow QD size dispersion and 
low threshold current density. Cavity length is 2 mm. 
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Fig. 16 High-temperature stability of the threshold current for 
a high-performance QD laser emitting at 1.3 pm. The active area 
is based on five QD stacks. 

increase can be attributed to the presence of carriers in the 
OCL and their radiative and nonradiative recombination. 
Then at T> TI, threshold current density decreases with 
the temperature. Thus at TI < T< T2 (T2=200 K in our 
case), the temperature dependence of the threshold current 
is described by a negative T ~ . ' ~ "  Finally, at T>T2, thresh- 
old current density starts to increase, with the temperature 
steeper as compared to low temperature range. Tempera- 
tures TI and T2 depend on the confinement of electron and 
hole energy levels with respect to the continuum and 
inhomogeneous broadening of QD arrays. For QD arrays 
with weak confinement and larger inhomogeneous broad- 
ening, TI can be very low and was not observed in the 
early experiments.[291 

For commercial applications it is essential to have a 
high value of To at temperatures above 300 K. Several 
approaches have been proposed to improve the To values 
such as placing of QDs in a QW,[~" increasing the band- 
gap of the matrix,[291 etc. However, even in some cases the 
To values were increased (up to 350 K in Ref. [30]) 
threshold current density was also high. First high char- 
acteristic temperature operation (160 K) at ambient 
temperature (below 40°C (3 13 K)) together with low 
threshold current density (70 A./cm2 for 3-fold stacked 
QDs) was realized in Ref. [3 11 for a design with negligible 
external losses in pulsed mode. 

Very high characteristic temperature in QD lasers 
(To=230 K up to 80°C (353 K)) was recently demon- 
strated by applying a QD p-modulation doping tech- 
nique;'"] the approach, which was earlier proposed to 
improve the performance of QW lasers.lM1 The penalty of 
p-doping was the reduced differential efficiency (<20% in 
Ref. [32]). Recently, using undoped 5 fold-stacked QDs, it 
became possible to increase the To value to 170 K (Fig. 16) 

between 10°C (283 K) and 65°C (338 K) without paying a 
penalty of increased internal losses.[341 Remarkably, this 
device simultaneously showed low threshold current 
density (100 Ncm2, 1.5 mm cavity length, uncoated) 
and high differential efficiency (85%). 

TIME-RESPONSE 

The modulation bandwidth of QD lasers was measured by 
different groups and is typically 5-10 The 
high-speed performance of QD lasers was shown to be 
limited by the long "quantum capture" time of injected 

The value of this parameter, which includes 
transport through the heterostructure, continuum to bound 
capture time, and intersubband camer relaxation, varies 
with injection current and the number of dot levels in the 
active region. The carrier capture time measured in 
Refs. [40] and [41] quantitatively agrees with the mod- 
ulation bandwidth value of 5 GHz. More direct femto- 
second differential transmission measurements have been 
made by using the pump-probe technique.[351 These mea- 
surements have been done as a function of temperature 
(4-300 K) and excitation level (number of carriers per 
dot). It was shown that, in addition to intersubband elec- 
tron relaxation in the dots, carrier reemission to the barrier 
and wetting layers and the density of available states in 
these regions also play significant roles in determining the 
carrier dynamics, particularly at elevated temperatures. It 
is therefore worthwhile to use QD with high confinement 
energy to suppress carrier reemission from QDs to the WL 
and OCL. Indeed, in QD amplifiers the use of QDs with 
high confinement energy (large-sized QDs) resulted in a 
significant improvement in gain dynamic.[421 

The "hot-carrier" problem (or gain compression) can 
be overcome by injecting electrons directly to the lasing 

and thus bypassing the usual injection process 
over the heterojunction bamers. By tunnel injection, 
"cold" electrons are introduced into the lasing subband of 
the active (gain) region (resonantly or phonon assisted) at 
or near the Fermi level at a rate higher than the stimulated 
emission rate, and the electron distribution remains quasi- 
F e m i  even at large drive currents. The hole thermaliza- 
tion rates are usually very large because of the high 
density of states and band mixing. Hot-carrier effects, 
mentioned earlier, can therefore be minimized. By uti- 
lizing tunnel injection of electrons, enhanced small-signal 
modulation bandwidth, f P 3  dB, and reduced temperature 
sensitivity of the threshold current, characterized by To, 
were measured in Ino 4Gao 6As/GaAs self-organized quan- 
turn dot ridge waveguide lasers. Values off- d B =  15 GHz 
at 283 K and T0=237 K for 278 K<T<318 K are 
measured in these devices.[451 However, threshold current 
density of the laser was high. 
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Passive mode locking was achieved at 1.3 pm in oxide- 
confined, two-section, bistable QD lasers with an inte- 
grated intracavity QD saturable absorber.[461 Fully mode- 
locked pulses at a repetition rate of 7.4 GHz with a 
duration of 17 psec were observed under appropriate bias 
conditions. No self-pulsation accompanied the mode 
locking. These results suggest that a carefully designed 
QD laser is a candidate for ultrashort pulse generation. 

LINEWIDTH ENHANCEMENT FACTOR 

The linewidth enhancement factor a is a key parameter to 
characterize the dynamic behavior of semiconductor 
lasers. It is usually defined as a = 4 n l l ( d n l d N ) ( d g l ~  ', 
where N is the carrier density, n is the refractive index, 
and g is the optical gain. In narrow stripe lasers, large 
values of a can result in antiguiding, whereas in broad 
area devices this leads to self-focusing, filamentation, 
and chirp under modulation. Typically, a is about 2 for 
InGaAs single QW lasers at camer densities corre- 
sponding to threshold.r471 A record low value of a=0.5 
has been reported.[481 

The linewidth enhancement factor can be calculated 
from the gain spectrum using the Kramers-Kronig re- 
lations. In the case of a QD laser with a dot ensemble 
showing a perfect Gaussian energy distribution and only 
one energy level for electrons and holes, the gain spectrum 
is perfectly symmetric around the peak gain energy. In this 
case, the differential gain is also symmetric about the peak 
gain energy at which lasing occurs. Thus the differential 
refractive index change calculated using the Kramers- 
Kronig relations is exactly zero at the lasing energy, and 
the QD laser with a quasi ideally distributed (symmetric) 
ensemble of QDs exhibits a chirp-free operation.'491 Par- 
ticipation of excited states might cause a nonsymmetric 
gain curve, which increases the linewidth enhancement 
factor. A narrow QD distribution and well-resolved ener- 
gy levels of 1.3-pm QD lasers favor substantial reduction 
in a. The linewidth enhancement factor below the onset of 
gain saturation has been measured to be as small as 0.1 in 
QD lasers,r501 which is significantly lower than values 
reported for QW lasers. 

For nearly all applications large spatial coherence of 
the laser light is needed to focus the beam. Narrow stripe 
devices with index guiding that gives rise to fundamental 
transverse mode operation are limited in the output pow- 
er by the onset of catastrophic optical mirror damage 
(coMD).'~" The solution of gain-guided broader area 
devices has been fraught with the problem of filamenta- 
tion and higher order modes, which destroy the spatial 
coherence.[521 As beam filamentation strongly depends on 
the linewidth enhancement factor ( a - f a ~ t o r ) , ~ ~ ~ '  QD- 
lasers, which are conjectured to show a reduced a-factor, 

-30 -20 -10 0 10 20 30 
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Fig. 17 Near field cross sections in horizontal direction (slow 
axis) for 6-pm stripe QW laser emitting at 1 . 1  pm (a), QD laser 
emitting at 1 . 1  pm (b), and QD laser emitting at 1.3 pm (c). 
Cavity length is 1.3rnm in all cases. 

are expected to show suppressed filamentation compared 
to QW lasers. 

Recently, near-fields and beam-qualities (M2) were 
compared for a narrow stripe 1.1 -pm emitting QW laser, a 
1.1-pm emitting QD laser, and a 1.3-pm emitting QD 
laser.[541 The cross section in the lateral direction (slow 
axis) of the near fields for output powers of 20,40, and 60 
mW is shown in Fig. 17a for the QW laser and in Fig. 17b 
and c for the QD lasers emitting at 1.1 and 1.3 pm, 
respectively. The near fields of the QD lasers are Gaussian 
for all output powers up to 60 mW. In the QW laser, 
filamentation is present already at an output power of 20 
mW. With increasing output power, filamentation 
increases with more sharp peaks appearing in the beam 
profile. Additionally, for higher drive currents side lobes 
next to the laser ridge emerge, too. The beam qualities 
(M2) were studied as a function of stripe width for QW 
and QD lasers.[541 At an output power of 20 mW, M2 
increases for the QW laser from a value of 2.6 for a 3-pm 
stripe laser to 4.7 for a 10-pm stripe laser. Thus even for a 
narrow stripe width of 3 pm no lateral fundamental mode 
emission could be achieved for this gain-guided QW laser. 
In the case of the QD lasers the situation is quite different. 
Lateral fundamental mode emission ( M ~ <  2) is demon- 
strated up to a stripe width of 8 pm for the I .l-pm QD 
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laser and up to 9 pm for the 1.3-pm QD laser at an output 
power of 20 and 45 mW, respectively. 

REDUCED CARRIER LATERAL TRANSPORT 

Three-dimensional camer localization in QDs leads to a 
dramatically reduced lateral carrier spreading in the active 
area of QD lasers. Carrier capture time from the GaAs 
matrix to the wetting layer was measured to be less than 
1 psec for QDs emitting at long wavelengths.[55' The 
capture from the wetting layer into the QDs is also very 
e f f i ~ i e n t . ' ~ ~ ]  The fabrication of single-mode lasers 
may require etching through an active region. For QW 
devices this would lead to nonradiative recombination of 
carriers within a diffusion length at the processed surfaces. 
In contrast, in a QD structure, carrier transport in the 
lateral direction is suppressed, which makes the surface 
recombination insignificant. Thus leakage currents in 
narrow stripe QD lasers are expected to be lower that 
those in QW devices. In Ref. [56], bright photolumines- 
cence at 300 K was demonstrated from very small 0.2-pm 
mesas at room temperature, indicating that using QDs as 
an active medium indeed permits a dramatic reduction of 
the surface recombination in deeply etched devices. 

In QD lasers, lateral transport toward defects in the 
active area and, correspondingly, nonradiative recombi- 
nation are also suppressed. This results in reduced 
sensitivity of the performance of QD lasers to defects in 
the active area. The influence of high-energy proton 
irradiation on the device properties of QD lasers was 

investigated in Ref. [57]. Quantum dot lasers demonstrat- 
ed enhanced radiation hardness in contrast to QW devices, 
which indicates that using QDs is promising for lasers 
in hard radiation environment. First degradation experi- 
ments on QD lasers demonstrated the potential of QD 
lasers for increased operation lifetime.'589591 

HIGH-POWER OPERATION 

High differential efficiency, low threshold current, and 
suppression of filamentation make QD lasers very 
promising for high-power applications. Recently, light- 
current characteristics in QW, quantum wire, and QD 
lasers have been theoretically treated.'"] Quantum dot 
lasers were shown to have a major advantage over 
conventional QW laser from the viewpoint of high-power 
operation. According to Ref. [60], in properly optimized 
QD lasers the light-current characteristic is linear with 
both the internal and external quantum efficiency being 
close to unity up to very high injection current densities 
(15 k ~ l c m ~ ) .  Output power in excess of 10 W at an 
internal quantum efficiency higher than 95% was shown 
to be attainable in broad area devices. 

Present broad-area QD lasers emitting in a spectral 
range of 0.94 -1.3 pm show CW output powers of 3-6 
w . [ ~ ~ ~ ~ ~  Fig. 18 shows the pulsed performance of QD 
lasers based on 10-fold stacked QDs. The cavity length is 
1.45 mm and uncoated facets are used. Differential 
efficiency as high as 85% and a threshold current den- 
sity as low as 90 Ncm2 are realized. The characteristic 

" 
0 2 4 6 8 

Current, I (A) 
Fig. 18 Pulsed light-current characteristic at room temperature of a broad area QD laser emitting at 1.3 pm. Stripe width is 100 pm, 
stripe length is 1.5 mm. 
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temperature is 150 K in a temperature range of 0-70°C. 
All the key numbers are better than those for commercial 
InP-based 1.3-pm devices. Narrow 7-pm-wide stripes 
demonstrated single-transverse-mode kink-free CW oper- 
ation up to 330 mW for uncoated facets.[651 

VERTICAL CAVITY SURFACE EMllTlNG 
LASERS BASED ON QUANTUM DOTS 

Vertical cavity surface emitting lasers (VCSELs) emitting 
at 1.3 pm are very promising for use in high-bit-rate 
transmission lines for telecommunications. Until recently 
only the InPlInGaAsP material system has been utilized to 
fabricate long-wavelength semiconductor lasers because 
the crystal composition of InGaAsP can be adjusted to 
produce emitters in the required wavelength region. How- 
ever, the performance of current long-wavelength lasers 
still lags behind that of their shorter-wavelength counter- 
parts. The problem limiting the performance of InP-based 
QW devices is a strong temperature dependence of their 
characteristics caused by insufficient electron confine- 
ment in the active region.[661 This leads to poor temper- 
ature stability of the threshold current and emission 
wavelength, as well as to high values of threshold current 
densities. Besides, the cost of InP-based devices is 
substantially higher than that for GaAs-based ones. 

An additional disadvantage as far as fabrication of 
commercial long-wavelength vertical cavity lasers based 
on traditional InGaAsP-InP heterostructures is concerned 
is the lack of adequate Bragg mirrors. Mirrors of 
InGaAsP-InP layers have a small refractive index 
difference. Thus a Bragg mirror with 50 or more periods 
is required to achieve the reflectivity value (>0.99) 

needed for lasing. The introduction of wafer-bonded 
GaAsIAlGaAs Bragg mirrors to InP-based active regions 
has led to an improvement in device performance.[671 
However, the wafer-fusion technique represents a com- 
plex technological process and therefore expensive for 
large-scale production. In addition, bonded interfaces 
have low quality, resulting in, for example, increased 
resistance. Other recent approaches (using top metamor- 
phic AlAs-GaAs DBR, or using AlGaAsSb-based DBRs 
on InP substrates) do not solve the problem of reliability 
and cost efficiency, and may be competitive only until 
the production-oriented GaAs-based technology is de- 
veloped. Thus for the fabrication of commercial 1.3-pm 
VCSELs it is essential that the whole structure, including 
the active area, is grown on the same GaAs substrate, 
which would enable it to use monolithic high-contrast 
lattice-matched GaAs-Al(Ga)As or ox~dized GaAs-A10 
Bragg mirrors. 

Two approaches are successfully applied for long- 
wavelength GaAs-based VCSELs: using InGaAs-GaAs 
QDs and nitrogen doping of InGaAs layers.1681 Self- 
organized QDs are particularly advantageous for VCSELs 
as they offer the possibility to realize bery low threshold 
current density and high temperature stability in properly 
optimized devices. Owing to suppressed carrier lateral 
transport very small VCSELs can be fabricated without a 
deterioration of operating characteristics. 

The first 1.3-pm VCSELs grown on GaAs substrate 
was realized in Ref. [69]. The VCSEL design is sche- 
matically shown in Fig. 19. The microcavity is surrounded 
by (p) and (n) Alo.98Gao.02As layers (less than E.14-thick) 
followed by 12-thick (p) and (n)GaAs current spreading1 
intracavity contact spacer layers doped to 10" cmp3. In- 
tracavity contacts are used. The spacer layers are followed 

light out 

intracavity t 
metal contacts - Ih-thick pcavity active region 

I GaAs substrate I 
Fig. 19 A schematic cross section of vertical cavity surface emitting laser with QD active region, oxide current aperture, and 
oxide DBRs. 
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Fig. 20 L-I-V curves of a 1.3-pm emitting GaAs-based QD 
VCSEL at various temperatures. 

by DBRs composed of alternating Alo.98Gao.02As and 214- 
thick GaAs layers. The Alo,98Gao,02As layers in the DBR, 
as well as those surrounding the optical cavity, are selec- 
tively oxidized to form Al(Ga)O. The QDs are centered in 
a Ikthick GaAs optical microcavity, whose edges are 
doped to 1 0 ' ~  cmp3. The ends of the microcavity are 
composed of AlXGal -,As linearly graded from x=0.02 up 
to 0.98. The CW light power-current-voltage (L-I-V) 
characteristics of a QD VCSEL are shown in Fig. 20. The 
threshold current of the QD VCSEL remains practically 
unchanged with temperature increase. The electrolumi- 
nescence measurements from a test structure indicate that 
the lasing proceeds via the QD ground-state transition. 
The maximum differential efficiency is 64%. The emis- 
sion wavelength is near 1.3 pm (1.28-1.306 pm de- 
pending on the particular position on the wafer). Variation 
in the threshold current across the wafer is N 10%. The 
lasing threshold (1.2 mA) is constant down to 0.5-pm 
oxide apertures, due to reduced carrier lateral diffusion. 
During the lifetime test in excess of 700 hr CW at 35°C no 
change in the performance of the device is found. 

CONCLUSION 

Since the first realization of injection lasing'61 via self- 
organized QDs, tremendous progress has been achieved in 
the field of QD lasers. Development of sophisticated 
growth techniques resulted in arrays of In(Ga,As)-GaAs 
QD with a relatively small (< 10%) inhomogeneous 
broadening, large confinement energies of electrons and 
holes, and emission wavelength of about 1.3 pm. Lasers 
based on such QD arrays demonstrated unique character- 

istics such as low threshold current density, high temper- 
ature stability of threshold current, high differential 
efficiency, and small linewidth enhancement factor 
(a-factor). The QDs are also very promising as an active 
medium for high-performance, cost-efficient, 1.3-pm 
VCSELs. We believe that further progress in QD growth 
as well as deeper understanding of the physics of QD 
lasers will result in the perfection of their characters, 
reveal new exciting properties, and finally lead to a new 
generation of high-performance commercial devices for 
different applications. 
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INTRODUCTION 

Current epitaxial crystal growth techniques, with their 
precise monolayer (ML) control, have led to abrupt het- 
erointerfaces in 111-V and group IV semiconductors. This 
remarkable heterointerface control is responsible for 1 -D 
carrier confinement in the growth direction: When a thin 
layer is formed from a more narrow bandgap material in 
the larger bandgap host, a quantum well (QW) is formed. 
In the 111-V material system, this QW has had a dramati- 
cal impact in both semiconductor research and main- 
stream semiconductor technology. Although significant 
effort has been concentrated toward extending this control 
to 2-D and 3-D confinement with quantum wires and 
quantum dots, the results have been encouraging but not 
resounding. This is generally because lithography tech- 
niques typically used to provide increased lateral con- 
finement do not have the monolayer resolution that is 
available through epitaxial growth techniques. Further- 
more, because of interfacial damage, it is difficult to di- 
rectly pattern active regions using processing. Although 
useful structures can be fabricated using surface pattern- 
ing,[I4' these techniques are not suitable for all structures. 
In the 1990s, a purely epitaxial technique was developed 
to produce quantum dots in the InAsIGaAs and GeISi 
semiconductor systems. This technique utilizes the strain- 
induced islanding of the Stranski-Krastanow (SK) growth 
mode, in which the growth surface islands compensate for 
the increase in energy caused by extra interface surface 
with a decrease in accumulated strain energy. 

The formation of quantum dots by strain-induced 
islanding has provided a simple, lithography-free method 
to produce dense ensembles of quantum dots. Unlike the 
classical self-assembly processes in nonepitaxial systems, 
in this system, the energies associated with the epitaxial 
growth process still dominate those that drive the nano- 
structure formation process. The result is nanostructure 
features that are not identical but still similar. Strain-in- 
duced island formation is perhaps more akin to other 
surface and interface phenomena such as surface spinodal 
decomposition,[51 surface reconstruction, and ledge-and- 
step f~rmation. '~ '  In fact, our general observation is that 
the ensemble uniformity and spatial periodicity of InAs 

islands follow more closely these processes than the self- 
organized formation of more classical structures such as 
carbon nan~tubes '~ '  or self-assembled protein struc- 
t u r e ~ . [ ~ '  Unfortunately, the dominance of the epitaxial 
process and the large surface migration processes com- 
mon in this growth lead to large inhomogeneous island 
size distributions: The spectral features are broadened 
with respect to QWs, and the narrow, atomic-like transi- 
tions are lost in the ensemble broadening. Nevertheless, 
the association of self-organization with strain-induced 
islanding, specifically with respect to direct bandgap 
semiconductors, has done much to focus attention on the 
possible utility of this system. Although the phenomeno- 
logical process of strain-induced islanding was observed 
60 years ago, the association of spectral features with 
these islands was made by Tabuchi et a ~ . , ~ ~ ]  whereas the 
general possibilities of this system have been noted, de- 
veloped, and championed by Leonard et al.['O1 This re- 
search is encouraging and lively, and with further fine- 
tuning of the growth processes, as was needed in the 
development of the successful QW technology, inhomoge- 
neous broadening can be reduced. 

OVERVIEW 

The strain-induced quantum dot formation approach has 
been used effectively to investigate the 0-D structure in 
nanoscale systems leading to a rich array of re~ul ts . [ ' l - '~~ 
New devices, where the active regions are composed of 
these quantum dot ensembles, have demonstrated im- 
proved characteristics. However, except for the improved 
thermal stability of lasers demonstrated by Heinrichsdorff 
et al.,'14] most of these improvements result not from the 
0-1) confined system but from material compliance. For 
example, the useful wavelength range of light-emitting 
diodes (LEDs) and lasers based on GaAs substrates has 
been extended, but this is not a result of increased carrier 
confinement. In addition, nearly all of these results rely on 
the random arrays of islands with slightly varying sizes, 
and the quest for atomic-like ensembles, either ordered or 
random, has not been demonstrated to date. This is clearly 
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because of the less dominant, secondary role of the en- 
ergies that drive this ordering process in epitaxial systems. 

However, there are benefits to the integration of self- 
ordering processes with epitaxial deposition. Creating 
active regions away from processing interfaces and plac- 
ing these regions within doping and barrier structures 
while utilizing semiconductor processing and fabrication 
techniques are attractive approaches to nanostructure 
fabrication. To this end, we have investigated ways in 
which vertical growth precision can be incorporated to 
develop new structures and improve the size and spatial 
distribution of the strain-induced quantum dot ensemble. 
In this chapter, we discuss the effect of epitaxially 
layering InAs islands with small spacer layers of the GaAs 
host c r y ~ t a l [ ' ~ ~ ' ~ ~  as a technique to create either small, 
well-controlled, vertically coupled structures, or as a 
mechanism to create an ordered surface array of quantum 
dots. Because of the strain distribution present around 
the InAs islands, GaAs deposited on top of an InAs 
island layer preferentially migrates away from individual 
InAs dots, resulting in a planarized growth front. If the 
deposited GaAs is thin enough so that the strain field is 
still present on the GaAs surface, when subsequent InAs is 
deposited, there is preferential migration to regions above 
InAs islands. In this way, InAs island layers, separated 
by thin GaAs spacer layers, can be vertically aligned in 
columns.['71 

Two properties can be optimized using these columns. 
First, the confined energy states within the InAs quantum 
dots are no longer isolated when two InAs dots are ver- 
tically aligned and separated by only a thin GaAs spacer 
layer. The energy states couple or extend into the adjacent 
dots.[151 Second, in a subsurface dot layer, the strain dis- 
tribution from adjacent InAs dots can interact so that a 
surface strain distribution results, which is a superposition 
of strain distribution of the subsurface InAs dots.['81 In 
regions where island density is larger than some equilib- 
rium value, the strain from individual subsurface islands 
will interfere so that the surface strain will be a super- 
position of the subsurface distribution. In regions where 
the island density is smaller than some critical value, the 
adjacent strain fields from subsurface islands will not in- 
terfere as significantly and the resulting surface strain 
distribution will have regions unaffected by subsurface 
islands. By depositing multiple island layers, the surface 
strain distribution can, in theory, be made uniformly pe- 
riodic. Because the surface strain distribution resulting 
from the superposition of subsurface island strain affects 
the surface diffusion, increased spatial ordering of InAs 
islands on the surface can result. Furthermore, because the 
size distribution of dots in a layer is affected by variations 
in the nutrient field surrounding a stable island by creating 
a more uniform spatial distribution of nucleation sites, the 
island size distribution can be made more uniform. Thus 
subsurface layers of InAs dots can be used to create a 

more structurally and spatially uniform top layer of 
quantum dots. When optimized to enhance coupling be- 
tween vertical dots, we call the structures "vertically 
coupled quantum dot columns." When optimized to en- 
hance surface quantum dot uniformity, we call the struc- 
tures "subsurface island superlattices.' ' 

Before discussing the details of the vertical quantum 
dot layers, we discuss two salient features of single-layer 
InAs quantum dot ensembles: the control of ensemble 
density and the state of in-plane localization. Both of these 
effects depend on molecular beam epitaxy (MBE) growth 
conditions. The "Introduction" provides a general intro- 
duction to the formation of single quantum dot layers by 
this technique, in addition to particular discussions of 
ensemble density and localization. The rest of the chapter 
is broken into two sections on multiply quantum dot layer 
growth. The vertical electronic coupling in quantum dot 
columns is first discussed, whereas ordering by subsurface 
island superlattices follows. 

SINGLE-LAYER lnAs 
QUANTUM DOT ENSEMBLES 

Theory of Island Formation 

In homoepitaxial crystal growth of cubic materials, the 
(100) growth surface is the lowest energy facet plane.''91 
If the growth temperature and flux rates are appropriate, 
adatom attachment on the growth surface is to kink and 
ledge sites, or at island nucleation regions. Thus crystal 
growth proceeds by the lateral growth of kinks and ledges, 
or by the expansion oflat monolayer-scale high islands. 
Ideally, as one monolayer is filled, new monolayer-high 
nucleation sites are created, and the 3-D (100) growth 
surface propagates. In contrast, during heterogeneous 
crystal growth, as more adatoms are deposited onto the 
growing surface, this growth surface can go through 
structural changes that can be as dramatical as the com- 
plete loss of epitaxial coherency, or as small as changes in 
surface reconstruction, surface roughness, or abruptness of 
a h e t e r o i n t e r f a ~ e . ' ~ ~ ~ ~ '  In the case of InAs on GaAs, the 
lattice mismatch is 7.2%. The critical thickness for re- 
laxation by dislocation generation is 45 ,&, or approxi- 
mately 15 unstrained InAs monolayers according to the 
Matthews-Blakeslee This critical thickness is 
based on the mechanical equilibrium of an existing in- 
terfacial dislocation. A more accurate theory, based only 
on the energy density required to generate (not propagate) 
an interfacial dislocation, indicates the complete absence 
of a critical thickness.[251 Although this approach cannot 
be assumed accurate at such large misfit, it does suggest a 
significantly smaller critical thickness. Because of the 
similar InAs and GaAs crystal structures, at least one 
chemisorbed monolayer of InAs can he assumed to be 
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stable on the GaAs substrate. Below the critical thickness 
or after a chemisorbed layer, a metastable phase can exist. 
This is phenomenologically known as the SK growth re- 
gime.[261 In the SK growth of InAs on GaAs, there is a 
thickness region where excess strain is partially accom- 
modated by surface islanding. This growth regime is a 
transitional growth mode between a compliant planar 
growth regime that characterizes ideal MBE growth and a 
plastically relaxed growth, because as islands grow and 
merge, the surface area can no longer expand to accom- 
modate the increasing strain energy. 

Without kinetic effects, island size and shape are pre- 
dominantly determined by the Gibbs free energy balance: 

where Vo is the molecular volume, y is the surface tension, 
and K is the surface curvature (the inverse of the radius 
of curvature). SIJk, is the compliance matrix and ok[(x)  is 
the stress field at x. S l l k l ~ k l ( ~ ) = t y  is the strain, so that 
~ / ~ E ~ ( x ) G ~ [ ( x ) V ~  is the accumulated strain energy. yKVo 
is the extra surface energy and is the total unstrained 
planar crystal energy. If the epitaxial lattice mismatch 
were not present, the strain would be absent and the 
curvature (K) that minimizes the system energy would 
be zero-corresponding to a flat surface. Thus the lattice 
mismatch strain leads to a nonflat growth surface with 
an island size determined by the minimization of Eq. I .  
Entropy-of-mixing terms and reduction in the strain 
energy because of alloy mixing in the near-surface re- 
gion are not included in Eq. 1 .  Because of surface dif- 
fusion limitations, the surface curvature will take the 
form of a periodic roughness a cos kx, where a is the 
roughness amplitude and k is the roughness wave- 
number. If z and n are the local in-plane and surface 
normals, whereas x and y denote the global crystal in- 
plane and normal directions, then by geometry, the 
stresses on the traction free surface are: 

a,, = a,, cos2 0 + oyy sin2 6, + 2oxy cos 8 sin 0 ,  

a,, = on,  = 0 ,  along the surface (2) 

To solve for a,,, an Airy solution of the form: 

is used. The stress on the islanding surface is:[27-291 

where the y origin is taken as the mean surface. As more 
materials are deposited, the amplitude a increases. When 
a approaches the thickness of the heteroepitaxial layer, 
the troughs of the roughened surface begin to impinge 
on the heterointerface and stop because the mismatch is 

no longer present. The trough regions become extended 
as more materials are transferred away from the inter- 
face region to the peaks of the roughened surface, 
resulting in distinct islands.1201 The island shape is de- 
tennined by the details of the facet-dependent surface 
energy y. In the InAsIGaAs system, the islands are 
formed from (136) facets.['O1 

Based on Eq. 1, as heteroepitaxial material is deposit- 
ed, the growth surface remains initially flat until the ac- 
cumulated strain energy exceeds the energy associated 
with creating extra surface area. The flat region is called 
the wetting layer in SK growth, and is inherent in this 
growth mode. Although the concept of critical thickness 
mentioned previously is based on a continuum model, 
there has been the~retical"'-"~ and experimental evi- 
d e r ~ c e ' ~ ~ '  showing dislocation and crack nucleation at 
island edges, suggesting that the islands formed during 
growth play a more central role in the transition to relaxed 
heterogeneous crystal growth. 

Experimental Control of 
Quantum Dot Properties 

Growth of dislocation-free islands 

Except where noted, the InAs dot structures described in 
this chapter were constructed from epitaxial layers de- 
posited in a Varian Gen I1 MBE system. The system uses 
an As2 flux that is produced by thermally decomposing the 
As.$ flux commonly used as the arsenic source in MBE. In 
addition, the As source has an adjustable valve, so that the 
VAII flux ratio can be precisely controlled. In this way, we 
can control the surface diffusivity of In. The VRII beam 
equivalent pressure ratio is kept at 9 for all layers, except 
where noted. Except where noted, the InAs island region 
anti all subsequent depositions were conducted at 500°C, 
as measured by the substrate thermocouple, which corre- 
sponds to 457°C using a more accurate optical tech- 
nique.[351 Where growth temperature is varied, it is 
reported as thermocouple temperature and is approxi- 
mately 50°C higher than the actual temperature. Each 
InAs island layer is composed of the equivalent of 3 M L  
of planar InAs deposited at a rate varied between 0.1 and 
0.2 pm/hr. The GaAs growth rate was 0 .2  prnlhr. Photo- 
luminescence (PL)  spectra were obtained using an Ar+ 
ion laser with samples mounted in a circulation He 
cryosta't, except for the LEDs, which are measured at 
room temperature. 

Atomic fbrce microscopy (AFM) images of the 
islanding surface for different InAs coverages are shown 
in Fig. This figure shows the transition in the SK 
growth regime between isolated 3-D island growth and 
coalesced island growth at 500°C. Fig. l a  shows isolated 
islanding at 2 M L  of surface coverage. Just below this 
coverage (2 ML) of InAs, the epitaxial surface is planar. 
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Fig. 1 AFM images of InAs islands formed from various 
amounts of InAs deposition at 500°C. (a) After 2 ML on InAs, 
(b) 3 ML of InAs, (c) 4 ML of InAs, and (d) after 6 ML of 
InAs. The InAs islands are not covered with GaAs, but left bare 
for AFM imaging. The AFM is conducted ex situ, under ambi- 
ent conditions. 

This abrupt transition to island growth just below 2 ML 
has been observed by several With 2 ML of 
deposited InAs, the average island diameter is 150 A. 
Transmission electron microscopy (TEM) investiga- 
t i o n ~ [ ~ '  indicate that these islands are defect-free. When 
the equivalent of three planar monolayers of InAs (Fig. lb) 
has been deposited, the additional material is accommo- 
dated by an increase in island size and density. The island 
size increases because more materials have been deposited 
and migrate to the islands. The increase in island density is 
more complicated and is related to the local wetting layer 
structure. Because of the lattice mismatch, the wetting 
layer thickness is only 1.8 ML. Thus very small differ- 
ences in thickness and strain energy at different sample 
positions, corresponding to the equivalent thickness on the 
order of 0.2 ML (0.6 A), will result in regions that are still 
growing planarly because this critical wetting layer 
thickness has not been exceeded, and regions that contain 
islands because the critical wetting layer thickness has 
been exceeded. As more materials are deposited, the 
planar thickness is exceeded over more regions of the 
sample and the island density increases. 

When an additional 1 ML of InAs is deposited, so that 
the total InAs deposited is 4 ML (Fig. lc), a significant 
change in surface topology is evident. The distribution in 
island size increases significantly and it appears that there 

are two distinct types of islands. The larger islands are 
formed by the coalescing of initially isolated islands, 
which have plastically relaxed through dislocation gen- 
e r a t i ~ n . ' ~ ~ ' ~ ~ ]  By 6 ML of InAs deposition (Fig. Id), the 
transition to a surface topology of plastically relaxed 
islands is complete. 

Fig. 2 shows PL spectra corresponding to the structural 
transformations observed in Fig. 1. The PL measurements 
of InAs QWs and quantum dots formed with varying 
thicknesses of InAs were taken at 8 K using a lock-in 
technique with a cooled Ge detector for the quantum dot 
spectra and a Si detector for the QW spectra. The InAs 
layers have GaAs barriers and are located 500 A below the 
sample surface. When 1.5 and 1.75 ML of InAs are de- 
posited, the observed luminescence energy and linewidth 
are consistent with a uniform InAs (or InGaAs) QW. 
When the total deposited thickness increases from 1.5 to 
1.75 ML, there is a red shift in the spectral peak position 
because the width of the QW increases. When an addi- 
tional 0.25 ML is added so that the total deposited InAs is 
2 ML, the spectral peak position and shape change dra- 
matically. This is the transition to the quantum dot en- 
semble structure shown in Fig. 1. This shift occurs when 
only 0.25 ML (0.75 A) is added to the surface. The cor- 
relation of luminescence structure with the change in 
physical structure clearly shows that the luminescence 
originates from the InAs dot regions. In the QD ensem- 
bles, the average height is 40 A and the dots are unalloyed, 
whereas in the QW, the thickness is less than 40 A and the 
well is alloyed with GaAs because of vertical diffusion. It 
will be shown later in the chapter that significant alloying 
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Fig. 2 The 8-K PL of several samples, which contain InAs 
thicknesses that vary between 1.5 and 3.75 ML. There is a 
transition from planar growth to dot growth between 1.75 and 2 
ML. The intensity decrease between 3 and 3.75 ML is because 
of nonradiative recombination. (View this art in color at www. 
dekker.com.) 
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Fig. 3 The 4-K microphotoluminescence of etched posts containing quantum dots. In (a), the unprocessed sample shows the 
inhomogeneously broadened luminescence from the QD ensemble. The wetting layer is at 850 nm. In (b), luminescence from many 
individual quantum dots in a 2-pm post is shown. In (c), luminescence in a single quantum dot in a 100-nm post is shown. (View this art 
in color at www.dekker.com,) 

is present in the QW region but absent in the quantum dot 
region, leading to a higher energy bandgap in the QW 
region than in the QD region. Both the bandgap shift and 
the change in confinement contribute to the red shift in 
QD luminescence with respect to the QW luminescence. 
The QD linewidth increases because of the size distribu- 
tion in the dot ensemble. The luminescence is attributed to 
an ensemble of InAs dots of different sizes and shapes that 
each have very narrow, atomic-like spectral line- 
~ i d t h s . ' " ~ ~ '  The integrated intensity also increases when 

the deposited thickness changes from 2 to 3 ML. This is 
because of an increase in InAs dot density, as seen in 
Fig. 1. When the amount of deposited InAs is increased 
from 3 to 3.75 ML, the spectral peak position again shifts 
to lower energy because of the increasing size of the InAs 
islands. However, the integrated intensity now begins to 
decrease because of defect generation, which acts as 
nonradiative recombination site. 

One of the major issues in the fabrication of quantum 
dots by strain-induced islanding is that the narrow, 
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atomic-like emission from single quantum dots is hidden 
in the inhomogenously broadened ensemble lumines- 
cence. Although it is not the purpose of this chapter to 
investigate the characteristics of single quantum dots, it is 
instructive to briefly investigate the emission from the 
isolated quantum dots forming the ensemble. By reducing 
the number of quantum dots sampled, single quantum dot 
features can be observed. This can be accomplished by 
etching posts into the quantum dot sample and observing 
the luminescence from individual posts. In Fig. 3a, PL 
from a single InAs quantum dot layer sample is shown. 
The wetting layer position is 850 nm and the peak of the 
quantum dot ensemble emission is 885 nm (1.40 eV). 
Posts isolating the quantum dot layer were fabricated by 
electron beam lithography and dry etching, after which 
microphotoluminescence measurements were made on 
isolated posts. These measurements were made by G. S., 
M. Pelton, and Y. Yamamoto. In Fig. 3b, micro- 
photoluminescence from a single 2000-nm post is shown. 
The spectrum shows luminescence from a large number of 
closely spaced quantum dot features. By reducing the post 
size, the number of quantum dots within a post is reduced. 
In Fig. 3c, the post size is reduced to 100 nm and emission 
from a single quantum dot can be observed. The typical 
linewidth is 0.9 A (140 peV) and is limited by the spec- 
trometer resolution. The linewidth of the wetting layer 
peak at 850 nm is not significantly reduced because it is a 
continuous 2-D feature, where the major contribution to 
luminescence broadening is the thickness variation in the 
growth direction that fluctuates on spatial scale much 
smaller than the post diameter. 

Substrate temperature 

The substrate temperature also affects the InAs QD size 
and luminescence properties. Fig. 4 shows PL spectra 
from InAs QD samples where each sample consists of the 
equivalent of 3 ML of InAs, and only the growth tem- 
perature has been varied. The growth temperature was 
changed from 5 15°C to 455°C. As the growth temperature 
is decreased, the spectral peak representing the QD en- 
semble undergoes a blue shift and the linewidth is re- 
duced. The blue shift in the spectral peak position is 
because of the reduction in the average dot size. In Fig. 5, 
an AFM image of the bare dot surface of two samples is 
shown. The two growth temperatures are 455°C and 
500°C. The dot size is reduced from 200 A to less than 
150 A because of the reduction in In surface diffusion. 
The dots formed at the lower temperature are less distinct 
than the dots formed at 500°C. Although the quantum dots 
are less uniform when grown at 455"C, the spectral line- 
width is smaller than in the well-formed QDs grown 
at 500°C. 

d 
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Fig. 4 Spectra of dot structures grown at different growth 
temperatures. Each sample contains a dot layer composed of the 
planar equivalent of 3 ML of planar InAs with an undoped GaAs 
cap. (View this art in color at www.dekker.c.om.) 

To explain this result, we first show that the small-scale 
roughness in the lower-temperature samples does not have 
a significant effect on luminescence broadening. Assume 
that a quantum dot exciton has a Hamiltonian of the form 
H = He+Hh+Veh = Hex, where He and Hh are the Hamil- 
tonians for individual electrons and holes, and Veh is 
the Coulomb attractive potential. Now assume that in a 
quantum dot, the individual electrons and holes have a 
Hamiltonian that is perturbed by roughness potentials Ve,d 
and Vh,d, respectively. If HeXo and Hh,O are the unperturbed 
QD electron and hole Hamiltonians, the new Hamiltonian 
is H=Hex,o+ Ve,d+ Vh,d. Assuming that the exciton is in the 
ground state, so that HolRcm, 1s) =ERcmlRcm, 1 s ) ,  the varia- 
tion in the confining potential of the exciton is: 

which we approximate by a combined potential energy 
component and a geometrical component, so that: 

where AVrough is the change in Coulombic attraction be- 
cause of local variations in confinement, %, is the wave- 
length of roughness perturbation, U B  is the exciton Bohr 
radius, and n is a geometrical factor that increases as the 
confinement goes from 1-D to 3-D. AVmugh cannot be 
larger than the Coulomb binding energy, or new con- 
finement regions are formed. In addition, ic values larger 
than aB lead to inhomogeneous broadening. Thus the 
maximum broadening occurs when 2, and AVmUgh are of 
the order of a~  and the Coulomb binding energy, re- 
spectively. This occurs for our case of InAs dots in GaAs 



Quantum Dots: Electronic Coupling and Structural Ordering 

Fig. 5 AFM images of the bare dot surface of two samples identically prepared, except for the growth temperature. In (a), the growth 
temperature is 500°C, whereas in (b), the growth temperature is 455"C, as measured by the substrate thermocouple. The vertical height 
scales are indicated and are different in these two images. (View this ar! in color at www.dekker.com.) 

when the dot radius equals the exciton radius, which is 
approximately 100 A. Because the small-scale roughness 
that is dominant in the lower-temperature sample is much 
smaller than 100 A, it does not significantly contribute to 
the ensemble luminescence broadening. 

In fact, the structure of the lower-temperature dot 
sample reduces the broadening for a different reason. 
Because the barriers between the quantum dots are not 
well defined, the excitons (or electrons and holes) can 
become partially extended into adjacent quantum dots. 
This leads to reduced spectral broadening because these 
carriers interact with an average potential. If H is the 
average Hamiltonian and AH, is the variation from this 
average seen by carrier i, then the energy variation in 
ground-state excitons is: 

But this is reduced as the exciton samples more dots (and 
is eliminated completely in the trivial case when the ex- 
citon samples all of the dots). Therefore the broadening 
decreases as the dots become less defined and the carriers 
becomes less localized. The reduction in spectral broad- 
ening can be further enhanced if acoustic phonon scat- 
tering is present between the partially extended states of 
adjacent quantum dots. This scattering will allow carriers 
to move to the lowest energy state of the overlapping 
states. In such a case, the luminescence spectrum will no 
longer be Gaussian: The higher energy component of the 
Gaussian distribution will be reduced as carriers relax into 
the lower energies of the partially overlapping states. 
Evidence of this can be observed in Fig. 4, where the 
luminescence spectrum of the sample grown at 455OC is 
no longer symmetrical. 

Although the PL linewidth is reduced and excitons 
become less localized in any particular dot, this is not 
coupling from overlapping identical states, nor is this 
complete delocalization and band formation. The ob- 
served narrowing is a result of the weakened in-plane 
localization, not a result of any increased uniformity in the 
dot ensemble. Additional confirmation of our model can 
be seen by investigating the variation in the spectral 
linewidth with sample (cryostat) temperature during 
measurement. At low temperatures, the spectral broad- 
ening is dominated by inhomogeneous broadening from 

Temperature (K) 

Fig. 6 The spectral linewidth as a function of temperature for 
two samples fabricated at different growth temperatures. The 
narrowing in linewidth as the temperature initially increases is 
because of reduced localization. 
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the QD ensemble, whereas at high cryostat temperatures, 
the spectral broadening is dominated by thermal broad- 
ening. Fig. 6 shows the results of variable-temperature PL 
for the two cases described above. An unusual feature in 
the figure is the initial decrease in spectral linewidth ob- 
served in both samples with increasing sample tempera- 
ture. The linewidth reduction is caused by a decrease in 
the inhomogeneous broadening as the sample temperature 
increases. The presence of further spectral linewidth nar- 
rowing confirms that complete delocalization is not 
present. We believe that the increased spectral linewidth 
reduction is because of variable range hopping between 
quantum dot regions. This is a thermally activated process 
involving states of varying energy. We note that them- 
ionic emission above the quantum dot barriers is an un- 
likely explanation because the barrier between the con- 
fined states and the QW wetting region is too large to be 
of issue at this temperature. 

We have confirmed that the QDs formed at low 
growth temperatures are distinct from the wetting layer 
QW regions by fabricating QWs with 1.5 and 1.75 ML 
of InAs. Results of low-temperature PL measurements 
on these samples are shown in Fig. 7. The data in 
Figs. 4 and 7 have been combined into Fig. 8. A linear 
fit is shown between the 1.5- and 1.75-ML QWs grown 
at 500°C and is extended to the 3-ML region of the 
figure. Although the 3-ML QD spectral peak position 
converges to approximately 1.25 eV, the linear fit from 
the QW region is at a much higher energy; it is clear 
that the PL peak of the QD ensemble is not converging 
to the QW (wetting layer) peak position. Although the 
QD luminescence blue shifts with decreasing growth 
temperature, the QW luminescence red shifts because 
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Fig. 7 PL spectra of QWs grown at different growth 
temperatures with thickness of either 1.5 or 1.75 ML. 
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Fig. 8 PL spectra of QWs and quantum dots grown at differ- 
ent growth temperatures indicating that even at low tempera- 
ture, the quantum dots luminescence is distinctly shifted 
from the QW luminescence. (View this art in color at www. 
dekker.com.) 

of a combination of reduced In desorption and re- 
duced alloying. 

VIIII flux ratio and quantum dot density 

One of the largest determinants of the density of QDs 
formed using MBE is the VnII flux Fig. 9 shows 
AFM images of surfaces where the V/III flux ratio has 
been varied while the InAs growth rate is maintained 
constant at 0.19 pmhr.  The VnII ratio is decreased from 
36 in Fig. 9a to 18 in Fig. 9b, and finally to 9 in Fig. 9c. As 
the VnII ratio decreases, the 3-D island density increases, 
whereas the island diameter remains unchanged. The is- 
land density changes from 42% for a V/III ratio of 36, to 
49% for a VnII ratio of 18, to 8 1 % for a VnII ratio of 9. In 
MBE growth, decreasing the V/III ratio increases the In 
surface migration length. If the island density can be 
modulated by adjusting the In adatom surface diffusion 
on the islanding surface, then the island diameter should 
also change, but this is not observed. However, decreasing 
the VAII ratio also increases the In adatom surface dif- 
fusivity in the wetting layer, allowing it to approach a 
more equilibrium state with respect to uniform strain and 
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Fig. 9 AFM images of the difference in island density when 
the VIIII flux ratio is changed from 36 i n  (a), to 18 in (b), and, 
finally, to 9 in (c). In all cases, the growth temperature 
was 50OoC, the growth rate was 0.19 pmlhr, and 3 ML of InAs 
were deposited. 

uniform roughening. This situation allows for a more 
uniform and simultaneous transformation to an islanding 
surface, and hence a more dense island distribution on top 
of the wetting layer. 

Decreasing the VIIII flux ratio increases the concen- 
tration-dependent surface diffusion in the wetting layer 
and hence increases the 2-D island size (pill boxes) in the 
wetting layer. It is important to make clear the distinction 
between 3-D islands nucleating on top of the wetting layer 
and 2-D islands contributing to the layer-by-layer growth 
of the wetting layer. The 2-D islands nucleate between 
surface steps and coalesce into a layer. In typical MBE 
growth, their density and hence average size at which they 
coalesce are affected by surface diffusion: Increasing 
surface diffusion can lead to larger 2-D islands in the 
wetting layer. A layer composed of larger 2-D islands will 
have a more uniform strain distribution than one com- 
posed of smaller 2-D islands because of relaxation at is- 
land edges; thus this leads to a more uniform transition to 
an islanded surface and an increased 3-D island density. In 
addition, the increased surface diffusion will also allow 
the growth front to roughen more uniformly, and hence 
more uniformly develop into 3-D islands of increased 
density. Although two effects within the wetting layer that 
will increase the 3-D island density on top of this region 

have been described, it is not known whether one or both 
of these effects dominate. 

ELECTRONIC COUPLING IN VERTICALLY 
ALIGNED QUANTUM DOTS 

Quantum Dot Columns 

In addition to the limitations of lithographically defined 
quantum dots described in the "Introduction," currently, 
lithography can only be used to define in-plane features 
and cannot be used to form arbitrary 3-D quantum dot 
arrays. In this section, we show how arrays of InAs islands 
in a matrix of GaAs can be vertically stacked and verti- 
cally aligned, and we show that such a structure produces 
electronically coupled quantum dots in the growth direc- 
tion. Vertical alignment of islands was demonstrated 
several years ago.[421 These results showed the vertical 
alignment of two layers in the context of a degenerative 
roughness process in InGaAs QWs in GaAs, and was 
believed to be associated with dislocation generation. 
Here we show the vertical alignment of up to 75 islanding 
layers with no associated dislocation generation. These 
vertically aligned islands have been designed to be elec- 
tronically coupled by using a thin GaAs spacer layer so 
that the vertical barrier between dots is small. Although 
these vertical columns do not provide the freedom to make 
arbitrary 3-D arrays, this technique produces in situ ver- 
tical 1-D QD arrays. 

In these structures, the thickness of the GaAs spacer 
layer between InAs islanding layers is defined as the 
thickness between adjacent wetting layers, and not the 
thickness between islands. For a 56-A GaAs spacer layer, 
the separation between islands in adjacent islanding layers 
is approximately 15 A. In Fig. 10a, a high-resolution TEM 
image of 10 layers of InAs dots shows several vertically 
aligned InAs dot columns. The sample is tilted slightly off 
the zone axis to reduce strain contrast, so that the dark 
regions in the layered structure are predominantly from 
the increased scattering of the heavier In atoms. The top 
InAs layer produces much larger, more rounded, and 
diffuse islands, which we believe are more heavily alloyed 
with GaAs than the InAs islands in the lower layers. The 
presence of a new InAs wetting layer close to the peak of 
the lower islands inhibits mixing of GaAs with the InAs 
islands. AFM measurements indicate that the islands are 
approximately 180 A in diameter, which is confirmed in 
Fig. 1Oa. AFM measurements also indicate that the in- 
plane island size does not change significantly when 
islanding layers of 10 or fewer are added.['@ Although the 
small spacer thickness impedes vertical alloying with 
GaAs, the island shape remains consistent with ( 1  13) 
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Fig. 10 (a) TEM (110) cross-sectional image of several 
columns of vertically aligned InAs islands (dark regions). (b) 
Selected area diffraction pattern of TEM sample in (a) showing 
superlattice diffraction spots in the (001) growth direction. 

sides, as observed by other workers.[431 Several TEM 
images made perpendicular to the zone axis to enhance 
the lattice contrast were investigated for dislocations in 
the layer island regions; none was observed. A search 
for dislocations at the upper interface between the InAs 
islands and the GaAs cap was done by tilting the sam- 
ple up to 30" off the zone axis; again, no dislocations 
were observed. 

A selected area diffraction (SAD) pattern is shown in 
Fig. lob. Superlattice and InAs diffraction spots are 
present at all non-in-plane reciprocal lattice points. Of 
particular interest are the bright and faint reflections to the 
left of the GaAs reflections for non-in-plane reflections, 
such as the (004) reflection. Calculations indicate that the 
brighter secondary spots are because of the superlattice 
unit cell and are determined from the average composition 
and lattice constant of the superlattice. The faint reflec- 
tions further to the left of the GaAs spot are because of 
InAs and a higher-order superlattice reflection. In re- 
ciprocal space directions that are not the growth direction 
or the in-plane direction, such as the [224] direction, the 

InAs reflections correspond to an in-plane InAs lattice 
constant that is pseudomorphically strained. Because the 
InAs islands form aligned columns, there are two separate 
diffracting regions that are structurally connected: the 
wetting layer regions without columns and the column 
regions. High-resolution X-ray diffraction (HRXRD) in 
the [OOl] direction will be discussed later and confirms 
that the superlattice diffraction results from the pseudo- 
morphically strained wetting layer region. Because of the 
high island density, if the islands were relaxed through a 
dislocation mechanism, this relaxation should extend to 
the wetting layer region; however, this is not observed. 

In Fig. 11, a high-resolution TEM cross section high- 
lighting a single column of InAs islands is shown. It 
clearly indicates the individual InAs islands and their 
vertical alignment. The 1.8-ML InAs wetting layer'441 is 
not observed. X-ray diffraction (XRD) and cross-sectional 
STM results discussed in "Theory of Quantum Dot Ver- 
tical Alignment" show that the wetting layer diffuses 
vertically; therefore it is very difficult to image with the 

Fig. 11 TEM image showing one column of  vertical!^ aligned 
InAs islands. The island height is approximately 40 A, and the 
in-plane dimension is approximately 180 A. 
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microscope. The island height is approximately 40 A, but 
is difficult to accurately determine because, at the island 
peaks, only a small number of InAs atoms remain in cross 
section to contribute to the contrast, and the observed 
cross section may not intersect the island centers. The 
lower island interface is flat and abrupt, indicating that the 
GaAs fills in and smoothes the islanding interface. As in 
Fig. 10, the island dimensions in the uppermost islanding 
layer are much larger and, from the contrast change, ap- 
pear to be alloyed with GaAs. To the right of the island 
column in Fig. 11 is a four- or five-layer column that does 
not continue through the upper layers. This decrease in 
island density after five layers is also observed in our 
AFM re~u l t s "~]  and is consistent with predictions by 
Tersoff et al.[181 

Theory of Quantum Dot Vertical Alignment 

The vertical aligning of InAs islands is easily understood 
within the context of an energy balance between interface 
free energy terms and the lattice mismatch-induced strain 
energy. The islands form to reduce the large hetero- 
epitaxial free energy component and allow the strain in 
InAs to partially relax. Because the InAs is partially re- 
laxed, subsequent GaAs deposition is favored in the 
nonislanding regions, and the valleys between islands will 
be initially filled. When the islands are covered, the GaAs 
on top of the islands is locally more stressed than the 
GaAs in adjacent regions between the islands. When a 
new InAs islanding layer is initiated, the locally stressed 
GaAs regions above the old InAs regions become favor- 
able low-energy attachment sites. 

The stress field on the islanding surface was described 
in Eq. 4 as:[27-291 

The strain is &;=Sijgii, where So is the compliance matrix. 
The surface strain is largest on the crest of the islands. 
Therefore Ga adatoms attaching to the crystal surface at 
island peaks are more strained than in nonisland regions: 
There is a strain gradient toward the area between the 
islands. Thus In adatoms see a potential gradient in the 
opposite direction. The gradient is expressed as: 

The mobility M is given by: 

where D is the diffusivity and kT is the thermal energy. 
The flux J along the surface is proportional to this gradient 
through the surface adatom concentration c. But if a 

concentration gradient develops, it also affects the surface 
flux, so that: 

J = =  V V c - D V c =  

If the stress gradient exceeds the concentration gradient, 
Ga adatoms diffuse to the planar regions, whereas In 
adatoms diffuse to the island regions. 

The local strain relaxation that occurs by islanding in 
one: layer facilitates preferential island formation directly 
on top of islands in subsequent layers. The islanding 
process reduces the interface energy by limiting the con- 
tact of InAs with the GaAs underlayer, and allows the 
InAs free surface to partially relax. This partial relaxation 
is expected to be removed as the InAs island is covered by 
Ga.4~.  However, if only a thin layer of GaAs is added to 
the islanding layer, the removal of the partial relaxation 
will not be complete and the strain field from the buried 
InAs island will extend to the surface, leaving the GaAs 
locally strained and possibly distorted. In such a case, the 
region above a buried InAs island will act as a preferential 
nucleation site for further islands. Note that the InAs 
wetting layer and islands form a coupled system, yet SAD 
and XRD indicate that the wetting layer is unchanged by 
this preferential islanding and stacking process. The TEM 
and AFM observations that there is only a marginally 
small change in the island size with the addition of 10 
island layers implies that the modification of the local 
surface strain state by the buried InAs island is not 
yet pronounced enough to measurably change the lat- 
tice mismatch. 
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Fig. 12 The 8-K PL of vertically stacked dot layers. The 
variation in spectral peak position and linewidth is shown when 
the number of stacked dot layers changes from 1 to 10. 
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Electronic Coupling in 
Quantum Dot Columns 

Results from 8 K PL measurements are shown in Fig. 12. 
The single-layer sample is the 3-ML spectrum shown in 
Fig. 2. Again, the broad luminescence of the single-layer 
sample is a result of variations in the size of the InAs 
islands. It is observed that for increasing layers of InAs 
islands, the spectral peak position shifts to lower ener- 
gies and the spectral linewidth decreases. In comparison 
to the single island layer centered at 1.22 eV, the PL 
peak shifts 73 meV for five layers of islands and an 
additional 19 meV for 10 layers of islands. Because 
TEM and AFM measurements show that the change in 
the island size is small, we attribute the shift in spectral 
peak position to vertical coupling between InAs islands 
within a column. There is a 25% reduction in the 
spectral linewidth between the single islanding layer and 
the 10 islanding layers. In all cases, the spectral line- 
shape is Gaussian. 

The spectral peak shift and linewidth reduction result 
from vertical coupling of islands in a column. The tun- 
neling between vertical islands allows carriers to migrate 
to the lowest energy dot in the column, resulting in a 
spectral peak shift to lower energy. However, because the 
number of dots contributing to the spectra is many orders 
of magnitude larger than the 10 dots in each column, this 
effect is not responsible for the spectra changes observed 
here. Vertical coupling also results in spectral peak shifts 
and linewidth changes by reducing the ground-state con- 
finement energy of each dot column. A miniband is 
formed; it is the sum of the bonding and antibonding states 
from the overlap of the individual wavefunctions in a 
column. The individual dot is approximated as either a 
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Fig. 13 Changes in (a) spectral linewidth and (b) energy are 
shown as a function of the number of vertical islanding layers. 
Both exponential fits use the same fitting parameter. 

sphere or a box with infinite potential barriers so that the 
linewidth of the ensemble is proportional to: 

where E is the coupled energy level. Axi and xi are the 
variation of the size and the average size of an island in 
the ith direction, respectively. The tight-binding formal- 
ism is used to model the coupling and resulting energy. In 
the tight-binding model for a superlattice: 

where Ei is the uncoupled energy in each dot, Si is the 
energy change in each dot when an adjacent dot perturbs 
the barrier potential, and Ti cos(qd) is the wave function 
overlap term, with dot spacing d and uavevector q. Here 
the bandwidth 4Ti is approximated to increase as eC"'dC I ) ,  

where c is a fitting parameter weighting the overlap and d 
is the number of coupled dots. In this analysis, the spectral 
peak position and spectral linewidth are fitted using the 
same coupling parameter, and it is assumed that conduc- 
tion band coupling is dominant. The fit to the peak posi- 
tion and spectral linewidth is shown in Fig. 13. It is found 
that the peak shift and the reduction in linewidth can be 
fully attributed to the change in ground-state energy be- 
cause of coupling. 

The strongest coupling state results if all of the dots 
within a column have the same energy. This coupling will 
produce the largest spectral peak shift. However, such a 
state will not result in the largest reduction in the energy 
linewidth because if all of the dots within a column have 
the same energy, the in-plane size variations will insure a 
variation in the lowest miniband state in the ensemble of 
columns. The weak coupling state, where carriers tunnel 
through the vertical barriers in a dot column, produces 
small changes in spectral peak position and linewidth. 
These changes arise from the increased spatial extent of 
the dot wavefunctions and not from the strong overlap of 
coupled states. An interesting case is the intermediate 
coupling state, in which the vertical variation in the island 
size in a single column has the same distribution as the in- 
plane island size variation in an island layer. This cou- 
pling state produces the largest reduction in spectral 
linewidth because all of the dot columns now have the 
same size distribution. Because it has been shown that a 
significant element of the in-plane island size variation is 
caused by small spatial flux nonuniformities across the 
growth surface,'451 it is unlikely that the vertical distri- 
bution in island size can be made equal to the in-plane 
island distribution. Thus some significant inhomoge- 
neous spectral broadening will always remain, as is the 
case here. 
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An additional source of spectral red shift and linewidth 
reduction is that as the number of island layers increases, 
the islands may be increasing in size or relaxing. This has 
not been observed in these 10-layer samples in our TEM 
or AFM characterization; however, changes in island size 
are observed in larger columns, as will be seen later in this 
chapter. If such changes were present here (yet too small 
to observe) and were responsible for the energy shift, we 
still do not observe spectral features from individual dot 
layers in the column, which would result in increased 
linewidths. Thus even in this scenario, weak coupling 
(tunneling) from islands in a column to the lowest energy 
state in the column would still be present. 

The coupling in columns can be further investigated by 
varying the spacer layer thickness between the InAs island 
layers. The spacer layer thickness in a 10-islanding layer 
structure was changed between 40 and 50 A, and 75 and 
85 A. Because these thicknesses are the approximate 
thicknesses between the wetting layer regions of adjacent 
islanding layers, the actual vertical spacing between 
islands varies between 0 and 45 A. The 8-K PL results for 
these structures are shown in Fig. 14. The results indicate 
an increased spectral peak shift in the 40 spacer sample 
as compared with the 50-A sample. This is consistent with 
the increased coupling that would be associated with a 
thinner spacer region. In addition, the spectral linewidth 
increases when the spacer layer thickness is reduced to 
40 A. The increased spectral linewidth is caused by a 
disruption in the island structure because the spacer layer 

Energy (eV) 

Fig. 14 The effect of varying the spacer layer thickness from 
40 to 85 A is shown. The energy shift is because of the change in 
electronic coupling. The narrowest linewidth is found in the 
sample with a 50-A spacer layer. (View this art in color at 
www.dekker.com,) 
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Fig. 15 The 8-K PL of a 10-layer QD sample with an 85-A 
spacer is compared to a single-layer sample to show how the 
larger spacer layer produces a broad high-energy spectral 
shoulder that indicates incomplete columns. (View this art in 
color at www.dekker.com.) 

is now approximately equal to the island height. However, 
the spectral peak shift is smaller in the sample with the 
85-A GaAs spacer than the sample with the 50-A GaAs 
spacer. Here the increased spacer thickness reduces the 
electronic coupling between islands. In addition, a broad, 
high-energy shoulder is also apparent in the spectrum with 
the 85-A spacer. This shoulder is caused by isolated or 
only partially aligned islands, where coupling is either not 
present or is diminished. In Fig. 15, the sample composed 
of 10 QD layers with 85-A GaAs spacer regions is shown 
with the single-layer sample to further illustrate the how 
the high-energy shoulder corresponds with isolated or 
partially aligned columns. 

We have shown that the wavefunctions of the isolated 
dots become vertically extended in the vertically aligned 
dot columns. When the states become vertically extended, 
the carriers occupying these states become delocalized 
and sample an average dot potential. This situation is 
similar to the in-plane delocalization that results when 
dots formed at low growth temperatures have rough, 
poorly defined structures (see "Single-Layer InAs 
Quantum Dot Ensembles" and Fig. 6) and there is in- 
plane delocalization when the PL temperature is raised, 
except that the vertical columns are a controlled 1-D chain 
of dots. We would not expect an increase in the PL 
measurement temperature to reduce the luminescence 
linewidth as with the single-layer samples. In Fig. 16, the 
variation in spectral linewidth with varying sample tem- 
peratures is shown for a single InAs QD ensemble sample 
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Fig. 16 Variable temperature PL of (a) a single-layer InAs dot sample and (b) 10-layer InAs quantum dots layers. (View this a r t  in 
color at www.dekker.com.) 

and one with 10 InAs QD layers. Although the single- 
layer sample shows the effects of inhomogeneous broad- 
ening discussed in "Theory of Quantum Dot Vertical 
Alignment," the 10-layer sample does not and is pre- 
dominately thermally broadened. 

LEDs Using Coupled Quantum Dots 

It is naturally desirable to extend device performance 
successes gained using QWs in electronic and optoelec- 
tronic devices to structures with more reduced density of 
states (DOS), such as quantum wires and quantum dots. 
For optoelectronics, the implementation of such structures 
should result in increasingly efficient LEDs, lower 
threshold lasers, and novel nonlinear optical devices if: 1) 
the QD size is reduced to allow for room temperature 
applications; 2) the QD size uniformity is improved to 
take advantage of the sharp resonances in the QD DOS; 
and 3) reliable and simple fabrication techniques are de- 
veloped. The QD structures described earlier have large- 
enough confinement energies for room temperature 
applications; however, the variation in the dot size leads to 
large inhomogeneous broadening and a loss of the sharp 
luminescence from the 0-D energy states. We believe that 
a major advantage of the self-assembled QDs is the high 
dot densities that can be produced in these self-organized 
random arrays. As shown in "Electronic Coupling in 
Quantum Dot Columns," these densities can approach 
80% of the ideal close-packed array density, and will be 
important for optoelectronic device applications.'411 In 
addition, we believe that the multilayer dot column 
structure will have an additional impact on optoelec- 
tronics. Other groups have made impressive contributions 
in QD lasers'461 (see the chapter in this book by D. Bim- 

berg), and it is not our desire to describe such results. 
However, we would like to show in this section how some 
of the properties of these dot columns can be used in 
optoelectronic device structures. 

The vertical columns of quantum dots described in 
"Electronic Coupling in Quantum Dot Columns" can be 
used to increase the optically active volume of LEDs. 
LEDs are demonstrated in which the active regions are 
composed of columns of InAs QDs containing either 1,5,  
or 10 QDs. Measurements indicate that the single dot layer 
diode is more efficient than the coupled multidot column 
diodes. However, at high injection levels, spectra show 
that much of the luminescence intensity in the single-layer 
sample is because of the QW formed by the preislanding 
(wetting) layer and recombination in the doped cladding 
regions. Luminescence from these regions is nearly 
eliminated in the multidot column samples. Thus these 
columnar QD structures may be important to understand 
high injection conditions, such as lasing. Because of 
variations in the island size, these diodes are spectrally 
broad and the sharp spectral features associated with 
0-D DOS of these structures are lost. However, of con- 
siderable practical importance for optical communica- 
tions is that spectral peak emission at 1.3 pm has been 
achieved.'471 

The LED structures consist of an n-type GaAs bottom 
cladding layer of 0.75pm and a p-type GaAs top cladding 
layer of 0.29 pm. The diode intrinsic region is 0.1 1 pm 
thick and contains an active region of either 1, 5, or 10 
InAs island layers in a GaAs matrix. The devices were wet 
etched to form 20 x 20 pm mesas. The devices are bottom- 
emitting and only a portion of the light that is generated in 
the intrinsic region reaches the bottom interface. The 
numerical aperture (NA) of the collecting objective is 
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Fig. 17 The light output vs. bias current for three LEDs that 
use either single, 5, or 10 dot layers at the device active region. 
(View this art in color at www,dekker.com.) 

0.25. Therefore neglecting scattered light from different 
interfaces passing into the objective, only about 1% of the 
light generated in the intrinsic region is collected by the 
objective and measured. 

Light output collected through the substrate for the 
three LEDs is shown in the power output vs. current (GI) 
curves of Fig. 17. Two features are apparent. First, in the 
linear region of each curve, the slope of the diode with 
only a single quantum dot layer is higher than the slope of 
the diodes containing multidot columns. As the number of 
dots in a column increases, the steady-state carrier con- 
centration throughout the active regions becomes more 
nonuniform, diminishing the radiative recombination rate. 
Carrier transport, particularly hole transport, is slowed 
because the carriers must tunnel through several dots in a 
column to recombine. Additional evidence of decreased 
radiative recombination rate is the small flattened onset 
region in the diodes containing multi-QD columns. If the 
nonradiative recombination rate is increased, then more 
current is required to overcome the nonradiative recom- 
bination and the slope of the I-V curve is initially de- 
creased. The second feature seen is an increase in 
saturation current and peak intensity. Because there are 
more dots available, there is now an increased number of 
states for which recombination can occur. Thus as the 
number of dots in a column increases, the optically active 
QD volume increases; this shows the effectiveness of 
the vertically aligned, columnar QD system. The lu- 
minescence in these diodes comes from two distinct 
regions: the QW wetting layer, and the QDs nucleated 
on top of the QW. As will be seen, at high currents, a 
significant portion of the luminescence from the single 

QD layer diode observed in the L-I curve originates 
outside the QD region, whereas the luminescence is well 
confined to the QD regions in the diodes containing 
columns of multiple QDs. 

The spectra of diodes containing columns of 1, 5, or 10 
Infis QDs are shown in Fig. 18. As the number of QD 

Wavelength (nm) 

Fig. 18 Luminescence spectra for three diodes with different 
numbers of quantum dot layers in the active region with various 
current bias. (a) Single quantum dot layer, (b) columns of five 
quantum dots, and (c) columns of 10 quantum dots. 
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Fig. 19 Comparison of the three diodes with columns of 1, 5 ,  
and 10 quantum dots using the same current of 15 mA. 

layers increases, the spectral peak position of the diode 
shifts to longer wavelengths and the spectral linewidth 
decreases (Fig. 12). As the current increases in each of the 
diodes, luminescence from the doped GaAs cladding re- 
gion increases at 900 nm. This luminescence feature is the 
luminescence shoulder from recombination in the doped 
region of the diodes where bandgap narrowing is present. 
From top-emitting LED samples, it is estimated that one- 
half of the feature (the region below 900 nm) is absorbed 
by the GaAs substrate. Carriers travel through the active 
region and recombine with majority carriers in the doped 
region. The prominence of this feature is significantly 
reduced as the number of QDs in the dot columns is in- 
creased because carriers are more effectively captured in 
the InAs dot region. The spectra of the diodes with a 
single QD layer (Fig. 18a) exhibit an additional feature 
between the main QD peak and the luminescence from 
recombination in the barriers, which is absent in the 
diodes containing columns of multiple QDs. This extra 
peak is because of radiative recombination in the QW 
wetting layer region. The peak position is well modeled, 
assuming a strained, coherent InAs wetting layer (QW) 
with a wetting layer thickness of 1.8 ML, a thickness 
observed in Fig. 1 and by other researchers.[433441 The 
coupling of dots in the QD columns is larger than the 
coupling between QWs, so that the dominant carrier 
transport is through the QD columns. 

As the current increases in the diodes, the spectral 
peaks in all samples shift to shorter wavelengths. The 
LEDs are biased under d.c. conditions. Sample heating is 
not responsible for this effect because it will reduce both 
the InAs and GaAs bandgaps similarly and produce a red 
shift in each. The spectral shifts with bias are larger in the 
single-layer QD diode, whereas they are equal in the two 

multi-QD column samples. In all cases. the spectral peak 
shift stabilizes at higher currents. The spectral peak shifts 
result when the lower-energy states from larger QDs be- 
come saturated. The extra shift in the single QD layer 
sample results from the proportionally larger lumines- 
cence from the QW wetting layer. 

A comparison of the three different diodes at the same 
current of 15 mA is shown in Fig. 19. In the single-layer 
QD diode, the intensity increase between 6 mA (Fig. 18a) 
and 15 mA results almost entirely from recombination in 
the QW InAs wetting layer and the GaAs barrier region; 
the energy states contributing to the main 0-D spectral 
peak luminescence are saturating. Thus this luminescence 
is a mixture of light from the 2-D QWs and light from the 
0-D QDs. The luminescence intensity of the diodes con- 
taining the multi-QD columns results entirely from the 
0-D energy states. At 15 mA, the peak intensity of the 
diode with five dot columns is larger than the peak in- 
tensity with 10 dot columns. Even without scaling, it is 
apparent that the internal quantum efficiency of the device 
is reduced between the 5- and 10-dot column samples. 

An approximate comparison of internal quantum effi- 
ciency can be made by comparing the diodes when the 
current per QD layer is equal, and the luminescence in- 
tensity is scaled by the number of QDs in a column. This 
is shown in Fig. 20, where the current per dot layer is 
3 mA. The normalized peak intensity of the diode with the 
single dot layer is the highest of all the diodes, so that even 
with respect to only the 0-D luminescence, the single- 
layer diode has the highest efficiency. As observed in 
multiple quantum well (MQW) LEDs, holes are not being 
evenly distributed throughout the multi-QD column active 

Wavelength (nm) 

Fig. 20 Comparison of the three diodes with columns of 1, 5, 
and 10 quantum dots where the current per quantum dot layer 
is constant at 3 mA for each of the three diodes. The 
luminescence from each diode is divided by the number of 
QD layers in each diode. 
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region because their large effective mass reduces their 
tunneling probability between QDs in a column. However, 
the effects of nonradiative recombination processes, such 
as recombination at crystalline imperfections, must also 
be considered. This does not appear to be the case because 
the slope of the I-V curves of diodes with either 5 or 10 
dot columns is similar, implying that there is no signifi- 
cant increase in nomadiative recombination between the 
two diodes. 

In summary, the increased active volume of the co- 
lumnar structure containing multiple QDs leads to in- 
creased peak luminescence intensity and reduced carrier 
recombination in the doped GaAs region. However, this 
comes with a penalty, which is a decrease in luminescence 
efficiency as the QD column size increases. It is believed 
that the reduced luminescence is because of a partitioning 
of holes in the QD columns, but other effects such as 
nonradiative recombination at structural defects cannot be 
ignored. Finally, in the diodes containing QD columns, the 
luminescence from the QW wetting layers regions is 
eliminated because the coupling within the dot columns 
facilitates carrier transport through the QD columns. This 
is a significant advantage to using the quantum dot col- 
umns because early laser structures appear to lase through 
the wetting layer states or excited states of the dots. Be- 
cause of the hole partitioning in columns with many dot 
layers, an optimum quantum dot active region should 
contain columns with a limited number quantum dots. The 
number will vary depending on the structure, but the 
results shown here indicate that columns containing about 
five QDs adequately balance the reduction in QW lumi- 
nescence without significant hole transport penalties. 

IN-PLANE lnAs ISLAND ORDERING USING A 
SUBSURFACE ISLAND SUPERLATTICE 

Columns Composed of 
Many Quantum Dot Layers 

The focus of "LEDs Using Coupled Quantum Dots" was 
the electrical coupling that can occur in vertical columns 
of a small number of quantum dot layers. A different ef- 
fect can be observed when a large number of layers are 
stacked. In this regime, the column structure can increase 
the structural and spatial uniformity of the uppermost in- 
plane QD ensemble. Although we have explored some of 
the structural properties of these columns in "LEDs Using 
Coupled Quantum Dots" using TEM, we will more 
closely examine these properties using AFM, XRD, and 
cross-sectional scanning tunneling microscopy (STM). 

A cross-sectional STM image of columns of five 
InAs QDs is shown in Fig. 21. Here the image size is 

Fig. 21 Cross-sectional STM empty states image of two 
columns of InAs quantum dots (bright) in a GaAs matrix (dark). 
The field of view is 600 A in ( 1  10) (horizontal) and in (001) 
(vertical). (Courtesy of W. Wu and J. R. Tucker.) 

600 x 600 A. This and other STM images were made by 
W. Wu and J. R. Tucker at the University of Illinois, 
Urbana-Champaign. These samples are prepared by in situ 
cleaving in a 5.5 x 1 0 "  Torr chamber to expose the 
( I  10) surface. The measurements are made at room tem- 
perature. The STM image is an empty states image de- 
rived from current variations across the surface when 
electrons tunnel from the STM tip to available states in the 
valence band. Because of the charge transfer on the (1 10) 
111-V unreconstructed surface, empty valence band states 
are localized on the group 111 sublattice. Thus this imaging 
highlights Ga or In atoms. Because of the narrower 
bandgap of InAs and the larger size of the In atom (which 
pushes the exposed In further out into the vacuum), the 
tunneling current is higher in the In-rich regions than in 
the Ga-rich regions. Hence, the contrast is directly related 
to the mole fraction of In. In these images, discrete bright 
areas are the result of In surface atoms. Fainter bright 
spots are assumed to be from In atoms in the next group I11 
layer below the ~ u r f a c e . ' ~ ~ , ~ ~ '  

This image, as well as other STM images, are con- 
sistent with the TEM micrographs. The in-plane dot 
diameters in Fig. 21 are approximately 130 A and the 
heights are 30 A. The spacing between the two columns is 
200 A. As in cross-sectional TEM, the exact diameter 
cannot be measured directly from these images because 
the cleave does not necessarily bisect the center of the 
QDs. TEM and STM are complimentary measurements. 
The advantage of this STM technique will be seen later 
in {his section: Although TEM images are formed by 
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Fig. 22 Cross-sectional STM image of (a) the region between two 20-layer quantum dot columns showing In diffusion between 
dot columns, and (b) the region around a column indicates no significant In diffusion from the dot regions. (Courtesy of W. Wu and 
J. R. Tucker.) 

columns of atoms in the plane of the image, the STM 
images are formed from states close to the surface. Thus 
individual In atoms that have diffused into GaAs regions 
can be imaged with STM. In addition, the DOS can also be 
examined using STM by sweeping the tip voltage. 

We now focus on uniformity improvements that can be 
made using large columns containing up to 75 layers of 
dots. In these structures, there is an interaction between 
neighboring columns, which imposes a strain field on the 
growing surface and can lead to dot ensembles of both 
increased size uniformity and increased spatial uniform- 
ity. We begin by showing that, despite the layering of dots 
to form columns, the InAs diffusion from these dots is 
limited, especially with respect to the large InAs diffusion 
observed in the wetting layer regions. 

In Fig. 22, a cross-sectional STM image of two adja- 
cent 20-layer columns of InAs islands is shown. As in 
Fig. 21, the STM image is an empty states image high- 
lighting tunneling current differences associated with Ga 
or In. In Fig. 22a, a speckled band, which is the planar 
wetting layer region, is present between the dot columns. 
This region has been shown by various groups to consist 
of between 1.6 and 1.8 ML of InAs, determined through 
reflection high-energy electron diffraction (RHEED). 
Although it has been shown in earlier InAs planar epitaxy 
studies that the surface segregation in this layer results in 
a broadly alloyed region,[48-501 in ' strain-induced quantum 
dot research, it is often assumed that this region remains 
relatively intact. In Fig. 22a, the In diffusion can be easily 
seen to extend to the height of the InAs dots, which is 
approximately six unit cells. 

We have observed the global structure of this wetting 
layer region using XRD. In Fig. 23a, XRD results are 
shown for a sample consisting of 10 InAs dot layers. The 
XRD was conducted using a Philips 4 crystal X-ray dif- 

fractometer. In the figure, we observe superlattice dif- 
fraction from a supercell consisting of the GaAs spacer 
and the InAs. Peaks for the n=O, + 1, and + 2  reflections 
are present, with the (004) GaAs substrate peak residing 
between the n=O and n = l  reflections. A fit using a 
dynamic diffraction model gives (Fig. 23a) a strained 
InAs thickness of 1.9 ML (k0.2 ML) and a GaAs thick- 
ness of 52 A. Our interpretation of these results is that the 
wetting layers (in the dots wetting layer system) are the 
only contribution to the superlattice diffraction. Because 
Fig. 23a represents symmetrical diffraction about the 
(004) GaAs reflection, the dot regions, with their varying 
InAs and GaAs vertical sections, should not contribute to 
superlattice diffraction. The only extensive regions with 
periodic structure in the growth direction are the regions 
of the sample without InAs dots where only the wetting 
layers are present. To verify this result, XRD was con- 
ducted on a similar sample with only InAs wetting layers. 
This sample is composed of 10 periods of 1.5 ML of InAs; 
the GaAs spacer layer is 50 A. The results are shown in 
Fig. 23b. When fitted using the same diffraction model, 
the best fit occurs for 1.5 ML (approximately 9 A) of 
strained InAs. 

This measured value of 1.9 ML for the 10-layer dot 
sample is close to the 1.8-ML wetting layer thickness 
observed by other researchers using RHEED. The 
RHEED measurements determined the equivalent amount 
of materials deposited leading to the dot transition, 
whereas this XRD measurement determines the wetting 
layer thickness after the dot transition. Because the tran- 
sition to island growth results in an overall change in the 
surface topology, it is interesting to note that the wetting 
layer thickness is unchanged by the transition to islanding. 

The width and decay of the superlattice diffraction in 
Fig. 23 indicate the uniformity of the wetting layers over 
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Fig. 23 X-ray diffraction from (a) a 10-dot layer sample 
formed in the columnar structure, and (b) a QW 10-wetting-layer 
sample (nominally planar InAs layers). Simulations are shown in 
black. In both cases, the superlattice diffraction is caused by the 
wetting layer regions. 

the superlattice and the intermixing of the InAs wetting 
layers and GaAs spacer layers. The model indicates that 
the wetting has an alloyed profile, which decreases ex- 
ponentially from In.99Ga.olAs to In.loGa.90As in 18 A, or 
nearly two-thirds of the dot height. In addition, a small 
amount of In is present throughout the GaAs region. This 
diffusion of InAs in GaAs has been observed by other 
researchers in thin InAs QWs in The diffu- 
sion is the result of surface segregation of In. Like the 

InAs island formation, the surface segregation is a 
mechanism by which the lattice-mismatched strain can be 
reduced. After InAs has been deposited on the GaAs 
surface and GaAs deposition again begins, the In atoms 
switch sites with surface Ga adatoms. This strain-driven 
diffusion of In to the surface reduces the total system 
energy because the surface In is not completely con- 
strained by the GaAs lattice. The complete sequence of In 
diffusion occurs as follows. Through the initial deposition 
of less than 2 ML of equivalently planar InAs, the InAs 
surface remains generally planar, except for some surface 
roughness that may be present to reduce strain. With the 
addition of a small amount of In to the surface, the surface 
transforms from planar to 3-D islands. However, through 
XRD, we have shown that the wetting layer region 
remains. If the InAs deposition is terminated before plastic 
relaxation and the surface is covered with GaAs, In from 
the planar region surface segregates, leading to an alloyed 
region between the dots. A consequence of this segrega- 
tion is that the InAs quantum dots are now less laterally 
confined because the vertically diffused In decreases the 
lateral confining potential. 

In contrast to the In diffusion present in spaces between 
the dots, the In in the dot regions is remarkably stable. 
This can be seen in Fig. 22b, where an STM empty state 
tunneling image of three vertically aligned dots is shown. 
The shape of these dots is pancake-like and is the typical 
shape we observe in all samples. Although the bottom 
interface of each dot is abrupt, the top interface of the dot 
is also quite sharp; no isolated In atoms are observed in 
the vertical regions between the dots, as are seen in the 
spacer regions away from the dots. In addition, no In 
concentration gradient is observed to go away from the 
dots into the wetting layer regions (in the in-plane direc- 
tion), further indicating the stability of the In in the dots. 

We believe that the InAs in the dot regions is resistant 
to lateral and vertical diffusion because this InAs exists in 
regions where the lattice constant remains slightly dilated 
toward the InAs lattice constant. In the wetting layer 
regions, the InAs is strained to the GaAs lattice constant, 
and the full effect of strain-enhanced diffusion is present. 
In fact, if the GaAs regions surrounding the InAs dots 
have the GaAs lattice constant, then the small difference 
in lattice constant between the two regions inhibits InAs 
diffusion away from the dots (Eq. 10). 

Increased Structural Uniformity 

It has been theoretically and experimentally shown"834" 
that the vertical column structure increases the upper layer 
dot size uniformity and nearest-neighbor spatial uniform- 
ity. The increased uniformity is the result of stress fields 
from the subsurface dot layers affecting the adatom dif- 
fusion on the new surface layer. Suppose that the initial 
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Fig. 24 AFM image of (a) the top surface of a single layer of InAs dots, and (b) of the top surface after 20 layers of dots. (View this al? 
in color at www.dekker.com.) 

dot density is large compared with the adatom surface 
diffusion length, and the strain fields from adjacent 
columns overlap. Because the nucleation of an InAs island 
occurs at a strain maximum, overlapping columns produce 
maxima that are closer together. With increased layering 
of islands, the strain maxima become closer together and 
columns will eventually be eliminated. If the initial dot 
density is sparse compared with the adatom surface dif- 
fusion length and the island strain distribution, new dots 
will nucleate between existing columns. Overall, some 
equilibrium density of islands will result. In this state, the 
strain field should be periodic over the growth surface; the 
spacing between strain maxima will be determined by 
strain, overlayer thickness, and surface diffusion. The 
nearest-neighbor distance between nucleating dots will 
become constant, resulting in uniform nutrient fields 
around each dot and thus a more uniform dot size distri- 
bution. In our work, we assume that the ideal equilibrium 
surface of a single dot layer is a dense array of dots in 
which the dots form from strain-induced surface rough- 
ness. Therefore the formation of columns should decrease 
the dot density in the uppermost dot layer. 

A decrease in island density and an increased island 
uniformity are immediately apparent when comparing the 
bare InAs dot surfaces after a single layer of dots and after 
20 layers of dots have been deposited. This is shown in the 
AFM images of Fig. 24. A statistical evaluation of the 
AFM images in Fig. 24 is found in Figs. 25 and 26. In 
Fig. 25, a comparison of the variation in height in the 
single-layer and 20-layer samples is shown. The average 
height increases from 43 A in the single sample to 65 A in 
the 20-layer sample. The full width at half maximum 
(FWHM) of the dot height is reduced from 17 to 10 A 
between the single-layer and 20-layer samples, even 
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Fig. 25 In-plane dot diameter variations determined from 
AFM, where (a) is for a single layer of InAs dots and (b) is 
after 20 layers of InAs dots. (View this art in color at www. 
dekker.com.) 
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Fig. 26 Height variations determined from AFM (a) for a 
single layer of dots and (b) after 20 layers of dots. (View this art 
in color at www.dekker.com.) 

though the average dot height has increased in the 
20-layer sample. In Fig. 26, a comparison of the variation 
in the in-plane dot diameter between the two samples is 
shown. The in-plane area is not circular but elliptical, and 
the two differently shaded regions in Fig. 26 represent the 
orthogonal directions with maximum and minimum 
valves. (We cannot observe the facet planes in our AFM 
imaging, and it is assumed that the island base is rectan- 
gular or parallelogram.) As for the average dot height, the 
in-plane diameter has increased after 20 dot layers. The 
average in-plane diameter of the single dot layer is 21 8 A, 
whereas the average in-plane diameter after 20 dot layers 
is 273 A. The distribution of the in-plane diameter has also 
narrowed: The FWHM of the diameter distribution is re- 
duced from 50 A (single layer) to 41 A (20 dot layers). 
There is a small but observable difference between the 
height increa5e and the diameter increase in the 20-layer 
dot distribution. The average height increases more than 
the average diameter, so that the ratio of height to in-plane 
radius changes from 0.4 to 0.48 after 20 layers (i.e., these 
dots are more hemispherical). The increase in dot height 
and diameter is in agreement with the reduced island 
density observed in Fig. 24. Because the dot density is 
reduced and the wetting layer thickness is unchanged 
(Fig. 23a), the dot size must increase. The reduction in the 
size variation in height and diameter is because of the 
more uniform local dot environment resulting from 
stacking the dot layers. Because the strain field in the dot 
layers becomes more periodic with each dot layer, dots are 
nucleated with more uniform nearest-neighbor distances, 
and hence more uniform nutrient fields. These more 
uniform surroundings lead to more uniform dot sizes. 

Cross-sectional STM reveals the way in which the dot 
columns are eliminated. Empty states images of 20 dot 
layers are shown in Fig. 27. In Fig. 27a, three columns that 
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are not terminated are shown, and indicate the well- 
aligned dot column structure. In Fig. 27b, several columns 
are eliminated through the dot layering process. Two types 
of column elimination are present, yet it is not clear 
whether these two types of elimination are indeed distinct. 
The first process is by simple extinction: The column 
abruptly ends. Such a column is observed in Fig. 27b on 
the left. The second type of column elimination is ob- 
served on the right: Two columns merge after only two 
dot layers, whereas still another column dramatically 
bends toward this stable column until it eventually merges 
and is eliminated. Because we only probe in one cross- 
sectional plane, we cannot be sure that the column that 
abruptly ends does not bend inward away from the sur- 
face; however, the abruptness in which the column ends 
suggests that this is not the case. 

If one column exerts more of an effect on the resulting 
strain field, then the position of the new dot will be closer 
to this column. Such a description will account for the 
abrupt type of column elimination we observe. However, 
the slow bending of columns is a more dynamic process. 
In this case, we believe that overlapping strain fields from 
columns produce a situation in which distinct minima in 
misfit exist near each column, but that an overall lattice 
change between the columns shifts one or more of these 
minima toward the region between columns. It is unlikely 
that the observed bending is caused by competing nutrient 
fields because this situation would drive columns away 
from each other, and this is not observed. 

Increased Spatial Uniformity 

When a large number of island layers are deposited, the 
strain created by adjacent columns interacts to create a 
surface strain distribution. We have just shown how this 
imposed strain distribution leads to structural ordering of 
the quantum dot ensemble on the surface. Similarly, the 
strain distribution becomes a template that can lead to 
spatial ordering of the new island layer. In investigating 
the limits of this ordering, we have determined that, under 

Fig. 28 AFM images of after (a) 30 layers of InAs dots 
(T,=500°C), (b) 75 layers of InAs dots (Tg=525"C), and (c) a 
single layer of dots grown to enhance surface step bunching. 

Fig. 29 Fourier transform of the AFM images of the surface of 
two InAs QD samples: (a) single-QD layer and (b) 30-QD layer. 

various crystal growth conditions, a surface unit cell of 
islands is formed on the upper layer of the superlattice. 
Although some translational properties of the unit cell are 
observed, providing initial evidence of a 2-D surface lat- 
tice of quantum dots, a well-ordered lattice is not found. 
We demonstrate that this occurs because in this material 
system, with a (100) growth surface, surface diffusion 
effects and bulk strain effects compete in a manner that 
breaks complete translational symmetry. Adjusting 
growth parameters can diminish this effect. 

An example of the variation in quantum dot ensembles 
with variations in spacer layer thickness and number of 
layers can be seen in Fig. 28. The first two images in 
Fig. 28 have different subsurface InAs dot layer param- 
eters. In Fig. 28a, the subsurface multidot structure has 
30 InAs dot layers, each containing the equivalent of 2.5 
ML of planar InAs. The thickness between each wetting 
layer region is 55 A, and the growth temperature was 
500°C. In Fig. 28b, the subsurface mult~layer contains 50 
dot layers, the wetting layer spacer is 75 A, and the growth 
temperature is 525°C. In "Single-Layer InAs Quantum 
Dot Ensembles" and our previous work,["] we showed 
that the higher the growth temperature is, the larger is the 
average InAs dot size. Thus the GaAs spacer layer must be 
increased in the sample grown at a higher temperature so 
that the growth surface can planarize between dot layers. 
In Fig. 28a and b, a qualitative alignment along (100) can 
be seen. Ordering in single-layer samples, if present at all, 
is along [ I  101 and is because of step bunching.[61 An ex- 
ample of this is shown in Fig. 28c, where the growth 
parameters where adjusted to maximize step bunching. In 
contrast to the (100) alignment seen in Fig. 28a and b, the 
alignment in Fig. 28c is in the vertical [I  101 direction. The 
alignment is caused by anisotropic surface diffusion be- 
cause of ledge and surface rec~nstruction.'~" In contrast, 
the surface alignment of InAs dots in (100) in samples 
containing subsurface dot multilayers is because of the 
interaction of the strain fields from the buried dots. 

We can begin to see the extent of the spatial ordering 
present in these structures by making reciprocal space 



Quantum Dots: Electronic Coupling and Structural Ordering 

Fig. 30 The normalized angular variation in strain on the GaAs 
surface caused by an island below the surface. Zero degrees is 
taken in the [loo] direction. 

surface maps of AFM images. The Fourier transforms of 
the AFM images for the single-layer and the 30-layer 
samples shown in Fig. 28 are shown in Fig. 29. In the 
Fourier space image of the single island layer sample, only 
a centered peak is present, indicating there is no regular 
nearest-neighbor distance between islands. In the 30-layer 
sample, there is both regular nearest-neighbor distance 
and orientation. The nearest-neighbor directions are only 
approximately the (100) directions, as shown by the thin 
lines added in the vertical and diagonal directions. Our 
explanation for this is that, although the strain distribution 
on the surface drives the unit cell of dots to have a nearest- 
neighbor direction in (loo),  the surface diffusion has 
a different preferential orientation. The anisotropic 
surface diffusivity in a sense competes with subsurface 
strain and pushes the nearest-neighbor direction slightly 
away from (100). We will show later in this chapter 
that the situation is even more interesting because the 
second nearest-neighbor directions from the strain distri- 
bution will be shown to be (1 lo),  but because of the an- 
isotropic surface diffusion, these unit cell directions are no 
longer degenerate. 

In the case of an isotropic material, the region above a 
subsurface island is strained and becomes an advanta- 
geous site for island formation because the dilated lattice 
constant is closer to the InAs lattice then the surrounding 
surface. The strain interaction of two subsurface islands 
has been calculated for the isotropic case.[521 We use one 
island as an infinitesimal "test island" in analogy to the 
test charge in electrostatics, with the convention that it 
induces a negative strain in the crystal. The strain distri- 

bution on the surface from an island submerged a distance 
L from the surface is:[I8' 

where C is constant. If two islands are in close proximity, 
the resulting surface strain distribution is the superposition 
of the strain distributions of the individual islands. On the 
2-Dl surface, the possible first nearest-neighbor island 
positions fall on a circle. If the surface diffusion rate is 
adequate, the highest density of islands (a hexagonal cell) 
willl result. If enough layers are deposited, different sur- 
face regions will coalesce into a close-packed 2-D hex- 
agonal arrangement. 

What is interesting to us is the effect of the crystal 
symmetry on this result. Thus for the moment, we ignore 
the surface diffusion effect and determine the nearest- 
neighbor arrangement from crystal symmetry. The nearest- 
neighbor ordering observed in Fig. 29 can be explained 
by the anisotropic properties of the GaAs zinc-blend 
crystal structure. The (100) directions are elastically 

(i.e., they have relatively small elastic moduli). 
Thus it is expected that nearest-neighbors should be in 
these directions. We investigate the effect of the aniso- 
tropic elasticity tensor on the orientation of the surface 
ordering by calculating the surface strain from a single 
buried island as a function of crystallographical orienta- 
tion, and then assuming that the total strain from a buried 
layer of many islands is the linear superposition of the 
strain from individual islands. We do this by using a 
known isotropic for an isolated subsurface 
island and adopting it to the anisotropic case. A more 
accurate but still approximate solution can be developed 
using the elastic stress tensor of a cubic crystal. However, 
approximations must still be made and, for our purposes, 
this simple solution is adequate. We use a Green's func- 
tion approach for a buried elliptical island where the 
island dimensions have been determined from the cross- 
sectional STM discussed in "Increased Structural Uniform- 
ity." Following Hooke's law, the stress a and strain are 
related by the elastic tensor Cijkl by C T = C ~ / E .  For rota- 
tion about the surface normal, we assume that the inverse 
of the elastic tensor (denoted by is a slowly varying 
function of the orientation in GaAs, so that the already 
known isotropic Green's functions can be applied. The 
displacement is related to stress a* induced by the buried 
InAs island by Ci jkPj j ,&=ai j ,  where ij,kl indicates partial 
differentiation by the cyclical indices k and I .  Then: 

is a solution for the displacement. An image island 
above the surface is used to force the surface tractions to 
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Fig. 31 2-D autocovariance of the AFM image in Fig. 28a. 

zero. The strain is related to the displacement by cij= 
1/2(u; , ,+~~,~) and leads to surface strain as a function of 
position x and crystallographical orientation 6: 

The subsurface island is region Q1, whereas the image 
island is region CJ2. R1 is Ix-x' l ,  where x' is on Q1, and RZ 

is the distance between a point in QZ and x. The 0 de- 
pendence of the above equation can be evaluated by 
transformation of the stiffness constants s i jk l (0 )  into a ro- 
tating coordinate system on the surface and centered 
above an island. This transformation is ,s;,= ~,~,srn,qmiqnj, 
where q,, is the transformation coefficient and is of second 
order in the directional cosines. 

Fig. 30 shows the variation of the surface strain as a 
function of crystallographical orientation. The maximum 
strain is in the (100) directions. Because InAs island nu- 
cleation will occur preferentially where the GaAs crystal 
is biaxially expanded, this direction becomes the nearest- 
neighbor direction. 

In the Fourier-transformed AFM images, we would like 
to investigate higher-order modes related to the second 
nearest-neighbors. Therefore we have examined the auto- 
covariance of the images. In Fig. 3 1, the autocovariance of 
the AFM image from Fig. 28a is shown. This sample 
contains 30 InAs dot layers. The autocovariance of a 
function f is defined as: 

Here f is a functional representation of the real space 
image in the x-y plane, p and v are the x and y translations, 
and T is a spatial limit. We now investigate primary unit 
cell directions by taking slices through this transforma- 
tion. Fig. 32 shows autocovariance data from two sam- 
ples in the (1 10) and (100) directions. Peaks in the figure 
indicate a translational correlation. In the single-layer 
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Fig. 32 Autocovariance of %FM images in the (1 10) and [loo] directions: (a) a single dot layer sample, and (b) a 30-layer dot sample. 
The 30-layer sample has 55 A spacer layers and was fabricated at 500°C. (View this art in color at www.dekker.c.om.) 
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case, shown in Fig. 32a, there is only a central peak, 
indicating no correlation between islands. In Fig. 32b, we 
show autocovariance sections of a sample grown at 500°C 
with 30 InAs dot layers, separated by 55 A GaAs spacer 
layers. Here the single satellite peaks in the (1 10) and 
(100) directions near the central peak indicate the InAs 
quantum dot unit cell; once again, (100) is only approx- 
imate. From the figure, the first nearest-neighbor direc- 
tions are in the predominantly (100) directions, whereas 
the second nearest-neighbor direction is [i10] and the 
third nearest-neighbor direction is [110]. Because the 
subsurface strain should create four nearest-neighbors in 
(loo), we believe that both the deviation from this di- 
rection and the nondegeneracy of the orthogonal second 
and third nearest-neighbors result from the anisotropic 
surface diffusion. The longer-wavelength, lower-intensity 
oscillations in Fig. 32b are the result of large-scale surface 
roughness, possibly because of steps on the surface. On 
top of this low-frequency roughness, some periodic in- 
tensity fluctuations can be seen, especially in one of the 
(1 10) directions. This periodicity matches the funda- 
mental unit cell distance and shows the translational 
symmetry in these directions. 

To optimize the unit cell periodicity, we can adjust the 
crystal growth parameters. Fig. 33 shows the auto- 
covariance of images from two samples grown at 525°C. 
In Fig. 33a, 50 layers of InAs dots have been used, 
whereas in Fig. 33b, the number of InAs dot layers has 
been increased to 75. In both cases, the spacer layer 
thickness is 100 A. Compared with the earlier samples 
grown at 500°C, this spacer layer thickness has been in- 
creased because of the increased dot size at increased 
growth temperatures. In Fig. 33a, nearest-neighbor peri- 

1 .o l "  l " , '  

odicity can be seen in both the (1 10) and [I001 directions. 
The nearest-neighbor distance has grown from 225 to 
525 A because of the increasing dot size with increasing 
growth temperature.[361 In Fig. 33b, the autocovariance 
shows a much more pronounced periodicity in the first, 
second, and third nearest-neighbor directions. We now see 
clear evidence of the emergence of a surface lattice of 
QDs. The condition that improves the surface lattice 
structure is primarily increased growth temperature. 

We can combine the information from Figs. 32 and 33 to 
begin to understand why the quantum dots form only a 
weakly organized lattice. The lattice is weak because the 
ratio of the first, second, and third nearest-neighbor dis- 
tances does not allow for the complete filling of the surface. 
The anisotropic surface strain distribution creates a tem- 
plate for a cubic lattice of InAs dots. This process would 
create first nearest-neighbor sites in the (100) directions. 
However, the surface diffusion of In or Ga adatoms is also 
anisotropic because of surface reconstruction and ledge 
dynamics. Because the surface diffusion is larger in 
[ I ~ O ] , ' ~ ' ~  the linear dot density in this direction should be 
largest. When these two processes are combined, the de- 
generacy in the (1 10) directions is lifted and the second 
nearest-neighbor sites in [liO] become closer than in 
[110]. In addition, the first nearest-neighbor site is rotated 
toward [I101 because of the anisotropic surface diffusion. 

The angular difference from the ideal first nearest- 
neighbor position ((100)) and the experimentally deter- 
mined position is approximately 3.5". This small differ- 
ence from the ideal subsurface strain-driven case, where 
the first nearest-neighbor orientation should be (loo),  
shows that the surface diffusion does not dominate the 
island ordering. However, it is enough to inhibit the 
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Fig. 33 Autocovanance of AFM Images in the (1 10) and [I001 directionc for two structures fabncated at 525°C: (a) 50 layers of InAs 
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Fig. 34 The unit cell is shown on a ledged surface. The unit 
cell is shown as a broken line whose center is translated to the 
small black dots. Experimentally determined first, second, and 
third nearest-neighbor sites are indicated by larger dots. The 
translated unit cell does not align with the second and third 
nearest-neighbors. 

formation of a well-ordered surface lattice. A cartoon of 
the quantum dot unit cell is shown in Fig. 34. The large 
dark circles. represent the first nearest-neighbors, and the 
slight misalignment from (100) can be seen. The second 

and third nearest-neighbors are represented by the large, 
lighter-colored circles. The anisotropy in the surface dif- 
fusion length,'5" attachment kinetics, and nucleation in 
orthogonal (1 10) directions makes the nearest-neighbor 
distance in [ITO] shorter than the nearest-neighbor dis- 
tance in [I 101. Finally, because of the anisotropy on the 
surface, the surface QD unit cell cannot be translated to 
fill the surface-no lattice is formed. This is seen in Fig. 
34, where the small black dots represent the center of the 
translated unit cell. These smaller black dots do not fall on 
the second and third nearest-neighbor sites. 

As the growth temperature increases, the anisotropy is 
reduced; this is shown in Fig. 35. As the growth temper- 
ature is increased, the difference in length between the 
second and third neighbors is reduced and the deviation 
from the ideal ratios between the first, second, and third 
nearest-neighbors is reduced. From Fig. 32 (510°C) and 
Fig. 33b (525"C), the ratio between the second and third 
nearest-neighbors is reduced from 1.70 to 1.15. The re- 
duction is anisotropy shows that the effect of surface 
diffusion is reduced. If the second and third nearest- 
neighbors are used to calculate the first nearest-neighbor 
position based on a simple rectangular lattice, the devia- 
tion from the ideal position drops from 0.22 to only 0.035 
as the temperature is increased from 510°C to 525°C. 
Thus as the growth temperature increases, a more ideal 
simple rectangular unit cell can be formed. This more 
ideal unit cell is more easily translated on the surface to 
form a lattice. We believe that the increased growth 
temperature reduces the anisotropy in the surface diffu- 
sion. Although an increased growth temperature would 

300 400 500 600 700 250 300 350 400 450 500 550 
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Fig. 35 The variation from an ideal rectangular unit cell is shown for samples grown at 510°C and 525°C. In (a,, the [I 101 to [liO] 
nearest-neighbor distances are compared. The solid line indicates an ideal rectangular cell. In (b), the first nearest-neighbor distance is 
calculated based on the second and third nearest-neighbor distances, and compared to the measured values. (Vien. this art in color at 
www.dekker.com.) 
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create larger terrace lengths in an unstrained GaAs sur- 
face, this may not be the ca5e in the strained surface. 
Further work is necessary to confirm these results and 
develop a better understanding of the interplay between 
the subsurface strain and the surface diffusion. However, 
from this work, the spatial ordering from a subsurface 
superlattice structure of dot layers is improved with in- 
creased growth temperature. 

Finally, it is important to note that the competition 
between surface diffusion and subsurface strain shown 
here is a manifestation of our particular crystal system and 
substrate orientation. Other systems with different surface 
reconstructions and ledge dynamics, or other vicinal or 
crystallographical surfaces will certainly act differently. 

CONCLUSION 

We began this chapter by highlighting certain aspects of 
strain-induced quantum dot formation. These dots are 
formed in dense arrays. Although the density and uniform- 
ity of these ensembles can be controlled by adjusting the 
growth parameters, inhomogeneous broadening continues 
to mask the atomlike nature of the quantum dot states. Two 
features of this system were discussed. First, the lumi- 
nescence linewidth was compared with the dot structure. It 
was shown that, although the linewidth is reduced in 
samples made at lower growth temperatures, the dots are 
less distinct. The decreasing linewidth is the result of re- 
duced localization as the wavefunctions of individual dots 
in the ensemble begin to extend into adjacent dots. Second, 
the density of the dot ensemble was shown to be a function 
of the V/III flux ratio. In some applications, a high density 
is important, and we show how to maximize the density 
and implications of the process on dot formation. 

The main purpose of this chapter is to develop the idea 
of using stacks of InAs quantum dot layers. These struc- 
tures can be used in two ways. First, when only a small 
number of dot layers are stacked, columns of dots form 
electronically coupled structures. In analogy to coupled 
QWs, changing the number of dot layers and the spacer 
layer thickness between them can tune the coupling. As a 
simple test of the structures, LEDs were fabricated, and it 
was shown that luminescence from the wetting layer and 
higher dot states could be suppressed using these column 
structures. Second, when a large number of dot layers are 
used, the surface size and spatial distributions can be 
improved. However, the experimental improvements are 
limited in our system because of competition between 
subsurface strain and surface diffusion. The way in which 
these two processes interact is clearly evident in the AFM 
images. Higher growth temperatures reduce the aniso- 
tropic surface diffusion effect, leading to an extended 
lattice. This lattice is present, but is not perfect, and per- 

haps other substrate orientations or material systems may 
offer improvements. 

'This work is just the beginning of efforts to create 
ensembles of atomlike quantum dots using epitaxial 
crystal growth. Although d a ~ s  and InAs are used in these 
experiments, this work is not limited to 111-V materials or 
even semiconductors. If well-ordered arrays of quantum 
dots can be created, promising device and fundamental 
physics opportunities await. In the device world, regular 
arrays of quantum dots allow for lithographical alignment 
and possibilities of logic and memory devices. As well, 
many of the experiments in atomic physics can be re- 
peated using quantum dots. An interesting extension of 
this work would be the combination of the two aspects of 
the vertical column structures: the fabrication of structures 
in which a subsurface island superlattice of one material is 
used to make a surface strain distribution that increases 
the ordering in the surface layers, whereas a small number 
of quantum dots of a different material are grouped to- 
gether in short columns as a coupled active region. 
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Quantum Dots: Inelastic Light Scattering from 
Electronic Excitations 
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INTRODUCTION 

Electrons confined in semiconductor quantum systems are 
a field of enormous and still growing research interest 
because they allow, in specially tailored systems, the 
investigation of fundamental properties, such as many- 
particle interactions of electrons in reduced dimensions. 
In this article, we give an overview of experimental and 
theoretical investigations of electronic excitations in 
semiconductor quantum dots. Optical spectroscopy tech- 
niques, such as far-infrared (FIR) transmi~sion~'-~'  and 
resonant Raman scattering, i.e., inelastic light scattering 
(ILS),[~-'*' are ideal tools to study the spectrum of ele- 
mentary excitations of these systems. Since the work of 
Pinczuk et al.'I3] on 2-D intersubband excitations in 
GaAs-AlGaAs quantum wells, it has been known that 
besides collective spin-density (SDEs) and charge-density 
excitations (CDEs), one can observe nearly unrenormal- 
ized excitations-the so-called single-particle excitations 
(SPEs)-in ILS experiments. Both SDEs and CDEs are 
collective excitations; SDEs are affected by exchange 
interaction while CDEs are affected by the full Coulomb 
interaction of the electrons. However, the origin of the 
SPEs, which seem to be unaffected by the particle-particle 
interaction, has posed a puzzle. Electronic excitations, and 
also SPEs in particular, could subsequently be observed in 
lower-dimensional systems, based on modulation-doped 
GaAs-AlGaAs quantum wells, and also particularly in 
quantum  dot^.[^-'^] In an experimental work, it was shown 
that SPEs can be observed in low-dimensional electron 
systems under conditions of extreme resonance, when the 
laser energy is close to the fundamental band gap of the 

Thus SPEs are created in a resonant density- 
fluctuation scattering process,1'49's1 whereas collective 
SDEs and CDEs ensue from an excitonic third-order 
scattering process.['0s'6~'71 Ma ny theories of nonresonant 
Raman scattering accurately describe the energetic posi- 
tions of the collective excitations, as well as the wave- 
vector and magnetic-field dependence of the CDE and 
SDE.['~-*" However, they fail in predicting the experi- 
mentally observed relative strengths of the different 
modes. Furthermore, the occurrence of SPE cannot be 
explained within the confines of these theories. It has been 
known for a long time that valence-band states play a 

crucial role'2232'] In ' carrying out a correct treatment of 
the resonant scattering cross section. Recent theoretical 
papers on quantum ~ i r e s [ ' ~ ~ ~ ~ , ~ ~ ~  and quantum dots[261 
showed that inclusion of the valence-band states indeed 
significantly changes the intensities of the excitations. 
During the past decade, self-assembled InAs quantum 
dots (SAQDs) have also proven to be highly interesting 
quantum structures, both from a technological as well 
as from a fundamental physics point of view. They ex- 
hibit relatively large quantization energies in the range of 
about 50 meV. In most experiments reported so far, 
SAQDs have been investigated by optical spectroscopy, 
in particular photoluminescence (PL). Nowadays, PL ex- 
periments on single dots are well established, which 
overcome the inhomogeneously broadened linewidths in 
typical ensemble measurements." It has also been dem- 
onstrated that it is possible to charge SAQD with single 
electrons[281 via the application of external gate struc- 
tures. So far, there are only two reports in literature about 
ILS experiments on electronic excitations in InGaAs 
SAQD.[*~.'~] In this contribution, ILS experiments on 
collective CDEs in InAs SAQD with tunable electron 
numbers N are described. In these experiments, N can be 
controlled at N = 1-6. 

The article is organized as follows. In the section 
"Characteristics of Quantum Dots and Experimental 
Details," we describe the quantum-dot structures under 
investigation: modulation-doped GaAs-AlGaAs quantum 
dots and InAs SAQD, and give a brief discussion of the 
electronic structure and the excitations of these systems. 
Furthermore, the experimental realization of ILS is 
outlined in this section. In the section "Scattering Mech- 
anisms," a summarized description of the scattering 
mechanisms, which lead to the creation of electronic 
excitations in quantum dots, is provided. In the section 
"Experiments on GaAs-AlGaAs Deep-Etched Quantum 
Dots," we start to discuss experiments on modulation- 
doped GaAs-AlGaAs quantum dots. There, basics such as 
parity selection rules are elaborated. The section "Experi- 
ments on InAs Self-Assembled Quantum Dots" summari- 
zes recent experiments on InAs SAQD, which contain 

"For a recent review, see Ref. [27]. 
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only a small number of electrons and which can be regard- 
ed as artificial atoms. 

CHARACTERISTICS OF QUANTUM DOTS 
AND EXPERIMENTAL DETAILS 

Preparation of Quantum Dots 

The vast majority of ILS experiments on electronic ex- 
citations in quantum dots have been performed on mod- 
ulation-doped GaAs-AlGaAs structures. Fig. l a  shows a 
scanning electron micrograph of deep-etched quantum 
dots. Typical sizes of these structures are on the order of 
several hundred nanometers. In many cases, 2-D electron 
systems, realized in modulation-doped single quantum 
wells, are used as a starting material. In Fig. la, the 
location of such a 25-nm-wide quantum well is indicated 
by thick dashed lines. By a reactive-ion etching process, 
the pillar-shaped quantum dots were defined. Typically, 
such deep-etched structures contain electron numbers on 
the order of several hundreds. An alternative and very 
effective way to produce quasi zero-dimensional semi- 
conductor structures is the so-called self-assembled 
growth of InAs quantum dots. Here the lattice mismatch 
between GaAs, which is used as the starting material, and 
InAs is exploited. The minimization of strain energy 
leads to the formation of small InAs islands, if InAs is 
grown on a GaAs surface. In contrast to the etched 
structures, the typical lateral sizes of these islands are on 

the order of only a few tens of nanometers. Therefore 
they exhibit much larger quantization energies. Fig. l b  
displays a transmission electron micrograph of an InAs 
quantum dot, embedded in GaAs. The boundaries of the 
InAs dot are indicated by a white dashed line. It has been 
shown that electrons can be filled into these quantum 
boxes either by modulation doping[291 or by application 
of external gates.[281 With the application of gates, it is 
even possible to fill in single electrons in a very con- 
trolled way. Fig. l c  shows a schematic picture of the 
band structure of an InAs SAQD sample, as used in 
Ref. [30]. There, an inverted modulation-doped AlGaAs- 
GaAs structure serves as a back contact. By application of 
a voltage between the back contact and a metallic front 
gate, the dots can be charged with single electrons, which 
then tunnel from the two-dimensional electron system 
(2DES) to the dots. 

Electronic Ground State and Excitations 

As will be explained below, in the etched GaAs dots, as 
well as in the InAs SAQD,'~'] the lateral external con- 
fining potential is to a good approximation parabolic. 
In the deep-etched samples, the potential is determined 
by the homogeneously distributed ioni~ed remote donors 
in the AlGaAs barrier and negatively charged surface 
states. By analytical calculations, one can show that this 
lateral potential, which acts on a test electron within the 
structure (external potential), is in x and y directions 
(lateral directions) in good approximation parabolic."21 

Fig. 1 (a) Scanning electron micrograph of deep-etched GaAs-AlGaAs quantum dots. The white dashed lines mark one of the dots. 
The long dashes indicate the active electron layer. (b) Transmission electron micrograph of an InAs quantum dot. The white dashed lines 
mark the borders of the InAs island. (With permission of S. Mendach.) (c) Schematic band structure of an InAs SAQD sample with a 
two-dimensional electron system (2DES) as a back contact. 
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(a) (b) 

Fig. 2 (a) Schematic picture of the lateral potential of a 
quantum dot. (b) Energy levels of a quantum dot with parabolic 
potential. The curved dashed arrows indicate possible excita- 
tions of single electrons. 

Therefore we will start our investigations by assuming that 
the corresponding single-particle energies are given by the 
eigenvalues of a two-dimensional harmonic oscillator 

Here the two relevant quantum numbers are the radial 
quantum number n = 0,1,2,. . . and the azimuthal or 
angular-momentum quantum number m = 0,+1,+2,. . .. 
We define a lateral quantum number N = (2n + Iml + I ) ,  
which characterizes the 2N-fold degenerate discrete levels, 
as sketched in Fig. 2a. Naturally, the presence of many 
other electrons in the sample leads to a screening of the 
potential, which acts on the test electron. Theoretically, 
this is described, e.g., in a self-consistent Hartree calcu- 
lation of the ground state. Thus the effective lateral 

potential is flattened in the center of the dot, i.e., it 
becomes more and more square-well-like. This results, 
in a mean field approach, in a decrease of the single- 
particle level spacings and to a lifting of degeneracies. 
For simplicity, we stay for the moment in the simple 
picture, where we assume that also the effective, or Har- 

m 
tree, potential is parabolic which is a good approximation 
for the ground state of dots with small electron numbers. 
In such a single-particle picture, the electronic excita- 
tions, which can be created in the inelastic light scatter- 
ing process, are transitions of electrons from occupied 
to unoccupied levels, as, e.g., sketched in Fig. 2b. In 
Fig. 2b, the energy levels for a parabolic quantum dot, 
which contains six electrons, is shown in more detail. 
The corresponding radial- and angular-momentum quan- 
tum numbers are indicated. Of course, in a real inter- 
acting system, the electronic excitations will be collective 
excitations, CDEs and SDEs, which are affected by Cou- 
lomb interaction. 

For large electron numbers, on the order of 100 or 
more, it is instructive to leave the quasiatomistic picture 
described above for a while, and discuss the electronic 
excitations in terms of plasma oscillations of the electrons. 
For CDEs, in that case, some of the excitations are also 
called confined plasmons. For all following considera- 
tions, we assume that the external potential is parabolic. 
Consequently, the simplest CDE is a plasma oscillation 
where all electrons oscillate in phase in the quantum 
dot back and forth. This situation is, for a fixed time, 
schematically shown in Fig. 3a, where a dark color should 

I Macrosco~ic I Microscopic 

(a) ( 4  - - -  
A M = l :  
(Dipole) - +... .  A* 

(b) 

AM = 2: 
I (Quadrupole) 
I 

~ 

Fig. 3 Schematic drawings of the electron-density distributions for different confined plasmon modes [(a)-(c)]. Microscopic picture 
for the excitations of a parabolic quantum dot with two electrons [(d)-(f)]. 
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indicate a large induced electron density. White indicates 
an induced positive charge distribution. Hence the 
induced electron density has, in this case, one node. 
Obviously, this excitation has a large dipole moment. It is 
also called the first confined plasmon or Kohn's mode, 
because, for the case of a parabolic external potential, its 
energy exactly equals the quantization energy of the 
external potential, and the energy of the lowest energy 
dipole excitation is independent of the number of 
electrons N in the dot. This fact is known as the so-called 
generalized Kohn's the~rem. '~"  The dipole excitation is 
characterized by a change of AM = 1 of the total angular- 
momentum quantum number M, i.e., the angular momen- 
tum of the N-electron system. This will become clearer 
when we discuss the microsopic picture below. The CDEs 
with the next higher energies are the quadrupole excitation 
corresponding to AM = 2 [Fig. 3b], and the monopole 
excitation with a change in total angular momentum of 
AM = 0 [Fig. 3c]. The next higher excitation would again 
be a dipole excitation (not shown here), which is 
additionally accompanied by a change in the radial 
quantum number n. In all CDEs, the electrons with spin 
up and spin down oscillate in phase against the positively 
charged background. This is schematically indicated by 
the white arrows in Fig. 3. This means that the CDEs are 
strongly affected by the direct part of the Coulomb 
interaction, which in most cases results in a blueshift of 
the excitations. In contrast, in the corresponding SDEs, the 
electrons with spin up and spin down oscillate with a 
phase shift of n. For the spin dipole excitation (not shown 
here), corresponding to the CDE in Fig. 3a, e.g., this 
means that the center of mass of the charge does not 
oscillate. Thus the energies of the SDEs are only re- 
normalized by exchange-correlation interaction and are 
therefore redshifted. We note here already that, in ex- 
periments on zincblende semiconductors, SDEs and CDEs 
can be distinguished by polarization selection rules:r341 
CDEs are observed if the polarizations of the incoming 
and scattered light are parallel to each other (polarized 
geometry), and, for SDEs, the polarizations have to be 
perpendicular (depolarized geometry). 

In the following, we will discuss how this macroscopic 
picture translates into the quasiatomistic one, which we 
introduced at the beginning. This makes sense for small 
electron numbers only, otherwise it would be too com- 
plicated. The simplest interacting system that comes to 
mind is a quantum dot with two electrons. In Fig. 3d-f, 
the dipole, quadrupole, and monopole CDEs are sche- 
matically shown for a two-electron quantum dot, respec- 
tively. More precisely, Fig. 3d-f pictorially displays the 
occupation of the Slater determinants, which predomi- 
nantly contribute to the two-particle wavefunctions of the 
respective excited states. The exact many-particle wave- 
function can always be written as an infinite series of 

single-particle Slater determinants. Fig. 3d-f exhibits the 
occupation of the most important Slater determinants of 
the respective excited states. The ground state of a two- 
electron dot has a total angular momentum of M = 0, 
because both electrons occupy the s level with m = 0. In 
Fig. 3, one can see that for the dipole excitation, the 
angular momentum of the excited state is M = 1, for the 
quadrupole excitation, M = 2, and, for the monopole 
excitation, M = 0. For CDEs, as displayed in Fig. 3, the 
spin is preserved during the excitation (AS = ASZ = 0). For 
the excitation of SDEs, which are triplet excitations, AS = 
1, and AS, can take on values of 1, - 1, and 0. This means 
that spinflip transitions of electrons are involved in SDEs. 
For zero magnetic field, B = 0, the three triplet excitations 
with AS, = 0, t- 1 ,  corresponding to the same excitation 
type ( e g ,  spin dipole, spin monopole. etc.), are degen- 
erate. As already noted, we expect the SDEs to have lower 
energies than the corresponding CDEs because they 
experience no direct Coulomb interaction. 

Experimental Details 

For resonant ILS experiments, tunable lasers such as dye 
lasers or Ti:sapphire lasers are used. Usually, the samples 
are kept in a cryostat at low temperatures, typically below 
10 K. A special feature of ILS spectroscopy is that a finite 
wave vector q can be transferred to the excitations. This is 
achieved by tilting the sample with respect to the incident 
and scattered beams. Fig. 4 schematically displays the 
most often used backscattering geometry, which allows 
the largest wave-vector transfer q into the system. Here k, 
and k ,  represent the wave vector of the incident and 
inelastically scattered photons, respectively. Under the 
assumption that the wavelengths of the incident, A,, and 
scattered light, &, are almost equal (i., i.,, which is a 
good approximation because light in the visible or near- 
infrared range is used to excite excitations with energies in 
the FIR), the equation q 4nhi sin@ holds for the relation 
of q vs. the tilt angle O.  The experiments discussed in this 
article were performed using backscattering geometry. A 
Ti:sapphire laser was applied for excitation, and the ILS 
signals were detected with a triple Raman spectrometer, 
equipped with a cooled, charge-coupled device detector. 

Fig. 4 Sketch of the backscattering configuration. 
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Fig. 5 Schematic pictures of the (a) two-step, (b) three-step second-order scattering processes, and (c) a three-step third-order process, 
which contribute to the resonant ILS in quantum dots. (From Ref. [14].) 

The samples were mounted in cryostats at temperatures 
between T = 2 K and T = 12 K. 

SCATTERING MECHANISMS 

In this section, the dominant scattering mechanisms, 
which lead to the light scattering in low-dimensional 
electron systems, are qualitatively discussed. In general, 
the inelastic light scattering by electronic excitations in 
semiconductor microstructures with relatively small num- 
bers of electrons can be observed only under specific 
interband resonance conditions. That means that in the 
scattering process, valence-band states are involved as 
intermediate states. Nevertheless, most of the theoretical 
work concerning the dynamic Raman response in micro- 
structures is performed for nonresonant conditions, 
neglecting the valence-band structure. We summarize 
here the dominant resonant scattering processes, which 
are fragmentarily present in the literature, and which we 
found in our experiments on quantum wells, wires, and 
dots to be the dominant ones.'14' 

The coupling of the radiation with the electron system 
is taken into account by replacing the momentum p of the 
electron by p + eA in the Hamiltonian Ho of the unper- 
turbed system. A is the vector potential of the electro- 
magnetic field. 

Ve_, is the Coulomb interaction, Ve-ph the electron-pho- 
non interaction, and U includes the lattice-periodic po- 
tential as well as all types of external potentials. For 
simplicity, the spin-orbit coupling is neglected in Eq. 2. 
In a perturbation theory approach, the last three terms 
of Eq. 2 can be treated as the perturbation. Here the 
terms give contributions to the light scattering cross sec- 
tion in first order, the pA terms in second-order perturba- 
tion theory. The pA terms, together with either the Cou- 
lomb interaction U,, of a photoexcited exciton with the 
electron system, or the electron-phonon interaction Ve-,h 
of a photoexcited exciton with the phonon bath, give 
contributions in third-order perturbation theory. Ve-ph leads 
to the scattering by phonons, which shall not be discussed 
here. The second-order (SOP) and third-order light scat- 
tering processes (TOP) appear to be the dominant ones in 
electronic Raman scattering on microstructures because 
they exhibit a resonant behavior.i351 In Fig. 5, transi- 
tions which contribute to the second- [Fig. 5a,b] and third- 
order [Fig. 5c] processes in quantum dots are sketched. 
Valence band levels are marked by Iv), and conduction band 
levels by Ic). In the first step of the two-step SOP, an 
electron is excited from a valence band level to a 
conduction band state. In the second step, an electron, 
either with the same or with opposite spin as the 
photoexcited electron, recombines with the hole in the 
valence band. Thus as a net effect, either a nonspinflip or 
spinflip single-particle excitation has been created in the 
conduction band. In the third step of the three-step SOP, 
another SPE is created by Coulomb interaction. This re- 
presents the screening of the SPE by other SPEs in 
the system. This screening also leads to the formation of 
collective CDEs and SDEs by direct and exchange Cou- 
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lomb coupling. For nonresonant conditions, the SPEs are 
screened by the interaction. This is formally implemented 
by the cancellation of the two-step SOP contribution by the 
three-step SOP in the scattering cross section for off- 
resonance conditions. In experiments on deep-etched 
GaAs samples with relatively large electron numbers, it 
was observed that under conditions of extreme resonance, 
which means that the laser frequency is in the vicinity of 
the fundamental bandgap of the underlying 2-D structure, 
quasi unscreened SPEs occur. They show stronger reso- 
nance enhancements than the collective  excitation^.^'^^ 
This means that the above-mentioned cancellation of 
terms does not hold in the case of extreme resonance and 
thus single-particle-like excitations can be observed. A 
quite similar behavior was reported for intraband excita- 
tions in n-type GaAs bulk samples.[361 

It was found that for laser energies well above the 
bandgap, an excitonic third-order scattering process, as for 
the case of quantum dots displayed in Fig. 5c, is the 
dominant one (for 2-D excitations, see Refs. [16,17]). For 
this scattering mechanism, which is assisted by the 
Coulomb interaction, in the first step the incident photon 
creates an exciton with a hole in the valence band and an 
electron in a higher conduction band level. This exciton is 
scattered by direct and exchange Coulomb interaction 
with the electron system into another state, where, e.g., as 
drawn in Fig. 5c, the hole is scattered into another state. 
By this scattering process, a collective excitation (SDE or 
CDE) is created in the conduction band system. In the 
third step, the scattered exciton recombines. This scatter- 
ing process exhibits very sharp and intense resonance 
profiles in a plot of the scattered intensity vs. laser 
energy.[16' It was found that this TOP is the dominant 
scattering mechanism for excitation of collective SDEs 
and CDEs in low-dimensional GaAs samples.['01 

In the following, we elucidate these scattering pro- 
cesses in more detail. The scattering cross section is 
given by[341 

where the structure factor S(o) is defined as 

or (us) is the frequency of the incident (scattered) photon, 
and fio = fioI-fiws is the energy transfer. Veff is the 
effective operator, which describes the transition of the 
system from the many-particle initial state 11) with energy 
EI to the final state IF) with energy EF. Using the second- 
quantization technique, this effective operator of the light 
scattering Veff can, in a many-particle system, be 

expanded in terms of creation (E+) and annihilation (E) 
operators of single-electron states''71 

Here each cr and p represents a set of quantum numbers 
(n,m,o), for the radial, azimuthal, and spin quantum 
numbers of the corresponding state, respectively. If we 
treat, for a moment, the excitons as simple electron-hole 
pairs without interaction, which for a quantitative analysis 
is certainly not correct, the scattering amplitudes y,p can 
approximately be written as 

where, in the last two terms, we have written only the 
strongest resonant term. The first term in Eq. 6 represents 
the nonresonant contributions from the terms in first- 
order perturbation theory. Here the scalar product of the 
polarization vectors of the incident (el) and scattered (es) 
photon shows that this nonresonant term yields only 
scattering by plasmons (CDEs). Spinflip processes, which 
are necessary for the excitation of SDEs. are only possible 
in the resonant second and third terms. The second term 
describes second-order processes, as schematically shown 
in Fig. 5a, and the third term represents third-order res- 
onant scattering, as displayed in Fig. 5c. 

To illustrate this, Fig. 6 shows experimental ILS 
spectra of electronic excitations in deep-etched GaAs 
quantum dots with 240 nm geometrical diameter and 
about 200 electrons per quantum dot. The spectra in the 
lower part were recorded at laser energies well above the 
effective bandgap. In the lowest spectrum at a laser energy 
of EL = 1587 meV, three peaks can be observed, which 
can be identified as SDEs because of polarization 
selection rules. (We will come to the detailed interpreta- 
tion of the excitations in the section "Experiments on 
GaAs-AlGaAs Deep-Etched Quantum Dots.") Corre- 
spondingly, the peaks in the polarized spectrum can be 
identified as CDEs. We have found that CDEs, in par- 
ticular, exhibit a very sharp [full width at half-maximum 
(FWHM)--3.5 meV] resonance profile in this range of 
laser energies-which leads us to the interpretation that 
this scattering by collective excitations is caused by the 
third-order TOP, as discussed before. If the laser fre- 
quency is slightly lowered (spectra at EL = 1585 meV in 
Fig. 6), additional broad features appear. especially in the 
polarized spectrum, which then slowly evolve into intense 
peaks, by further lowering EL toward the bandgap. These 
features are marked in Fig. 6 by dotted arrows. Under 
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Fig. 6 Polarized and depolarized ILS spectra of deep-etched 
GaAs-AlGaAs quantum dots for different laser energies EL. 
(From Ref. [37].) 

conditions of extreme resonance (e.g., EL= 1558 meV in 
Fig. 6), these peaks dominate the spectra and are present 
in both polarization configurations. Therefore we interpret 
them, within the framework described above, as SPEs, 
which are caused by an SOP under conditions of extreme 
resonance. We note that the observation of similar SPEs in 
multilayered quantum dots were reported by Lockwood 
et al.[91 From the experimental spectra in Fig. 6, we can 
directly deduce for the corresponding collective SDEs and 
CDEs the energy renormalizations due to many-particle 
interactions.["'l 

EXPERIMENTS ON GaAs-AIGaAs 
DEEP-ETCHED QUANTUM DOTS 

In this section, we focus on ILS experiments on mod- 
ulation-doped GaAs dots in more detail. In particular, we 
will discuss parity selection rules for the collective exci- 
tations and the importance of resonant excitation. 

Fig. 7 shows experimental ILS spectra of quantum dots 
with approximately 200 electrons per dot.[371 In these ex- 

periments in backscattering geometry, the wave-vector 
transfer q parallel to the plane of the dot was close to zero. 
In each scattering configuration, depolarized and polar- 
ized, there is one mode visible. On general grounds, one 
can say that in a symmetric system, the allowed modes 
have even parity because the ILS process is a two-photon 
process. This is in contrast to direct absorption, which is a 
one-photon process. Consequently, the observed SDE and 
CDE are even-parity modes. Referring to the section 
"Characteristics of Quantum Dots and Experimental 
Details," we find that the lowest energy modes with even 
parity are the monopole modes with AM = 0. The modes 
are labeled (An,Am) corresponding to the changes in 
radial (An) and angular-momentum (Am) quantum 
numbers, respectively, of the involved transitions. The 
assignment of the SDE was deduced from its magnetic 
field behavior["' (not shown here) and the CDE is 
considered in more detail below. We want to note here 
that the polarized spectrum demonstrates the exclusion 
principle between FIR and Raman spectroscopy: the FIR- 
allowed mode CDE,,,,, the Kohn's mode, has odd parity 
and hence a large dipole moment (in the section 
"Characteristics of Quantum Dots and Experimental 
Details"). It has, for the sample displayed in Fig. 7, an 
energy of about 6 meV and is not visible at all in the 
Raman spectrum (Fig. 7). On the other hand, the Raman- 
allowed monopole mode [CDE(l,o,] has no dipole mo- 
ment at all. Considering that the induced density of this 
mode has only nodes in radial direction [see Fig. 3c], it 
can also be regarded as a so-called breathing mode. Thus 
the experiments demonstrate that, for resonant ILS on 

polarized 

I depolarized 

Energy (meV) 

Fig. 7 Polarized and depolarized ILS spectra of 240 nm GaAs- 
AlGaAs quantum dots with approximately 200 electrons per dot. 
(From Ref. [37].) 
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Fig. 8 Calculated ILS spectra for a quantum dot with 30 electrons for (a) off-resonance, (b) close-to-resonance, and (c) resonant 
conditions. The schematic pictures show the different resonance conditions. The curved arrows indicate the laxer energies. (From 
Ref. [37].) 

circularly symmetric dots at approximately zero wave- 
vector transfer, the general parity selection rules hold. 

In the following, we will elucidate these parity selection 
rules from the theoretical point of view in more detail. 
Most of the calculations of ILS spectra for low-dimen- 
sional electron systems have been carried out for nonres- 
onant conditions, because in such cases, one does not have 
to deal with the complex valence-band states. Fig. 8 shows 
a series of calculated resonant ILS spectra for off-reso- 
nance and for different resonance conditions.[371 The cal- 
culations have been performed for a 30-electron quantum 
dot with hQO = 8 meV for the external potential. In 
Fig. 8a, the laser energy was chosen to be far away from 
resonance, i.e., off-resonance conditions. Under experi- 
mental conditions, in this regime the scattered intensities 
are much too low to be observable. Note that the cal- 
culated spectrum in Fig. 8a is multiplied by a factor of 
4000 to be of comparable strength with the resonant 
spectrum in Fig. 8c. One can observe in Fig. 8a that, in 
the off-resonance case, the parity selection rules have 
completely changed: for the sake of curiosity, the FIR- 
allowed Kohn's mode [CDE(o,I,] is the dominant mode. 
As the laser energy approaches resonance, the situation 
changes, and, under resonance conditions [Fig. 8c], the 
experimentally observed parity selection rules are con- 
firmed, i.e., the monopole mode CDE(l,o, is the dominant 
mode in the polarized spectrum. This clearly demon- 
strates that, for a correct description of the relative in- 

tensities of the excitations, the resonant scattering process 
is crucial. 

An at least partial breakdown of the parity selection 
rules can be achieved by the transfer of a finite wave 
vector q parallel to the plane of the dot. Fig. 9 shows a 
series of depolarized and polarized spectra for the same 
dots in Fig. 7 for different wave-vector transfer q. As q 
increases, symmetry-forbidden modes (the spin dipole 
mode SDE(o,l), and a higher dipole mode CDE(I,I,) gain 
relative intensity. Furthermore, the spin quadrupole mode 
SDE(o,2,-which, for a parabolic effective potential, 
would be energetically degenerate with the spin monopole 
mode SDE(l,o, if interaction effects are neglected- 
becomes visible.["' A so-far unsolved puzzle focuses 
on why the violation of parity selection rules with 
wave-vector transfer q is much stronger for SDEs than 
for CDEs. 

EXPERIMENTS ON InAs SELF-ASSEMBLED 
QUANTUM DOTS 

Few-Electron Quantum-Dot Atoms 

It has been demonstrated that, by application of metallic 
gates, InAs SAQD can be charged with single electrons. 
For experiments that will be described below, a special 
sample design, where a 2-D electron system was used as a 
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Fig. 9 (a) Depolarized and (b) polarized ILS spectra of GaAs quantum dots for different wave-vector transfer q. (From Ref. [ l l ] . )  

back contact, was applied (for details, see Ref. [30]). The 
charging of dots can be monitored in situ by capacitance 
measurements (Fig. 10, inset). For the ILS experiments, 
resonant excitation was achieved by tuning the laser to the 
Eo + A gap of the InAs SAQD (- 1.65 eV), which is far 
above the fundamental PL transition energies of the 
structure (- 1.1-1.2 eV). Fig. 10 displays a series of 
polarized ILS spectra. At E = 33.4 meV and E = 36.6 
meV, two sharp lines can be observed that result from the 
TO- and LO-phonon excitations of the GaAs bulk material 
in the structure. At higher energies, broader bands are 
visible in the range 45-55 meV (labeled as A and B), 
which we attribute to CDEs of the electrons in the 
quantum dots. Both the positions and the linewidths of 
these bands change with applied gate voltage VGate The 
capacitance trace, displayed in the inset of Fig. 10, shows 
that, by varying VGate, the s- and the p-shell of the 
quantum dots can be charged with electrons. The doublet 
structure around VGate = - 0.05 V stems from the charging 
of the s shell with two electrons, and, at the broad plateau 
at positive VGate, the p-shell is loaded with four electrons. 
The bands A in Fig. 10 were interpreted to be a result of 
transition of electrons from the s to the p shell (s-p 
transitions) of the quasiatoms, and the B bands from p-d 
transitions:[301 it was assumed that 2-3 confined single- 
particle energy levels exist in the quantum dots, which is 
schematically shown in the drawings on the right-hand 
side of Fig. 10. Here three selected situations with N = 2, 

N == 4, and N = 6 electrons per quantum dot are sketched in 
a single-particle picture. The vertical arrows indicate 
possible transitions of single electrons. The SAQD stick 
out of the InAs wetting layer. Therefore the dot potentials 
are flattened at the edges because of the wetting-layer 
continuum. This leads to the situation that the single- 
particle transition, sketched as B in the inset of Fig. 10, 
has a smaller energy than the transition A. So far, in the 
interpretation, only transitions between single-particle 
states have been considered. Within this simplified 
picture, one is not able to explain the observed shift of 
excitation A (s-p transitions) with increasing electron 
number N in the quantum dots, as observed in Fig. 10. In 
the voltage range where the p-shell is filled with electrons 
(V(;,,, - 0.2-0.6 V), we find, in Fig. 10, a shift of A to 
lower energies and a broadening of the transition. 

More accurately, the experimentally observed excita- 
tions are of course collective CDEs of the few-electron 
quantum dots, and are therefore affected by Coulomb 
int~eraction. To take account of this, model calculations 
where the excitation energies were calculated by using 
exact numerical diagonalization of the Hamilton operator 

of the N-electron quantum dot were performed.1301 There, 
a two-dimensional quantum dot with a parabolic confining 
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Fig. 10 Series of polarized ILS spectra of InAs SAQD for different gate voltages VGate The upper inset shows a capacitance 
measurement of the sample. On the right-hand side, different electron configurations in the dots are schematically shown. (From 
Ref. [30].) 

potential in lateral direction [r = (r,,r,)] with quantization 
energy hRo = 50 meV was assumed. By exact numerical 
diagonalization, the low-energy excitations of the N- 
electron quantum dot were determined, where, during the 
excitation, the total spin is preserved. This selects the 
excitations, which one expects in polarized ILS spectra 
(CDEs). Fig. 11 exhibits the calculated excitation energies 
for electron numbers N = 2-6 in the quantum dot. The 
vertical bars mark the energetic positions of the few- 
particle excitations. First, one can see that, independent of 
N,  there is always an excitation at the energy hRO = 50 
meV of the external confining potential. This represents 
the Kohn's mode. However, for N > 2, in the calculations 
additional mode energies appear below the energy of the 
Kohn's mode. These are a consequence of the different 

possible final states of the electrons after excitation. For 
very small electron numbers, these different final states 
make a significant difference in the energy of the state. 
For N = 3, e.g., the configuration where two electrons in 
the p shell have antiparallel spin has the lowest energy. 
With increasing electron numbers, more complex electron 
configurations occur that can have different energies. The 
most important result of Fig. 11, concerning the experi- 
ments, is that with increasing N, the spectral weight of the 
low-energy excitations shifts to lower energies. This 
might ascribe the shift and broadening of the s-p 
transitions, as observed in the experiments (band A in 
Fig. lo), to be due to additional excitations at lower 
energies, which cannot be individually resolved in the 
ensemble experiment. Clearly, the model can only 
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Fig. 11 Calculated few-electron excitation energies for a 
parabolic InAs quantum dot. (From Ref. [30].) (View this art 
in color at www.dekker.com.) 

qualitatively explain the experiments. The most important 
limitation is the assumption of a parabolic potential, which 
deviates from the more realistic form (sketched in Fig. 10) 
and which cannot account for the lower energy of band B. 
However, one should note that the important qualitative 
result, i.e., the appearance of additional collective modes 
at lower energies for increasing electron number, is 
independent of the choice of parameters and the form of 
the confining potential. This leads to the conclusion 
that these results might generally apply for quantum- 
dot atoms. 

CONCLUSION 

There is a variety of theoretical and experimental liter- 
ature on ILS spectroscopy of electronic excitations in 
quantum dots. Most of the experiments have been per- 
formed on modulation-doped GaAs-AlGaAs quantum 
dots. In these mesoscopic systems with electron numbers 
on the order of 100 per quantum dot, CDEs, SDEs, and 
SPEs could be observed. More sophisticated theoretical 
models demonstrated, in comparison with experiments, 
the importance of the resonant scattering process, includ- 
ing valence-band states as intermediate states, for a 
correct description of, e.g., parity selection rules. Recent- 
ly, resonant ILS experiments on InAs SAQD with tunable 
electron numbers have been reported. This opens the road 
for the investigation of excitations in few-electron 

quantum dot atoms. With the prospect of single-dot 
Raman spectroscopy, in the future one might be able to 
observe and resolve electronic excitations as individual 
sharp lines, caused by interaction effects of few electrons 
in ,artificial atoms. 
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INTRODUCTION 

11-VI semiconductors such as ZnSe, ZnS, and CdSe have 
wider band gap and larger exciton binding energies as 
compared with 111-V semiconductors. Excitons of 11-VI 
semiconductors still exist at room temperature. Therefore 
11-VI semiconductor devices indicate a possibility of new 
devices using excitons, such as optical modulators and 
self-electro-optic effect device~.[l-~'  Furthermore, in the 
field of optical data transmission, green laser is suitable 
for short- and medium-range communication purposes 
using plastic optical fibers with polymethyl methacrylate 
cores, which have an advantage of lower costs than silica 
fibers. Therefore 11-VI semiconductors are also optimum 
candidates for light source of optical data transmission 
through plastic optical fibers. 

Semiconductor quantum structures have been inten- 
sively investigated since Esaki and T S U ' ~ '  proposed novel 
artificial superlattice structures. Recently, quantum dots 
(QDs) have attracted much attention for the optoelectron- 
ic device applications and fundamental physics because 
they provide zero-dimensional structures with &function 
density of states, which dramatically improve perform- 
ances of optoelectronic devices such as semiconductor 
lasers. To fabricate lower-dimensional structures, great 
efforts have been made using various methods, such as 
selective epitaxial growth, lithography, etching, e t ~ . [ ~ - ' ~ '  
However, these techniques give film damages, such as 
defects and contamination. On the other hand, self- 
organized QDs have an advantage of fabrication of high- 
density and high-quality QDs. Especially, InAs QDs 
of 111-V materials have been known to be formed on 
GaAs surfaces, which are followed by the two-dimen- 
sional growth of InAs wetting layer, because InAs has a 
larger lattice constant by 7% than G ~ A S . [ ' ~ - ' ~ '  

CdSeIZnSe system is expected to naturally form QDs 
because of large lattice mismatch of about 7% between 
ZnSe and CdSe. In this session, we have investigated the 
formation and optical properties of self-organized CdSe 
QDs on ZnSe (001) surfaces with the use of photo- 
luminescence (PL) and transmission electron microscopy 
(TEM) measurements. Moreover, applying the QD system 
to optoelectronical devices to understand carrier dynamics 

and energy structures of QDs is very important. For 
example, relaxation mechanism of InAs QDs has been 
reported by PL excitation measurements.['93201 As com- 
pared with InAs QDs, CdSe QDs have stronger electron- 
phonon interactions and much larger band-gap energy. 
Then, the carrier relaxation mechanisms in self-organized 
CdSe QDs are more interesting subjects. In this study, we 
have also investigated optical properties of self-organized 
CdSe QDs by selectively excited PL measurements. 

GROWTH OF CdSeRnSe STRUCTURES 

ZnSeICdSelZnSe structures were fabricated by molecular 
beam epitaxy (MBE) on GaAs (001) substrates after GaAs 
buffer layer growth. Compound sources of ZnSe and 
CdSe, whose purities are 6N, were used for ZnSe and 
CdSe growth, respectively.[211 In the case of compound 
materials, the temperatures necessary to obtain beam 
enough flux intensity for MBE growth are much higher 
as compared with the temperatures needed in the con- 
ventional case for columns I1 and VI elemental sources. 
As a result, it is convenient to control the beam flux and to 
precisely control the composition beam flux ratio. In ad- 
dition, because only molecules of Se2 are generated, the 
sticking coefficient of molecules is enhanced as compared 
wilth elemental sources. Therefore high-quality films are 
expected to be obtained. 

The polished GaAs (001) substrates were etched in a 
4: 1 : 1 solution of H2S04:H20:H202 before placing them 
in the MBE loading chamber with In backing on Mo 
blocks. The substrates were annealed at 580°C with As 
irradiation to remove native oxide. First, the 200-nm-thick 
GaAs buffer layer was grown at 580°C in the MBE 
system. Next, ZnSe layer (100 nm) was grown on the 
GaAs surfaces at 290°C. When ZnSe growth starts on the 
GaAs surfaces, the GaAs (2 x 4) reconstruction pattern 
disappeared immediately and the reflection high-energy 
electron diffraction (RHEED) intensity oscillation starts, 
as shown in Fig. 1 .  The RHEED intensity oscillation 
during ZnSe growth on GaAs surfaces continued until 
more than 100-nm thickness of ZnSe film. This indicates 
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Time 

Fig. 1 RHEED intensity oscillation of ZnSe growth on GaAs 
(00 1) surfaces. 

that ZnSe proceeds in layer-by-layer mood on GaAs 
surfaces and that flat interfaces are formed between ZnSe 
films and GaAs surfaces. The RHEED patterns during 
ZnSe growth showed both (2 x 1) and c(2 x 2) recon- 
struction patterns. Therefore ZnSe films with high quality 
were obtained.'221 

Then, a few monolayers (MLs) of CdSe were grown on 
the ZnSe surfaces at 290°C. The growth rate of CdSe was 
1.1 MLImin, which was measured by RHEED intensity 
oscillation. To confirm the formation of self-organized 
CdSe QDs, the bulk spot intensity of RHEED was 
monitored during the growth of CdSe with the use of both 
a combination of a charge-coupled device (CCD) camera 
and a photo diode.1231 Finally, ZnSe layer was grown after 
the CdSe growth without growth interruption. 

FORMATION OF CdSe QUANTUM DOTS 

Fig. 2 shows PL spectra measured for the samples with 
various CdSe coverages.[241 Photoluminescence measure- 
ment was carried out at liquid He temperature using a 32- 
cm grating monochromator with a cooled CCD camera. A 
He-Cd laser line of 325 nm was used as an excitation 
light. With increasing the CdSe thickness from 1.3-ML 
coverages, the PL peaks shift to lower energy, which is a 
result of the quantum size effect. The small jump in peak 
position between 2.2 and 2.4 ML CdSe coverages is also 
observed. Photoluminescence intensity and full widths at 
half maximum (FWHMs) gradually increase with in- 
creasing the CdSe thickness from 1.3-ML coverages. The 
maximum PL intensity is obtained at about 2.2 ML CdSe 
coverages. However, at more than 2.4 ML CdSe 
coverages, PL intensities dramatically decrease, as shown 
in Fig. 2. The emission is hardly observed at 2.6 and 3.1 
ML CdSe coverages. 

Next, cross-sectional TEM images are observed for the 
samples with various CdSe coverages. The cross-sectional 
TEM specimens were prepared by mechanical polish and 
dimpling followed by ion etching. The TEM images were 
observed by JEOL JEM-3000F electron microscope at 
300 kV. Fig. 3a shows a cross-sectional TEM image of 
CdSe 1.6-ML coverages taken along the [Oll] direction. 
The dark region shows the CdSe layer. A lot of CdSe QDs 
are clearly observed, indicating that CdSe QDs are 
naturally formed on ZnSe surfaces. Any defects are not 
found in this image. Fig. 3b shows a cross-sectional high- 
resolution TEM image of single CdSe QD. Single CdSe 
QD with several nanometers size is observed. Kirmse et 
al.r251 have reported with plan-view TEM images that two 
classes of CdSe QDs coexist with an average lateral size 
of < 10 nm (area density of 100 pm - *) and 10-50 nm 
(20 pm- 2), respectively. However, we did not observe 
such large CdSe QDs. As compared with the atomic force 
microscopy image in Ref. [26], the diameter of CdSe QDs 
in Fig. 3 is smaller and the density is much higher. Fig. 4a 
shows a cross-sectional TEM image of 3.6-ML coverages 
taken along the [Oil] direction. This reveals that much 
stacking faults are observed in the ZnSe capping layer. It 
is found that these stacking faults have an origin at 
around CdSe / ZnSe interfaces. Fig. 4b shows a cross- 
sectional high-resolution TEM image at the interface 
between CdSe / ZnSe. The stacking faults start from the 
interface between ZnSe capping layer and CdSe QDs. 

h u .- 
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Fig. 2 
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Photoluminescence spectra as a function of CdSe 
thickness. (From Ref. [24].) 
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Fig. 3 (a) Cross-sectional TEM image of CdSe 1.6-ML coverage taken along the [ O l l ]  direction and (b) cross-sectional high- 
resolution TEM images of single CdSe QD. 

Therefore stacking faults are considered to be induced 
by large stress after ZnSe cap layer growth. 

Photoluminescence and TEM results indicate that the 
PL intensity at less than 2.2 ML CdSe coverages shown in 
Fig. 2 comes from CdSe QDs. This is consistent with the 
result that the defects in the samples reduce dramatically 
the luminescence intensity of thick samples, as shown in 
Figs. 2 and 4. Furthermore, CdSe QDs showed a strong 

green emission even at room temperature.r271 These 
results indicate that CdSe QDs with high quality are 
formed on ZnSe surfaces. 

To investigate the optical properties for the effect of 
the QD shape, polarization dependence of PL from CdSe 
QDs is measured.'281 Fig. 5 shows PL spectra of 2.0 ML 
CdSe coverages at 5 K. The solid curve and the dashed 
curve are spectra of polarization components, which are 

Fig. 4 (a) Cross-sectional TEM image of CdSe 2.6-ML coverage taken along the [of 1] direction and (b) cross-sectional high- 
resolution TEM image at the interface between CdSe / ZnSe. 
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Fig. 5 Photoluminescence polarization dependence of CdSe 
QDs at 5 K. (From Ref. [28].) 

parallel to the   TO] direction and to the [I101 direction, 
respectively, as shown in Fig. 5. A peak at 2.38 eV comes 
from the CdSe QDs, and no peak from wetting layers is 
observed. The intensity for the polarization parallel to the 
[ I ~ o ]  direction (1[1i0]) is larger than that to the [I101 
direction (1[110]), as shown in Fig. 5. No polarization 
anisotropy was observed between the [loo] and [OlO] 
directions. Therefore the PL spectra are strongly polarized 
parallel to the [ l i ~ ]  direction. The PL peaks shown in 
Fig. 5 come from the heavy-hole transition, and the strong 
polarization is considered to be a result of the heavy-hole 
confinement in CdSe QDs, indicating that lateral 
confinement along the [lTO] direction is weaker than that 
along the [I101 direction. Consequently, CdSe QDs are 
considered to have the longer axis along the [lTO] 
direction than the [I101 direction. 

From Fig. 5, a PL polarization degree of CdSe QDs 
was estimated to be 14.6%, which is defined by (1[150]- 
I[l10])/(1[1 TO] + 1[110]). We also discuss about the CdSe 
coverage dependence of polarization PL spectra. Fig. 6 

1 , 1 1 1 , 1 1 1  

1.6 1.8 2 2.2 2.4 

CdSe Coverage (ML) 

Fig. 6 CdSe coverage dependence of PL polarization degree at 
5 K. (From Ref. [28].) 

shows the PL polarization degrees as a function of CdSe 
coverage from 1.5 to 2.4 ML at 5 K. The PL spectrum for 
each CdSe coverage was clearly polarized parallel to the 
[llO] direction, indicating that the shape of QDs for each 
CdSe coverage has the long axis along the [ I  TO] direction. 
The PL polarization degrees increase with increasing 
CdSe coverage, as shown in Fig. 6. The result reveals 
that the PL polarization degrees increase with QD for- 
mation, suggesting that the ratio of length along the [ l i ~ ]  
direction to that along the [I101 direction increases with 
CdSe coverage. At 2.2-ML coverages, PL spectrum has 
maximum polarization degree. At 2.4 ML CdSe cov- 
erages, defects were induced and, simultaneously, polar- 
ization degree decreases as shown in Fig. 6, which is 
considered to be a result of the release from the stress in 
CdSe QDs. 

OPTICAL PROPERTIES OF 
CdSe QUANTUM DOTS 

Microphotoluminescence 

The FWHM of CdSe QDs is about several tens of 
microelectron volts, which is much broader than that of 
ZnCdSe quantum The broad spectral width is 
considered to be a result of the nonunifonnity of CdSe 
QD structures. The fluctuation in dot size causes the 
fluctuation in strain, resulting in more nonuniform dot 
structures and the broad spectral width. So it is impossible 
to clarify the optical properties of the single CdSe QD by 
macro-PL. To reduce the number of observed QDs, we 

2.3 2.35 2.4 

Photon Energy (eV) 

Fig. 7 Microphotoluminescence spectra of CdSe QDs at 4 K: 
(a) without A1 mask, (b) 1 pm, and (c) 0.6-pm size aperture. 
(From Ref. [24].) 
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put A1 masks with submicron size apertures on the sample 
surfaces.[301 The 100-nm-thick Al masks were made by 
electron-beam lithography and liftoff techniques. The 
diameters of the apertures were varied from 0.6 to 1 pm. 
Microphotoluminescence measurements were performed 
as follows. The sample fixed on a cold finger in a cryostat 
was cooled down using helium gas. The 458-nm line of 
Ar-ion laser was used to excite the QDs. The excitation 
laser was focused to about 0.8-pm spot size through a 
microscope objective. The CCD camera cooled by liquid 
nitrogen detected the luminescence through a monochro- 
mator. The spectral resolution is -- 500 peV. The micro- 
PL experiments were performed in the temperature range 
of 4 to 60 K. 

Fig. 7 shows micro-PL spectra of CdSe QDs, which are 
measured through several different size apertures at 4 K. 
The excitation power of each spectrum was 100 pW. 
Fig. 7a shows a spectrum of micro-PL with focusing the 
excitation laser on the sample surface without A1 masks. 
The wide FWHM of the broad peak is a result of the size 
distribution of the QDs. With decreasing the size of the 
aperture from 1 to 0.6 pm, as shown in Fig. 7b and c, 
respectively, the broad peaks observed through the 
apertures split into a number of anomalously very sharp 
lines having linewidths of - 500 peV. These sharp lines 
in Fig. 7c indicate zero-dimensional density of states of 
the QDs. The characteristic features of the spectrum in 
Fig. 7c are as follows. In lower-energy region ranged 
from 2.28 to 2.34 eV, the sharp lines are clustered close 
together in comparison with those in the higher-energy 
region ranged from 2.34 to 2.40 eV. The integrated 
intensities of the lower-energy lines are larger than those 
of the higher-energy lines. The linewidths of the lower- 
energy lines are narrower than those of the higher-energy 
lines. These phenomena are similar to the result in the 
report of CdSe QDs by Kim et al.'"' They also found that 
the micro-PL spectra resulted from two different kinds of 
states. The micro-PL spectrum in Fig. 7c seems to have 
the broad band under the sharp lines. However, this is not 
clear at the present stage. 

Fig. 8 shows the temperature dependence of micro-PL 
spectra measured through the 0.6-pm aperture. The 
temperature was ranged from 4 to 60 K. The excitation 
power is 100 pW. Fig. 8a and b is obtained from lower- 
and higher-energy regions, respectively. These spectra 
reveal that the peaks have Lorenzian line shapes. The 
linewidths shown in Fig. 8a, which come from larger 
QDs, are almost constant until 20 K and increase rapidly 
above 30 K. At 60 K, they are - 3.5 meV, which are 
about six times larger than that at 4 K. The behavior 
shown in Fig. 8a is similar to the result in the report of 
InAs Q D ~ . ' ~ ~ ]  With increasing the temperature, excitons 
in the ground state are gradually scattered into higher 
states by the absorption of acoustic phonons. The increase 

F2 

Fig. 8 
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Temperature dependence of micro-PL spectra of CdSe 
QDs taken through the 0.6-pm aperture. (From Ref. [24].) 

in the FWHMs with temperature shown in Fig. 8a is a 
result of the increase of the scattering rate. On the other 
hand, the linewidths shown in Fig. 8b, which come from 
smaller QDs, hardly increase with the temperature. These 
results reveal that the degree of the linewidth broadening 
depends on the peak energy position, corresponding to the 
QD size, and that the linewidths of the smaller QDs are 
less temperature-dependent than those of the larger QDs. 
The difference shown in Fig. 8a and b might be able to be 
explained with the use of the energy level spacing of 
CdSe QDs. The smaller QDs have larger energy level 
spacing than the larger QDs because the smaller QDs 
have larger confinement energy, resulting in the reduction 
in the scattering rate of excitons from the ground state to 
higher states. As a result, the linewidths of smaller QDs 
are considered to be less temperature-dependent, as 
shown in Fig. 8b. 

Selectively Excited Photoluminescence 

A 500-W Xe lamplight dispersed with a 0.3-m mono- 
chromator served as a tunable light source for selectively 
excited PL measurements. The light was focused on the 
sample with rectangle shape using a microscope objec- 
tive. The spectral width of the dispersed light was about 
0.3 nm at 500 nm. The sample was mounted on a cold 
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Fig. 9 Photoluminescence spectra of 1.6 ML CdSe coverage 
sample at different excitation energies at 4.5 K. 

finger in vacuum in a small, continuous gas flow cryostat. 
The luminescence was collected using optical glass fibers, 
dispersed with a 0.5-m single-grating monochromator, 
and detected with a CCD camera cooled by liquid 
nitrogen. Fig. 9 shows the PL spectra of CdSe QDs at 
different excitation energy at 4.5 K. The spectrum at the 
bottom of Fig. 9 is measured for excitation above the 
band-gap energy of the ZnSe barrier layers. In this 
spectrum, there is a peak at 2.55 1 eV with a FWHM of 30 
meV, which originates from CdSe QDS."~] The shape 
of this spectrum is almost the same as that excited by a 
He-Cd laser. The broad spectral width is a result of 
the inhomogeneous size of CdSe Q D ~ . [ ~ ~ ~ ~ ~ ~  When the 
excitation energy decreases, the PL intensities are 
dramatically reduced. In addition, the spectra have a 
number of shape features at higher detection energies, as 
shown in Fig. 9. These peak positions depend upon the 
excitation energy. However, the features of the PL spectra 
in Fig. 9 do not seem to change regularly with decreasing 
excitation energy. These results are considered to be due 
to the selective excitation of QDs with different sizes in 
their ground states or in their excited states. 

To clarify the origin of the spectra in Fig. 9, the PL 
spectra of CdSe QDs are measured successively in the 
excitation energy range from 2.82 to 2.55 eV at 4.5 K. 
Fig. 10 shows a contour map of the PL intensity of CdSe 
QDs as a function of the detection energy and the exci- 
tation energy. Energy scale of the abscissa is expanded 

as compared with that of the ordinate. Horizontal sections 
at several excitation energies correspond to the PL spectra 
in Fig. 9. The abrupt and quite strong absorption edge is 
clearly observed at 2.81-eV excitation energy for whole 
detection energy, which corresponds to the band-gap en- 
ergy of the ZnSe barrier layer. This reveals that carriers 
generated in the ZnSe barrier layers diffuse in the sample 
efficiently into CdSe QDs and then emit luminescence 
there. This result indicates that CdSe QDs with high 
quality are formed on ZnSe surfaces. 

At lower PL detection energy below approximately 
2.54 eV in Fig. 10, a quite weak absorption band is 
observed at about 2.60-eV excitation energy, which is 
independent of detection energy, and a step-like broad 
absorption band above 2.675-eV excitation energy is also 
found, which continues up to ZnSe barrier absorption 
edge at 2.81-eV excitation energy. Moreover, several 
sharp absorption structures appear at higher PL detection 
energy, as shown in Fig. 10. The energy differences of 
these peaks are found to be roughly independent of the 
detection energy. These energy separations are estimated 
to be about 30 meV, which corresponds to the longitudi- 
nal-optical (LO) phonon energy in CdSeIZnSe systems. 
Particularly, multiple LO-phonon structures up to the 6th 
order are clearly observed at around 3.58-eV detection 
energy. These phonon structures are terminated at the 
band-gap energy of ZnSe barrier layer. As compared with 
the PL excitation spectra of ZnCdSe reference quantum 
wells, absorption peaks from heavy- and light-hole 
excitons are not observed in that of CdSe QDs. These 
results indicate that the excitons in CdSe QDs are relaxed 
by multiple LO-phonon processes, resulting from strong 
confinement of excitons in zero-dimensional structures. 
Above the ZnSe band-gap energy, phonon structures in PL 
spectra are not observed, as shown in the PL spectrum at 

4 low 

Detection Energy [eVj 

Fig. 10 Contour map of PL intensity of CdSe QDs at 4.5 K as a 
function of detection energy and excitation energy. (View this art 
in color at www.dekker.com.) 
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Fig. 11 Photoluminescence spectra of CdSe QDs at 4.5 K as a 
function of the energy difference between the excitation and 
detection energies. These PL spectra are the same as those in 
Fig. 9. Photoluminescence spectrum at the bottom in Fig. 9 is not 
used in this figure. 

the bottom of Fig. 9, which is a result of the continuum 
states in the ZnSe layers. 

To investigate the details of the relaxation process, 
we rearrange the PL spectra of CdSe QDs at 4.5 K as a 
function of the energy differences between the excitation 
and detection energies, as shown in Fig. 11. These spectra 
are obtained by horizontally shifting the PL spectra in 
Fig. 9 by the amount corresponding to the excitation 
energies. Although, as mentioned above, the spectra 
have the peaks at around 30, 60, and 90 meV, the peak 
positions are slightly dependent on excitation energies, 
as shown in Fig. 11. A peak is found at 25 meV in 
spectrum (a) in Fig. 11. This energy agrees with the 1-LO- 
phonon energy of CdSe bulk. This indicates that pure 
CdSe region exists in QDs, which seems to be inconsistent 
with the results of TEM rneas~rements . '~"~~~ The spectra 
(b), (c), and (d) in Fig. 11 have peaks at 31 meV, and the 
spectra (e), (f), and (g) in Fig. 11 have peaks at 62 meV, 
corresponding to the 1-LO- and 2-LO-phonon energies of 
ZnSe bulk, respectively. 

The relationship between phonon energy and detection 
energy of phonon structures can be obtained from Figs. 9 
and 11. Fig. 12 shows the I-LO- and 2-LO-phonon 
energies as functions of the detection energy of the 
phonon structures in PL spectra, which are obtained from 
Fig. 10. For detection at lower-energy side, the observed 
1-LO- and 2-LO-phonon energies are estimated to be 

25 and 50 meV, respectively, which agree with the LO- 
phonon energies of CdSe bulk. For higher detection 
energy side, phonon replicas can be resolved with 
energies of 31 and 62 meV, which correspond to the 
LO-phonon energies of ZnSe bulk. The size of CdSe QDs 
at higher detection energy is smaller than that at lower 
detection energy. This means that the wave functions of 
excitons at lower detection energy are confined better 
inside CdSe QDs than those at higher detection energy. 
Therefore for detection at lower-energy side (larger QDs), 
excitons are more interacted with the LO phonons of 
CdSe QDs, resulting in relaxation by using CdSe LO 
phonons, as shown in Fig. 12. On the other hand, the 
excitons at higher detection energies (smaller QDs) are 
weakly localized and their wave functions extend to the 
su~rounding ZnSe barrier layers. Therefore excitons are 
more interacted with LO phonons of ZnSe barrier layer. 
As a result, excitons are relaxed by using ZnSe LO 
phonons, as shown in Fig. 12. At middle detection energy 
region (from 2.56 to 2.67 eV), phonon energies gradually 
change from 25 to 31 meV. These phonon energies might 
be a result of the contributions of both ZnSe and CdSe 
phonons or of ZnCdSe mixed crystals. The investigations 
of the Raman spectra of ZnCdSe bulk mixed crystal have 
shown that the LO-phonon spectra vs. crystal composition 
are the one-mode type,'"' indicating that the LO-phonon 
energy has changed monotonically with composition. It is 
difficult to clarify that excitons are relaxed by using both 
CdSe and ZnSe LO phonons or ZnCdSe LO phonons at 
middle detection energy region. 

Next, the effect of interactions between CdSe QDs will 
be discussed. Fig. 13a shows a PL spectrum excited at 

70 CdSe QDs 4.5 K - 

2 O L I I I I I  - 
2.55 2.56 2.57 2.58 2.59 

Detection Energy (eV) 

Fig. 12 1-LO- and 2-LO-phonon energies as functions of the 
detection energy of the phonon structures in PL spectra, which 
are based on the results shown in Fig. 10. 
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Fig. 13 (a) Photoluminescence spectrum excited at 2.833 eV 
above the ZnSe band-gap energy at 4.5 K and (b) a distribution 
curve of PL intensity related with the 1-LO-phonon structure 
obtained from Fig. 10. 

2.833 eV for above ZnSe band-gap energy at 4.5 K, which 
has a peak at 2.551 eV. A distribution curve of PL 
intensity related with the 1-LO-phonon structure is also 
shown in Fig. 13b, which is obtained from Fig. 10. This 
curve has a peak at 2.565 eV. The distribution curve (b) in 
Fig. 13 shifts to higher detection energy by about 14 meV 
than the PL spectrum (a) in Fig. 13. In the case of InAs 
QDs on GaAs substrates, the intensity curves of LO 
phonons were identical to PL spectra for the above GaAs 
band-gap excitation.[301 This difference in the peak 
positions in Fig. 13a and b is considered to be a result 
of the interaction between CdSe QDs. 

Because wave functions at higher excited states of 
CdSe QDs are more extended than those at the ground 
states, the interactions between the wave function of QDs 
become stronger. Then, when CdSe QDs are excited at 
higher excitation energy, carriers can easily move from 
smaller QDs to larger QDs. As a result, lower detection 
energy side in PL intensity is enhanced, as shown in the 
spectrum in Fig. 13a. The broad absorption band at 2.675- 
eV excitation shown in Fig. 10 is considered to result 
from the strong interactions between the wave functions 
of QDs. This broad absorption band is continuous with the 
ZnSe barrier absorption edge. 

On the other hand, because wave functions are 
confined better at the ground states in CdSe QDs, the 
interactions between the wave function of QDs are quite 
weak. Then, when CdSe QDs are excited at lower 
excitation energy, PL is obtained from the same CdSe 

QDs. Consequently, the distribution curve in Fig. 13b 
is considered to represent real size distribution curve 
of CdSe QDs. However, the weak absorption, which is 
independent of detection energy, is obtained at 2.60-eV 
excitation energy in Fig. 10. This might result from the 
weak interaction between wave functions of QDs at the 
ground states. 

Recently, carrier relaxation dynamics of CdSe QDs 
have been investigated by time-resolved PL measure- 
m e n t ~ , [ ~ ~ '  revealing that the decay time at higher-energy 
side is decreased with increasing detection energy. This 
result is considered to be due to the interactions between 
CdSe QDs, which is consistent with that of the selectively 
excited PL measurements. 

CONCLUSION 

We have investigated the formation and optical proper- 
ties of self-organized CdSe QDs on ZnSe (001) surfaces 
with the use of TEM and PL measurements. CdSe QDs 
with high quality are naturally formed on ZnSe surfaces 
by MBE when the thickness of CdSe layers is less than 
about 2 ML. CdSe QDs show a strong green emission 
even at room temperature. The polarization dependences 
of PL from CdSe QDs exhibit that the PL spectra are 
strongly polarized parallel to the [ l i ~ ]  direction. The 
CdSe coverage dependence of polarization PL spectra 
indicates that PL polarization degrees increase with 
QD formation. 

Using micro-PL, single CdSe QD has high-resolved 
sharp lines, indicating zero-dimensional density of states 
of the QDs. It is found that the linewidths of the larger- 
size QDs are more temperature-dependent than those of 
smaller ones, suggesting to be a result of the difference in 
the energy level spacing of CdSe QDs. 

The carrier relaxation mechanisms in self-organized 
CdSe QDs have been also investigated by selectively 
excited PL measurements. The contour map of PL 
intensity of CdSe QDs reveals that the strong and abrupt 
absorption edge of the ZnSe barrier layer is clearly 
observed for whole detection energy. In addition, 
photoexcited carriers that form excitons are relaxed by 
emitting multiple LO phonons in CdSe QDs, resulting 
from the strong confinement of excitons in zero- 
dimensional structures. At low and high detection energy, 
LO phonons of CdSe and ZnSe are dominated for 
relaxation process, respectively. The weak absorption 
and broad absorption bands observed at lower PL 
detection energy in the contour map can be interpreted 
by the interactions between wave functions of CdSe QDs. 
Stronger interactions between wave functions of CdSe 
QDs at higher excitation energy induce the difference 
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in the peak positions between PL spectrum in Fig. 13a 
and the distribution curve in Fig. 13b. Therefore the 
distribution curve in Fig. 13b is considered to represent 
the real size distribution curve of CdSe QDs. 
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INTRODUCTION 

Nanosize metal clusters occupy a position between the 
molecular and solid state and, because of the dominant 
role of their abundant surface area, provide a unique way 
to learn how metal-metal bonding, cluster shape, and 
packing are affected by ligands bound to the cluster 
surface. Such studies may give insights into complex 
issues in catalysis, such as selectivity of binding of sub- 
strates to vertex, edge, or face sites on a metal cluster, and 
how such binding affects the intermetal bond distances, 
essentially causing a surface reconstruction, mass redis- 
tribution, or shape change. Studies of the 3-D interface 
structure of nanosize metal clusters should yield informa- 
tion quite different from the extensive literature describing 
ligand interactions with extended, 2-D metal surfaces. 
Because clusters more closely resemble practical hetero- 
geneous catalysts (e.g., hydrodesulfurization process, hy- 
drogenation process), important new scientific and tech- 
nical insights may be gained by their study. 

The formation of metal colloids or clusters by the 
controlled reduction, nucleation, and growth from metal 
salts in aqueous solution has been investigated for over a 
century. In the case of gold colloids, the earliest scientific 
investigations were undertaken by Michael ~ a r a d a ~ " '  and 
spanned over a decade. Human interest in the colors of 
such colloidal systems dates back to the Roman times, as 
pointed out by Kreibig and ~ o l l m e r [ ~ '  in their excellent 
review of the optical properties of metal clusters. An 
example cited therein is a Roman goblet from the fourth 
century in the British Museum whose fame is attributed to 
the shining colors generated by a composition of Ag and 
Au clusters. The purple colors of colloidal Au and Cu 
dispersions are thought to be the origin of the association 
of purple with royal colors. 

OVERVIEW 

The earliest methods of colloidal synthesis (e.g., Faraday 
method) rely on the chemical reduction of metal salts in 
aqueous solution. The remarkable stability of these 
ancient wine-red sols was a result of charge stabilization 
via adsorbed citrate ions. In sealed vials, samples prepared 

by Faraday in the mid-1850s can be still be viewed in the 
Cavendish museum in Cambridge-a true testament to 
solution stability. 

Only very recently have scientists developed nonaque- 
ous methods of colloidal synthesis requiring steric, not 
charge, stabilization. An early example of this approach, 
which ultimately led to the development of magnetic 
particles for recording purposes, was that of Hoon et al.L31 
They produced Co colloids (now called nanoclusters, 
nanocrystals, or nanoparticles) in the 1-100 nm range by 
thermolysis of C O ~ ( C O ) ~  in the presence of dispersant 
polymers. This seminal work provided the basis of nearly 
all subsequent methods for production of colloids from 
metallorganic precursors using high T decomposition. 
Other reports of base metal colloidal synthesis via thermal 
decomposition in the presence of surfactants or polymers 
soon f~ l lowed. '~ .~ '  With the advent of exotic organome- 
tallic precursors, even binary semiconductors could be 
produced by this approach.'61 

Although organometallic precursors are the basis of 
many current approaches to cluster synthesis in nonaque- 
ous, low-dielectric constant solvents, there are several 
drawbacks to this approach. The toxicity, air sensitivity, 
cost, and unwanted by-products (e.g.. metallic films) 
prevented the widespread adoption of such methods 
outside the chemical community. 

Methods of systematic control of cluster size in 
organometallic decomposition routes are still lacking. 
Nevertheless, in certain cases, remarkable monodispersity 
can be achieved. One of the earliest and best-known 
examples of monodisperse metal cluster growth from 
atomic precursors in solution was the synthesis by 
schmidL7' of Au(N=55) clusters by diborane reduction 
of Au(PPh3)Cl in benzene or methylene chloride. Fifty- 
five atoms of a metal corresponds to the closing of the 
second atomic shell of a Au(N= 13) cluster core with 42 
ALI atoms with a dozen PPh3 molecules weakly ligated to 
the faces of the inorganic core. Consequently, the role of 
the ligand used to sterically stabilize inorganic nanoclus- 
ters in a solvent was discovered to be critical in 
determining the eventual structure and stable size of a 
given nanocluster. By a continuation of this growth 
process, Schmid has extended the range of sizes available 
to many thousands of atoms, utilizing a synthesis 
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reminiscent of polymeric growth-ne generation provid- 
ing the "seeds" for the next.[81 His approach has also 
been extended to other metals such as Pd and Pt. However, 
the yields from each growth generation are low so, as in 
organic synthesis, the overall yield can be quite small for 
larger clusters. Also, the weak binding of the PPh3 group 
means that the long-term stability (e.g., longer than a few 
days) of such clusters is severely compromised. 

It would be very nice to have a general nanocluster 
chemical synthesis, which combines the advantages of low 
toxicity/cost precursors, and high yield of traditional 
aqueous-based colloidal chemistry with the size dispersion 
control and chemical versatility of organometallic meth- 
ods. Possibly with this goal in mind, Boutonnet et first 
used aqueous pools of water found in oil--continuous 
microemulsions to solubilize simple, ionic, metal salts of 
Au, Pd, Pt, and Rh, followed by chemical reduction using 
hydrazine or hydrogen gas to produce metal clusters 
dispersed in oils. Such new nanomaterials were later shown 
to have good catalytic activity for hydrogenation.['01 

A serious limitation of using water containing micro- 
emulsions as microscopic reactors for metal colloid 
formation was the limited types of reducing agents 
permitted (basically hydrazine or aqueous NaBH4), as 
well as the inherent polydispersity of microemulsions, 
which produced a fairly broad size dispersion in the final 
product. This limitation was overcome by the surprising 
discovery that ionic metal salts could be directly solubi- 
lized in a variety of newly discovered inverse rnicelle 
systems.[1'-131 The most useful of these systems were 
reported in a series of papers and a patent, and form the 
basis of the most versatile method for the formation of 
nanoclusters, both semiconductor and metallic, in the 1- 
10 nm The complete absence of water and 
air in these systems allowed the use of very strong, even 
pyrophoric, reductants such as LiAlH4 [in tetrahydrofuran 
(THF)] for the first time and permitted even exotic 
nanocrystalline species such as Si and Ge to be made by 
low-T chemical synthesis for the first In 
addition, the well-defined interface and monodispersity 
inherent to inverse micelle systems resulted in narrow 
cluster size distributions. 

Meanwhile, physicists were taking a different approach 
to cluster synthesis, based on their expertise in high- 
vacuum, molecular beam techniques coupled with the use 
of mass spectrometers for mass selection and analysis. An 
excellent example of the results that emerged from such 
endeavors is that of de Heer and coworkers, who utilized a 
supersonic expansion of an atomic cluster source into a 
vacuum in the presence of an inert gas to create cluster 
beams.[211 Using a mass spectrometer they, and others,[221 
discovered that certain masses of clusters were produced 
in relatively large abundance. These "magic" sizes 
corresponded to the closing of atomic shells, analogous 

to stable nuclear shells from nuclear chemistry,[231 or the 
electronic shells forming the basis of chemical bonding 
and the periodic table. Alkali metal clusters, in particular, 
were discovered to be well described by simple "jellium" 
models and their optical properties were investigated. 
Other interesting phenomena emerged from these studies, 
including the discovery of enhanced magnetic moments in 
small clusters of Co, Fe, and Ni compared to their bulk 
counterparts.[241 

The ability to compare the size-dependent physical 
properties (e.g., absorbance, PL, magnetic behavior, 
melting point, chemical reactivity) of clusters prepared 
by beam methods and those prepared by solution tech- 
niques is complicated by the very important role of the 
interface, also known as the embedding media effect.[21 
"Naked" clusters in a vacuum ha\e very different 
optoelectronic properties compared to those coordinated 
to a solvent or a ligand. Importantly, clusters in solution, in 
order to be perfectly dispersed, require tightly binding 
ligands to prevent association or "clumping" in solution, 
so one can never consider very small inorganic nanoclus- 
ters (1-3 nm) without also understanding their organic 
interface or "shell." Even in a vacuum, a naked cluster has 
unsatisfied bonding at its surface, which probably requires 
some sort of structural "reconstruction" to minimize its 
energy, and this has not been taken into account in even the 
most refined theories of cluster structure. Thus, there is 
considerable controversy among theorists regarding the 
actual equilibrium shape of a cluster for a given number of 
atoms. In short, we have a long way to go before 
understanding the size- and interface-dependent properties 
of nanoclusters. Scientists may expect to be fruitfully 
employed in this enterprise for many years to come. 

In this review, we cannot possibly do justice to the 
enormous literature in the area of metallic nanoclusters or 
quantum dots. Accordingly, we primarily focus on 
metallic Q-dots of Au and Ag, which historically provided 
the earliest fascination with dispersed colloidal materials. 
In fact, the beautiful colors of colloidal sols, which 
differed so significantly from their bulk counterparts and 
organic dyes, influenced their medieval uses in stained 
glass, goblets, etc. Their synthetic preparation was a well- 
guarded alchemic secret. It is probably not surprising that 
the majority of scientific investigations of the optical 
properties of metal clusters have focused on the few 
metals with visible absorbance. This restricts studies to the 
alkalis and noble metals (Au, Ag, Cu). This is because 
strong collective oscillations (plasmon resonances) 
require quasi-free electrons, as well as weak damping of 
these oscillations in the visible regime [i.e., the imaginary 
part of the dielectric constant &(a) must be small]. A 
further preference for studies of Au and Ag colloids 
occurs because of their remarkable long-term stabilities in 
aqueous solutions under ambient conditions and their 
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interesting size- and shape-dependent optical properties, 
which can often be described by the Mie theory[251 of 
electromagnetic scattering. In this review, we emphasize 
the important role of synthesis methods, advanced 
characterization tools for both feedback and understand- 
ing of sizeloptical properties, and formation of arrays of 
these dots. We discuss both alloys and core-shell nano- 
particles of these materials. Only briefly discussed will be 
the magnetic and catalytic properties of nanoclusters. 

EXPERIMENTAL 

Nanocluster Synthetic Methods 

Inverse micelle method 

The inverse micelle synthesis has been extensively de- 
scribed in a series of papers[11,13-2032"281 and patent.['21 A 
key difference of this method from either liquid or gas 
atomic aggregation processes (e.g., high-T thermal 
decomposition of organometallics) is that the cluster- 
cluster aggregation process, whose kinetically determined 
structures inevitably result in power-law or log normal 
cluster size distributions, is fundamentally altered by the 
microheterogeneous environment of the droplet-like 
inverse micelles. Because the ionic metal salt precursor 
is only soluble inside the micelle at typical precursor 
metal salt concentration of 0.01-0.1 M and surfactant 
concentrations of --5-10 wt.% (-0.2 M), there are only 
about 1-4 precursor ions/micelle. Thus, growth to the 
final observed sizes of N =  10-10000 atoms must occur via 
micellar diffusion, micelle collision, temporary interface 
fusion, and atomic interchange. The micelle interior 
volume roughly determines the maximum size of the 
small atomic clusters, which may interchange during the 
growth or aggregation step of the synthesis. This cluster 
growth rate is set by the diffusion rate of the micelles, 
which is -2 orders of magnitude slower than would occur 
in a continuous liquid phase (i.e., Schmid approach, gas- 
phase aggregation, etc.). So the opportunity for structural 
adjustments to atomic positions during atomic exchange 
and growth is enhanced, possibly favoring thermodynamic 
stabilities over metastable (e.g., disordered) cluster struc- 
tures. For this reason, we have never observed disordered, 
and rarely[291 nonequilibrium nanoclusters as the final 
product regardless of the melting point of the cor- 
responding bulk material. 

Our approach has changed only in minor ways since 
our first description of metal nanocluster synthesis in 
1989.["' The most significant change is the use of 
strongly binding surfactants, thiols, to passivate the sur- 
face during or after the chemical reduction, which allowed 

us to employ liquid chromatographic analysis of the 
nanocluster size and size dispersion.[301 When thiols are 
added prereduction, they can significantly alter the final 
nanocluster size, because they inhibit the cluster growth 
more strongly than the nonionic and cationic surfactants 
we typically use to solubilize ionic gold, silver, or 
platinum salts in inverse micelles. However, the use of 
alkyl thiols as passivating agents presents other issues, 
which we have recently discussed4ertain alkyl thiols act 
as etchants, reducing the size of the as-synthesized 
 cluster^.[^" They also fail to bind as effectively to larger 
(e.,g., D,>4 nm) (Dc=inorganic core diameter) Au clusters 
compared to smaller ones (e.g., Dc<2-3 nm). The thiols, 
although present in much lesser amounts than the 
surfactants used to form the inverse micelles, compete 
very effectively for binding sites on the growing 
nanocluster surface. Because of their strong binding 
properties, thiol passivating agents also permit purifica- 
tion and removal of ionic byproducts and most of the 
surfactant micelles used to solubilize the metal salt 
precursors. The stabilization of the nanocluster surface 
by a strongly binding ligand is critical to the variety of 
purification approaches we have described.[301 

Numerous other papers describing Au nanocluster 
synthesis using so-called phase transfer catalysts (i.e., 
cationic ~ u r f a c t a n t s ) [ ~ ~ ' ~ ~ ]  have been published. There are 
some misconceptions about the role of the cationic 
surfactants used in this synthetic approach. The first is 
that the typical recipe requires water to first dissolve the 
salt (typically HAuC14 or NaAuC14) and then requires this 
aqueous salt solution to be brought into contact with an 
immiscible toluene solution containing a cationic surfac- 
tant [usually tetraoctylammonium bromide (TOAB)]. One 
neteds to ask why only certain cationic surfactants will 
actually solubilize the gold salt into the organic phase? 
The reason is that very hydrophobic, long-alkyl chain 
surfactants are required to ensure both the formation of 
spherical micelles in the organic (toluene) phase and the 
total exclusion of water from that phase. Because such 
cationic surfactants spontaneously form inverse micelles 
in toluene, as was discovered several years ago by neutron 
scattering, they are capable of directly solubilizing a wide 
variety of metal salts without the use of water. We have 
described such an inverse micelle synthesis in Ref. [13] 
and in our original using didodecyldimethyl 
ammonium bromide (DDAB) in toluene. One can also use 
linear alkane solvents with these surfactants, but geo- 
metric considerations in the tail group packing often 
require a cosurfactant such as hexanol be added to "fill in 
the gaps" in the micellar surfactant droplet interface with 
linear alkanes. 

With this general understanding of the role of the 
cationic surfactant as a micelle forming agent, which can 
directly solubilize a variety of metal salts, water need not 
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be introduced into the system, thus allowing the use of 
strong reducing agents such as LiBH4 in tetrahydrofuran 
(THF), or LiA1H4 in THF or toluene. These reducing 
agents are generally superior to NaBH4 in water, which 
must be used to reduce HAuC14 in two-phase systems. 
Even if one chooses to use NaBH4 as a reductant, because 
NaBH4 in neutral aqueous solution is unstable with 
respect to hydrolysis, only highly alkaline solutions (-4 
NaOH:NaBH4) should be used to effect reductions. Such 
caustic reducing solutions are quite stable and are actually 
sold by Aldrich as stock -4.4 M NaBH4 in 14 M NaOH 
solutions, and can be diluted into water, as desired. 

In the case of gold or silver, the precursor metal salts 
are so easily reduced that the use of alkaline NaBH, in 
water as we described in our early work is quite 
acceptable. However, this reducing agent is somewhat 
ineffective for the reduction of Pt or Pd salts, and is 
completely ineffective for formation of metallic Fe, Ni, 
Co, Si, or Ge. Instead, in the case of Fe, Ni, or Co, the 
corresponding metal boride will form. 

Metathesis method 

In this cluster formation method, a chemical reduction of 
an organic soluble metalkorganic precursor is used to 
produced metal clusters. This can be carried out in a 
coordinating or noncoordinating solvent, or some combi- 
nation thereof. Alternatively, a surface-active (but not 
micelle forming) species such as dodecanthiol (C12SH) or 
tri-ocytylphosphine (TOP) may be added to prevent run- 
away growth during the chemical reduction. The best 
example of this approach is the one described by Schmid, 
and exemplified by the reaction that produces Au(N=55) 
clusters. We refer the reader to his excellent review on this 
subject for further  detail^.'^' 

Another approach to the production of metal clusters in 
solution relies on the high-T reduction of organometallic 
precursors by glycols in coordinating solvents such as 
diphenyl ether. This "poly-01" method was recently 
refined to produce base metal clusters of a variety of sizes 
of Co, Fe, and Ni. Generally, empirically chosen surfac- 
tants are used to stabilize the growing nanocluster. A 
review of this approach appeared recently.[341 Briefly, the 
nanocluster size is increased by increasing the amount of 
precursor and/or decreasing the amount of surfactant. 
There is usually some unwanted metallic film formation 
and/or incomplete reduction so the yield is not loo%, and 
the method requires high boiling point solvents as the 
reduction typically takes place between 200 and 300°C. 
Some of these solvents may not allow solubilization of all 
the available components (metal-organic, poly-01, stabi- 
lizer), so a fair amount of empirical variation is required 
before achieving an optimal synthesis. 

Thermal decomposition method 

In this method, which is the oldest approach for non- 
aqueous synthesis of metallic Q-dots, a thermally labile, 
oil soluble, metal-organic precursor is thermally decom- 
posed in the presence of a surfactant-like stabilizer, 
typically a block copolymer.[31 Under the proper condi- 
tions, fairly monodisperse colloids can result. However, 
the method is typically only used for base-metal 
nanocluster synthesis (Co, Fe, Ni) because an available 
thermally unstable metallorganic is required [e.g., 
Fe(C0)5, CO~(CO)~,  Ni(C0)4]. As these compounds are 
very air-sensitive and either mildly or severely toxic, all 
handling must be carried out in either a glove box, or by 
Schlenk-line methods. Additionally, because of the rapid 
growth rate compared to chemical reduction methods, the 
final clusters are highly defective, requiring significant 
annealing to produce high-quality samples. This means 
the final material properties (e.g., saturated magnetic 
response) are typically only a small fraction of that found 
in the corresponding bulk  material^.[^-^' 

Nanocluster Characterization 

Size exclusion chromatography (SEC) 

We use a commercial Water's corporation autosampler, 
solvent pump, degasser, and detectors together with com- 
mercially available polysytrene microgel columns (Poly- 
mer Laboratories) with controlled pore sizes to separate 
and analyze organically passivated metal nanoclusters. 
The alkyl organic shell on the metal surface prevents 
specific chemical interaction with the hydrophobic col- 
umn material. A single-channel output of an in-line 
photodiode array (PDA) detector at a particular wave- 
length near the classical plasmon resonance, (-520 nm 
for Au, -400 nm for Ag) was used as described in 
previous papers[30.351 to obtain the peak apex elution time 
and peak width, which together yield the average cluster 
size and size dispersion. A conductivity detector and 
refractive index (RI) detector were also used to demon- 
strate that the eluting metal clusters had no charge and 
were separated from the nonabsorbing chemicals (surfac- 
tant micelles, salt byproducts, etc.) used in the synthesis. 
A chromatogram showing the separation D,=2 nm Au 
nanoclusters from the solvents and surfactants used to 
produce them is illustrated in Fig. 1, taken from Ref. [30]. 

The use of SEC to obtain cluster sizes and size 
distributions was explained in detail in a recent paper.[301 
In that work, we demonstrated that the elution time t, for a 
properly passivated Au nanocluster sample with a hydro- 
dynamic diameter Dh obeyed the relation, log Dh-t,, 
allowing one to obtain a metal core diameter after 
subtraction of the thickness of the organic passivating 
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Fig. 1 Chromatographic separation of capped Au nanoclusters 
stabilized using cl2SH and containing the nonionic surfactant 
c12e5. A PL500 column and a toluene mobile phase were used. 

layer. This thickness was determined by taking a sample 
with a single core size as determined by transmission 
electron microscopy (TEM) and adding a series of alkyl 
thiols, designated herein as CkSH, with chain lengths k of 
6 < k <  16, to the toluene mobile phase, and obtaining Dh 
from t ,  and subtracting the known TEM core size. Fig. 2 
shows an example of this size separation capability for a 
single core size, D,=2.0 nm and k=6, 10, and 14. It 
illustrates that clusters with different total hydrodynamic 
sizes due to organic shell differences may be separated by 
using SEC. 

Fig. 2 Effect of capping agents on the hydrodynamic diameter 
of Au nanoclusters. The HPLC chromatogram of Au nanoclus- 
ters with three alkyl thiols, CkSH, k=6, 10, 14, added after 
reduction. The absorbance at 520 nm [A(520 nm)] from the PDA 
vs. elution time is shown. The SEC column used was a Polymer 
Labs PLlOOO and the mobile phase was toluene at 1 mL/min 
flow rate. (From Ref. [30].) 

The organic passivating shell thicknesses agree well 
with values calculated from known C-C bond lengths in 
linear alkanes and confirmed by SEC. A best fit to a series 
of linear alkanes and polysytrene polymer standards gave 
Dh (nm)=608 exp(-0.62523, (min)) for the PLlOOO 
column used in that reference. This relation was valid for 
1 mm < Dh< 10 nm. Columns are available with larger pore 
sizes, which extend this range to larger values. For further 
information, the reader should consult the excellent book 
by Yau et a1.[371 

In the case of other nanoclusters such as Si, Ge, Co, Ni, 
and Fe, or semiconductors such as CdS, CdSe, FeS2, and 
MoS2, tetrahydrofuran (THF) or acetonitrile (ACN) 
appears to be the best mobile phase choice. It is highly 
recommended to use inhibited THF to minimize oxidation 
as a result of peroxide formation. This is especially true if 
fraction collection of purified nanoclusters is desired. In 
our case, automatic vacuum removal of all gases occurs 
prior to the pump and injection system, so air-sensitive 
nanomaterials can be easily analyzed or fraction collected 
without degradation. In addition, an in-line filter and short 
"guard" column of the same column material is used to 
prevent retention time changes with age andlor injection 
of "bad" samples. With such an elaborate system (and 
many ruined columns during the learning process!), we 
can reproduce the retention time (i.e., Dh) of high-quality, 
stable nanocluster samples to within the instrument 
resolution of 0.01-0.02 min over periods exceeding 1 
year. dThis corresponds to a size resolution (see below) of 

1 A! Additionally, shape information is incorporated 
into the retention time, as we can achieve near baseline 
separation of C60 from C70 on a typical PL500 column, 
although these fullerenes differ in hydrodynamic size by 
only 1 A. Fig. 3 illustrates this point. 

Fig. 3 Chromatogram instrumental linewidth for samples of 
decane (ClO), C60, and C70 run on a PL500 column in toluene. 
(From Ref. [30].) 
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As we have discussed,'303361 increasing the total pore 
volume for a pure SEC elution mechanism increases the 
resolving power of the separation. Preparative columns 
with diameters of 25.4mm are available (i.e., - 10 x the 
pore volume) that can separate clusters differing in size by 
only -2%. With such columns, large amounts (1&100 
mg) of nanoclusters can be injected and fraction collected 
with great size selectivity (-- 1-2 A separation). We have 
developed a custom-designed, anaerobic, automated frac- 
tion collection system which we will describe in fu- 
ture work. 

There is an inherent elution peak width at half-height 
associated with the chromatography column itself even for 
monodisperse molecules such as octane (Fig. 3).'301 Un- 
like reverse-phase chromatography columns, for SEC 
columns the instrumental band-broadening does not 
depend on elution time, but simply on the average size 
of the microgel particles used to pack the column. For 
example, the high-resolution columns used in previous 
studies were packed with porous 5-pm particles and had 
significantly narrower inherent band-broadening than 
less expensive columns packed with 10-pm particles of 
the same material. This column band-broadening is 
experimentally determined by using a known monodis- 
perse sample and the same column used for study 
of the unknown samples. Using decane C10, we found 
AtIl2=0.25-.27 min while we found AtIl2=0.40 min for 
purified (99.9%,Strem Chemicals) buckyballs, C60 and 
~ 7 0 . [ ~ ' '  From shape considerations, the latter standard 
seems more appropriate to compare to our spherical 
nanocluster samples. Any cluster elution peak whose 
width exceeds this value implies some polydispersity in 
the sample provided the sample does not have specific 
chemical interactions with the column. In fact, as shown 
in our previous work, reproduced in Fig. 4, our best metal 
cluster samples have AtIl2=0.30-0.35 min, slightly 
narrower than the best available C60, so there is some 
uncertainty ( ~ 0 . 0 5  min) as to which value best represents 
the inherent column broadening. Roughly speaking, the 
subpopulations of such a polydisperse sample with elution 
times lying outside t,+0.4/2 will be separated from the 
clusters represented by the signal at the apex of the peak 
and contain additional spectral information. The optical 
spectra obtained from the size-selected population eluting 
at the peak apex represents a single size to within the + 2  A 
resolution for our column. This resolution of + 2  A may be 
increased by increasing the total pore volume of the 
column by adding an identical column in series. 

Typically, a 10-p1 amount of ~ 0 . 0 1  M nanocluster 
solution is injected from a crimp top vial using our 
Water's model 717 autoinjector and sampling loop. The 
total experimental time is 15 min, so complete size and 
optical analysis of 20 samples under automated control is 
quite feasible in a day. The retention time at the peak apex 
elution is measured by using the absorbance obtained 

T 

I - - - - -  
I Size Dist. is as good as 
I purified (99.9%) c60 

Fig. 4 Size distribution of Au clusters is as narrow as 
buckyballs. Normalized absorbance chromatogram from PDA 
detector (AIA,,,) for C12SH-stabilized Au nanoclusters and 
99.9% C60. HPLC conditions were a PL500 column using 
toluene as the mobile phase flowing at 1 mL1min. The C60 
elution time has been shifted to coincide with that of the Au 
nanoclusters for ease of comparison. (From Ref. [30].) 

from a chosen wavelength element of a 1024-channel, on- 
line, photodiode array (PDA), absorbance detector. The 
mobile-phase background absorbance, although not sig- 
nificant in the region of interest for most metal nanoclus- 
ters, is automatically removed. Organic chemicals (e.g., 
solvents, surfactants) that do not absorb at mobile-phase- 
transparent wavelengths, are detected by using an on-line 
differential refractometer (Water's model 4 10). 

Transmission electron microscopy 
(TEM, HRTEM) 

About 2 p1 of the purified -0.01 M solution of 
nanoclusters was deposited on a holey carbon grid, under 
which a porous filter paper was placed to quickly wick the 
solvent away to minimize cluster pile up on the grid. For 
core sizes larger than Dc-2 nm high-resolution TEM 
(HRTEM) was used to confirm the metal core size to an 
uncertainty of one lattice constant (22 A). However, in 
this size range, this measurement uncertainty is as large as 
the SEC resolution, even assuming a perfectly monodis- 
perse sample with all the clusters in an identical focal 
plane on the holey carbon grid and identical nanocrys- 
tal orientation. 

Nanocrystal orientation is very important for small 
crystals. For example, if a randomly oriented distribution 
of monodisperse icosohedral Au crystals is examined with 
d ( l  l l )=2 .1  nm and d(100)=2.7 nm, one obtains the 
number average DJTEM) - 2.4k.3 nm. but this is not a 
result of size dispersity. In addition, with the smallest 
clusters, especially Ag, there are e-beam cluster "melting" 
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Fig. 5 HRTEM of a region of a holey carbon grid on which a 
drop of sample Au, D= 1.8(.2) nm was allowed to dry. (From 
Ref. [30].) 

artifacts that make absolute size measurements difficult 
because the boundary with the grid becomes less sharp, in 
addition to causing some cluster fusion where their 
surfaces touch. For these reasons, size determination by 
high-resolution SEC, complemented by HRTEM, has 
major advantages. Fig. 5 shows an HRTEM of Au, 
D,= 1.8 nm particles, showing the atomic lattice fringes 
from this HPLC-purified sample, and illustrates the effects 
of crystallographic orientation and focal plane effects on 
the apparent cross-sectional diameter of this nearly 
monodisperse sample. 

Absorbance spectra 

The absorbance spectra of passivated metal nanoclusters 
was obtained by using an on-line photodiode array PDA 
with an adjustable bandwidth and wavelength range. For 
the purpose of the studies reported in this review, the 
bandwidth was either 2.4 or 4.8 nm, and a wavelength 
range of 290-795 nm was used. Complete absorbance 
spectra were collected every 2 sec during the chroma- 
tography. A Cary 2300 ultraviolet (UV)-visible spectrom- 
eter was also used to verify selected results from the 
PDA. Both spectrometers were calibrated by using a 
holmium filter. 

Because a typical cluster elution linewidth is about 
0.3-0.4 min, between 10 and 15 complete spectra were 
available as a function of elution time (i.e., size). Thus, in 

addition to the information concerning how the absorb- 
ance spectra changes with cluster size at the peak of the 
elution, we also can determine the spectral homogeneity 
of an elution peak. A spectrally pure or homogeneous 
elution peak corresponds to one in which there is no 
variation in the absorbance spectral shape within the peak. 
Size or shape polydispersity would lead to size-dependent 
optical absorption spectra within the elution peak. 

Synthesis Optimization with SEC Feedback 

Perfecting the methods of inorganic nanocluster synthesis 
requires rapid, quantitative feedback concerning final 
cluster size, shape, optical properties, and their relation- 
ship to the myriad synthetic variables, which can affect 
the average cluster size and size distribution. A good 
analogy is with advances in organic synthesis which have 
been facilitated greatly by the advent of modem analysis 
mcthods, such as Fourier-transform infrared (FTIR), gas 
chromatography/mass spectrometry (GCIMS), liquid 
chromatography (LC)/PDA, nuclear magnetic resonance 
(NMR), etc. Without such feedback, the synthetic chemist 
is very much in the dark with respect to whether changes 
in synthetic protocol are making things better or worse. 
Another example comes from the application of liquid 
chromatography/mass spectrometry (LC/MS) and capil- 
lary gel electrophoresis approaches to DNA and protein 
analysis which, along with polymerase chain reaction 
(PCR) amplification, essentially enabled the rapid sequenc- 
ing of the human genome. Unfortunately, carrying such 
analytic methods directly over into the field of inorganic 
nanocluster synthesis is not always straightforward. 
Perhaps, this is the reason for the limited number of 
na~nomaterials that humans know how to synthesize in a 
predictable manner-the best examples being transition 
metal nanoclusters as pioneered by my group, and 11-VI 
se~niconductors (mainly CdSe) as pioneered by Murray, 
Bawendi, Alivisatos, and ~ r u s . [ ~ , " ~ ~ '  These materials 
were explicitly chosen because they have clearly identifi- 
able, size-dependent visible colors (absorbance) that al- 
lows rapid feedback regarding size and monodispersity. 
For example, in the case of CdSe, size changes as small 
as 1-2 A result in clear differences in the absorbance edge. 
In the case of nanosize Au or Ag, one can perceive, 
even with the naked eye, color changes corresponding to 
-2-4 A in size, and using an absorbance spectrometer, 
1-2 A size differences. 

RESULTS AND DISCUSSION 

Our recognition of the dearth of rapid analysis techniques 
for inorganic nanomaterials led us to try to adapt some 
modem analytical methods to understand sizeloptical 
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property relationships in both semiconductors and nano- 
metals. These techniques include in situ elemental 
analysis of purified cluster solutions using X-ray fluores- 
cence (XRF), which is very useful for composite 
nanoclusters, and size-exclusion liquid chromatography, 
which has recently become our most useful tool, supplant- 
ing even TEM in both size precision and utility. We now 
illustrate the power of these new analysis methods in 
improving nanocluster synthesis with several examples 
from our previous work. 

NanoclusterILigand Binding Studies 

We have recognized for many years that at least four 
important factors control the final size of nanoclusters 
synthesized in inverse micelles: 

1. the micelle size, 
2. the binding Strength of the surfactant micelle used, 
3. the amount of precursor salt used in the synthesis, 
4. the strength of the reducing agent used. 

Variables 3) and 4) influence the final cluster size even 
in the absence of micelles as, e.g., in metathesis methods 
using metal-organic precursors in the presence of coordi- 
nating ligands. Perhaps, not surprisingly, increasing the 
concentration of metal salt precursor increases the final 
cluster size, while increasing the rate of reduction by using 
a stronger reducing agent decreases the cluster size. Also, 
increasing the strength of the binding of the micelle- 
forming surfactant decreases the final cluster size if all 
other variables remain fixed. However, it is very difficult 
to predict, a priori, which surfactants will bind most 
strongly to which metals, nor how much change in final 
size will be achieved by changing the precursor concen- 
tration or reducing strength. 

By measuring the total amount of clusters eluting from 
a given column/mobile phase using measurement of the 
elution area at a given wavelength with and without the 
column, one can study the competition for the organic 
ligand between the high surface area column and the high 
surface area nanoclusters. It is found that, for Au 
nanoclusters, thiol exchange does not occur on the time 
scale of the chromatography experiment (- 15 min) even 
in the presence of an overwhelming amount of a different 
CkSH in the mobile phase [i.e., the clusters elute at the 
time expected for the chain length (thickness) of the alkyl 
thiol], while for Ag nanoclusters, complete exchange 
occurs under these conditions. Thus, Ag nanoclusters bind 
alkyl thiols significantly more weakly than Au. Pt, Pd, and 
Rh nanoclusters do not exchange thiols during the 
chromatography like Ag, but still have slightly more 
weak binding than in the case of Au clusters of the same 
size, as indicated by fewer (< 100%) eluting clusters.[301 

One can learn about ligand metal cluster binding, so 
critical to catalysis, by examining the relative amount of 
clusters eluting from a column with a mobile phase of 
pure toluene. In this case, the column attempts to separate 
the ligand from the cluster. Failure to do so results in 
complete elution of the clusters, as judged from ratio of 
the area under the elution peak compared to the no- 
column case. In Fig. 6, one observes that the relative areas 
decrease with k for k = 6 ,  10, and 14, indicating shorter 
chain thiols bind less strongly than longer ones.r301 

These types of subtle binding effects are nearly 
impossible to study by other methods. In fact, the organic 
ligand cannot be seen in TEM so its length can only be 
indirectly inferred from the intercluster gap. An interest- 
ing prediction from our SEC ligandcluster binding studies 
is that, under vacuum as in an electron microscope, only 
longer chain thiols will be able to retain their ligands, 
preventing cluster coalescence and allowing the formation 
of hexagonal or cubic quantum dot arraj s (QDAs). This is 
indeed the case as we have shown in previous work on 
Q D A S . [ ~ ' , ~ ~ ]  Another prediction based upon our SEC 
work is that Ag nanoclusters will more readily desorb 
even long chain alkyl thiol ligands under vacuum and so, 
the longevity of QDAs of Ag under TEM is significantly 
decreased relative to Au. Also, electron beam melting 
effects are more severe in QDAs of Ag than of Au 
although the melting temperatures of the two materials are 
very similar. As expected, QDAs of alkyl thiol ligated Pt, 
Pd, and Rh are more robust than Ag under vacuum. 

Fig. 6 Effect of capping agent size on the hydrodynamic 
diameter of Au nanoclusters. HPLC chromatogram of Au 
nanoclusters with three alkyl thiols, CkSH, k=6. 10, 14, added 
after reduction. The absorbance at 520 nm [A(520nm)] from the 
PDA vs. elution time is shown. The SEC column used was a 
Polymer Labs PLlOOO and the mobile phase was toluene at 
1 mLlmin flow rate. (From Ref. [30].) 



Quantum Dots Made of Metals: Preparation and Characterization 

A somewhat surprising observation common to all 
metal Qdots, which we have studied, is that monodentite 
ligands such as alkyl thiols, alkyl sulfides, and primary 
amines bind increasingly less effectively as the size of the 
nanocluster increases. In fact, for D,> 10 nm, one finds 
that displacement of a polydentite ligand such as a 
nonionic alkylated polyethylene oxide by a more strongly 
binding alkyl thiol will result in complete irreversible 
aggregation of a Au or Ag nanocluster solution! Thus, one 
needs to develop more advanced polydentite ligands for 
larger nanoclusters. 

Intuition often fails when choosing an appropriate 
multidentite ligand for a given metal Qdot. For example, 
we have found that alkyl chain disulfides aggregate these 
larger clusters, which surprised us greatly. This observa- 
tion probably indicates that the hypothesis that alkyl 
thiolates form disulfides on nanocrystalline gold is wrong. 
Fortunately, nonionic block copolymers, such as were 
employed in the first synthesis of Co via high-T de- 
composition,r51 are obvious choices and, if selected ap- 
propriately, they stabilize a very broad range of transition 
and base metal Qdots extremely effectively. However, 
they do not allow efficient SEC analysis of the stabilized 
large nanoclusters as most columns are too effective at 
pulling them off the cluster surface, and such bulky 
stabilizers may prevent deposition of additional atoms to 
form core-shell particles, so they are not a panacea. Thus 
we are still searching for the most effective steric ligands 
for SEC analysis of large, D,> 10 nm nanoclusters. 

SEC Studies of Synthetic Variables 

Traditionally, TEM or X-ray diffraction (XRD) was used 
to infer the nanocluster particle size. In the case of the 
former, between a few dozen particles to a few hundred 
are measured from a "chosen" area of the grid and 
tediously counted. Many "representative" areas of the 
grid must be chosen by the microscopist, requiring 
significant expertise and time. To obtain a detailed 
analysis of even a single sample in a day's time requires 
a dedicated graduate student or postdoctorate individual- 
highly motivated by the possibility of a permanent job! 
Considering that a skilled synthetic inorganic chemist 
can easily make a dozen samples in the same period of 
time, one can see where the roadblock to synthetic prog- 
ress occurs. 

Other tradition surface science methods of analysis 
often prove inadequate as well. For example, in XRD 
characterization of size, the first maximum in the low- 
angle diffraction pattern can be used to obtain the average 
interparticle spacing (assuming either hexagonal or cubic 
packing). Unfortunately, the interparticle gap depends on 
the organic ligand and its degree of interdigitization, so 
this method of core size determination is not ideal, 

although it is applicable to the smallest clusters with D,<2 
nm, and has been used with good precision for very 
monodisperse clusters.[431 

As we have extensive experience with small-angle 
neutron scattering (SANS), X-ray scattering (SAXS), and 
dynamic light scattering (DLS), I initially believed these 
methods would prove very useful for size and size 
dispersion analysis.[441 However, in the case of metal 
Qdots and DLS using visible light, the very strong 
absorbance and concomitant weak scattering requires very 
low nanocluster concentrations so that the signal-to-noise 
(SIN) ratio is exceptionally low for clusters with D,<4 
nm. This technical difficulty has precluded our routine use 
of this method. In the case of SANS, the scattering length 
density difference between solvent and typical metal 
Qdots is very low, again giving low SIN and long data 
collection times. SAXS is the best approach with respect 
to SIN from metallic Qdots, but typically requires an 
intense tunable (synchrotron) X-ray source, to avoid large 
(e.g., 24 hr) data collection times.1441 Thus until we had 
developed SEC for nanoclusters, our synthetic feedback 
was poor. 

To illustrate the speed, precision, and high information 
content of SEC sizeloptical property analysis, we now 
review some selected cases of using SEC to determine the 
effect of variation of synthetic parameters on metal Qdot 
synthesis. We refer the reader to the results of a recently 
submitted manuscript for further examples.[311 First, we 
fix the solvent, metal precursor concentration, reductant, 

Fig. 7 Effect of C I2SH concentration on the final nanocluster 
size and size distribution of Au nanoclusters made by NaBH4 
reduction of a two-component TOABltoluene inverse micelle 
system with [Au]=O.Ol M. The column is a PLlOOO type and the 
mobile phase is toluene with C12SH added at 0.01 M. The SEC 
core sizes assume a core-size-independent 2.4-nm total organic 
shell, and are indicated above each curve. (From Ref. [31].) 
(View this art in color at www.dekker.com,) 
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and inverse micelle surfactant, and examine the effect of 
alkyl thiol concentration on the final cluster size. Fig. 7 
shows the SEC chromatograms from Au nanoclusters 
synthesized with various amounts of added C12SH from 
0.0 to 0.03 M. As expected, having more of the tightly 
binding alkyl thiol restricts the growth more strongly. The 
linewidths observed (size dispersions) only vary slightly 
once the thiol concentration exceeds 0.01 M. (The A d  
C12SH ratio is 1: 1 for this case.) In fact, once the Au/ 
CkSH ratio exceeds 1.0, the samples are nearly mono- 
disperse. It is noteworthy that although TEM easily gives 
the size of the largest cluster made with no alkyl thiol 
present, Au #5 1 1 ,  as D, N 3.8 nm, the other three samples 
all appear to be around D, - 1.8 k .2 nm using HRTEM 
because identification of the cluster/substrate boundary 
combined with orientation effects obscure the true size 
differences, which SEC clearly demonstrates. (2 is one 
lattice fringe and thus is the inherent measurement 
uncertainty for a perfectly monodisperse sample.) Also 
noteworthy is that this information was obtained in 15 
min/chromatogram by using only 10 p1 of a 0.01 M Au 
cluster sample! On this particular day, the effect of over 
12 different synthetic variables were determined by SEC. 

We obtain the complete absorbance spectra from our 
PDA array throughout the peak elution (every 2 sec, 
which corresponds to a size discrimination of only 1-2 A). 
The spectra obtained at the peak apex represent the 
absorbance of the majority of the nanoclusters. The 
spectra normalized at a common value, 500 nm, are shown 
in Fig. 8 for each sample. One observes the characteristic 
blue shift of the plasmon, which we first identified in 
Ref. [13] and confirmed using SEC in a recent paper.[361 
As the size decreases from -2.0 to 1.6 nm. additional 

none * Au511(t=7.3) 
.OI M + Au508(t=7.74) 

300 400 500 600 700 800 
t(min) 

Fig. 8 Absorbance at the elution peak of each of the chro- 
matograms of Fig. 7, illustrating the blue shift and plasmon 
broadening with decreasing size. All the clusters are in toluene, 
which is also the mobile phase. (From Ref. [3 11.) (View this art 
in color at www.dekker.com.) 

Fig. 9 Elution peak spectral homogeneit) of the sample Au, 
D,=3.8 nm, with the broadest size distribution (linewidth) shows 
the population to be mildly inhomogeneous in size, but with only 
a spread of plasmon positions from 496 to 51 1 nm, a size 
dispersion of about 20.5 nm. (Previously unpublished work.) 
(View this art in color at www.dekker.com.) 

nonclassical features appear in the absorbance as a result 
of the discrete density of states of a gold cluster. For 
example, D,= 1.6 nm corresponds very closely to the 
magic, two fully closed shells icosohedra with N=55 
having D,= 1.5-1.6 nm first synthesized and identified by 
~ c h m i d . ~ ~ '  Recently, Whetten has also identified this 
magic size using MALDI TOF m a s s  spectroscopy.[45~461 
The features of this smallest -9 kDa cluster fraction 
correspond closely to the spectra of Au #538 shown in 
Fig. 8. The enhancement of both the UV and near- 
infrared (NIR) absorbance is character~stic of the quan- 
tum confinement effects in ultrasmall metallic Qdotsa 
and corresponds to the absorbance features which are 
observed in semiconductor ~ d o t s . [ ~ . ~ ' ]  

Both Au and Ag possess strongly size-dependent 
optical absorbance in the quantum confinement regime, 
D,<5 nm, which allows us to assay the size homogeneity 
of the elution peaks of Fig. 7 by examining the "spectral 
homogeneity" of the peak. Measuring the uniformity 
of the spectral shapes of an eluting component is a 
commonly used approach to look for possible coelution of 
inhomogeneous species even with simple chemicals.[371 
We have extended its use to Au, Ag, and Cu nanoclusters. 
In the case of metallic Qdots of Au or. Ag, spectral 

"Quantum size effects are a result of the discrete nature of the electronic 
levels as a cluster is built up from atoms. The level splitting (AE is 
roughly given by AE -- E,IN, where Ef is the Fermi level of the metal and 
N is the number of atoms in the cluster. If Ef - -  5 eV, then (BE -- 50 meV 
for a 100-atom cluster. At room temperature, one might see these effects 
for Au at N--400 or d-- 3 nm. 
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inhomogeneity could arise from either size or shape 
effects. In fact, we find that only the largest component, 
Au 0,=3.8 nm, made without C12SH present during the 
synthesis, possesses any significant spectral inhomogene- 
ity, as demonstrated by the spectra obtained at the peak 
apex time, t=7.36 min, and at the half-width at half 
maximum positions, t=7.16 and t=7.56 min (Fig. 9). The 
total variation of the plasmon position even for this 
sample is incredibly small, as the bandwidth of the 
detector was set to k4.8 nm for these experiments. 
However, it is certainly real and corresponds to size 
inhomogeneity of -20.5 nm. Samples made with alkyl 
thiol present during the reduction have elution linewidths 
and spectral homogeneities consistent with complete 
monodispersity-a tribute to both the inverse micelle 
method and the role of alkyl thiols as etchants to narrow 
the size 

What is the role of inverse micelle type and solvent on 
the final cluster size? Both of these issues were the subject 
of a recent In that work, it was demon- 
strated that even in the presence of a strongly binding 
thiol, the size and/or strength of the micellar binding to the 
encapsulated precursor salt had a significant effect on the 
final size and size distribution. Fig. 10 shows the cluster 
size distribution obtained without deconvolution of the 
instrumental linewidth for nonionic, three types of 
cationic surfactant, and an anionic surfactant. In each 
case, the solvent was held constant, toluene, as was the 
reductant, LiAlH4. 

As was noted in the original reference, the structure 
and binding properties of the inverse micelle used is a 
competitive factor with the binding of the alkyl thiol 
surfactant. For example, the presence of the significantly 
weaker binding tetrahexylammonium chloride (THAC) 

Fig. 10 Plot of the Au core size D,=Dh-2.4 obtained by 
assuming the previously measured total shell thickness of 2.4 
nm, vs. normalized detector response at 520 nm (relative number 
of particles). The surfactants used in the synthesis are indicated. 
(From Ref. [31].) (View this art in color at www.dekker.com.) 

results in much larger clusters than do bromide head group 
cationics didodecyldimethylammonium bromide (DDAB) 
or tetraoctylammonium bromide (TOAB). Didodecyldi- 
methylammonium bromide has a smaller micelle interior 
volume and one could rationalize the smaller final cluster 
size compared to TOAB by this factor. 

A most surprising result was the formation of a 
bimodal population distribution from inverse micelles of 
the: nonionic surfactant C12E.5 in toluene, whereas only a 
narrow dispersion, monomodal distribution is produced 
when alkanes are used as the oil continuous phase, as has 
been reported previously.r"5.361 This illustrates that the 
packing of the surfactant molecules into a droplet-like 
interface, and the lability of this interface is strongly 
affected by the interaction of the surfactant alkyl chains 
with the oil used. 

Finally, one might wonder about the role of precursor 
salt concentration on the final size and size distribution in 
the inverse micelle synthesis. To study this we used a 
single cationic surfactant two component micelle system 
(TOPBItol), where TOPB = tetraoctylphosphosium bro- 
mide and a fixed [metal]/[surfactant] ratio. As the 
[HAuC14] was varied from 0.01 to 0.1 M, no discernible 
change in size from D, -- 1.9 nm was observed, nor did the 
size distribution alter as monitored by elution peak 
linewidth. This is in strong contrast to metastatic 
reduction reactions of organometallics in coordinating 
organic solvents, where an increase in [precursor metal- 
organic] leads to systematically greater final sizes with 
concomitant increases in size dispersion. For example, in 
the case of Fe(I1) reduction in a coordinating solvent, an 
increase in size from 0,-2.0 to 14 nm occurs over the 
same concentration range. This illustrates the fundamen- 
tally different mechanism operating in the inverse mi- 
celle case. 

Optical Properties of Au, Ag, and AuIAg 
Core-Shell Nanocrystals 

In the proceeding section, we touched on the very 
interesting optical properties of Au, which exhibits a 
nonclassical (i.e., not explained by the Mie theory of 
electromagnetic scattering from metal colloids), blue shift 
and damping of the plasmon absorbance peak with 
decreasing size. 

In Fig. 1 1, we show the absorbance chromatograms of 
several samples of Au nanocluster samples all stabilized 
with dodecanthiol to ensure a nearly constant shell 
thickness and interface environment. The peak heights 
have all been normalized to allow easy comparison of the 
elution shapes and widths. The elution peaks have not 
been deconvoluted with the instrumental band broad- 
ening. The size, as determined from the peak apex elution 
time, is given in Table 2. A constant shell thickness of 



Fig. 11 Normalized absorbance chromatograms of several 
differently sized Au nanocluster samples. (From Ref. [36].) 
(View this art in color at www.dekker.com.) 

2.4+0.1 nm, as determined previously,r301 was used for all 
samples to obtain the metal core size. 

The corresponding optical spectra for each sample at 
the peak of its elution are shown in Fig. 12. The spectra 
are normalized so that absorbance= 1.0 at 500 nm in each 
case. From this figure, we obtain the size-dependent blue 
shift and broadening of the optical plasmon as a function 
of size. This information is contained in Table 2. 

The data from Fig. 12 and Table 2 demonstrate that, as 
the size decreases into the quantum size regime, a very 
rapid broadening and blue shift of the absorbance occurs 
between D,=3.0 nm and D,= 1.3 nm. The classical Mie 
theory assumes no size dependence to the complex 
dielectric constant &(a) and so predicts that the optical 
plasmon for spherical Au clusters will blue shift with 
decreasing size until a size of D,-- 10 nm is reached, at 
which point no further changes from the predicted peak 
position of 530 nm (in toluene) or half-width should 
occur. Thus all the spectra shown in Fig. 12 are 
nonclassical in character, exhibiting significant blue shifts 
and broadening compared to the Mie prediction. The 
effects of cluster size are usually accounted for by 
assuming that &(a) is size-dependent. This allows classi- 
cal effects, such as increased electron scattering at the 
metal-dielectric interface, to be empirically incorporated 
into the theory, as well as quantum size effects (QSE) and 
the effect of chemical interface damping. Although all 
these effects are predicted to increase the linewidth, just as 
what has been observed in the present experiments, as 
well as the majority of experiments on embedded clusters, 
a prediction of the direction of the peak shift is much more 
problematic.[21 
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The absorbance spectra in Fig. 12 have been normal- 
ized at a common wavelength, 500 nm, to allow easy 
comparison of the peak shapes. (See Table 1 for sample 
synthesis conditions and other details. Note that the 
sample number has nothing to do with the number of 
atoms in a cluster, which can only be approximately 
estimated even with TOF-MS). Both the UV and, to a 
lesser extent, the NIR absorbance are enhanced as the 
cluster size decreases. We have also noted the develop- 
ment of new features in the absorbance profile of the 
smallest D,=1.7 and D,=1.3 nm clusters.[313361 More 
recent work by others has confirmed this trend, which is 
attributed to the appearance of molecule-like density of 
states in small metal  cluster^.'^^^^^' 

One does not need separate, completely monodisperse 
samples to determine the optical absorbance behavior of 
metal nanoclusters as a function of size. because the SEC 
process will separate clusters with very small differences 
in size -*2 A and the PDA detector will provide the 
spectra corresponding to these sizes. The information 
obtained on samples exhibiting size polydispersity is very 
consistent with that obtained from the peak apex spectra 
of the individual samples of Table 2, demonstrating the 
consistency of the SEC size analysis. For example, in 
Table 2, we show that Au #693bp has a peak retention 
time of 7.5 min corresponding to an average size of 2.9 
nm and a plasmon peak at 501 nm. This is within the 
experimental uncertainty of the data of Fig. 12 cor- 
responding to a size of 2.8 nm and having a plasmon peak 

Fig. 12 Normalized peak elution spectra from Fig. 11 dem- 
onstrate the effect of decreasing Au nanoclusters size (increasing 
elution time) on the optical absorbance in the visible. (From 
Ref. [36].) (View this art in color at www.dekker.com.) 
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Table 1 Ag and Au nanocluster synthesis 

Sample name Metal salt Surfactant Solvent Reductant Passivator 

Au5llp HAuC14 (0.01 M) TOAB (0.06 M) Toluene NaBH4 (0.04 M) C 12SH 
DDAB (0.1 M) 
AOT (0.2 M) 
TOAB (0.06 M) 
C12SH (0.03 M) 
TOAB (0.06 M) 
C16SH (0.03 M) 
C12E5 (0.2 M) 
C12E5 (0.2 M) 
C12E5 (0.2 M) 
C12E5 (0.2 M) 
TOAB (0.12 M) 
TOAC (0.12 M) 
TOPB (0.1 2 M) 

Toluene 
Toluene 
Toluene 

Toluene 

Octane 
Hexadecane 
Hexadecane 
Hexadecane 
Toluene 
Toluene 
Toluene 

LS-SelBH (0.04 M) 
SuperH (0.08 M) 
SuperH (0.08 M) 
LSelAlH (0.08 M) 
NaBH4 (0.02 M) 
LiA1H4 (0.02 M) 
NaBH4 (0.02 M) 

C 12SH 
N.A. 
C 12SH 
C12SH 
N.A. 
N.A. 
N.A. 

Alkanes of chain length k are abbreviated Ck, alkane thiols CkSH. Surfactant abbreviations are: AOT = bis(2-ethylhexyl) sulfosuccinate sodium 
salt, CI2E5 = penta-ethyleneglycol-mono-n-dodecyl ether, DDAB = didodecyldimethylammonium bromide, TOAB = tetraoctylammonium 
bromide, TOAC = tetraoctylammonium chloride; reductants prepared in anhydrous tetrahydrofuran (THF) as 1-2 M solutions, SuperH = 

LiB(C2H5)3H, LS-SelBH = LiB(CH(CHI)CH(CH3)2)3H; LSelAlH = LiAI[OC(CH3)3]3H, final concentrations are indicated in table. 

at 496 nm because the spectra bandwidth was set at 2.4 
nm. The size-selected cluster population of Au #511b, 
which elutes near the half-maximum at t=7.14 min, 
corresponds to a SEC size of 4.2 nm and has identical 
spectra to that at the peak apex of Au #690bp. 

In a recently submitted paper, we demonstrate a 
synthesis based upon the seminal work of G. ~chmid , [~ ]  
which illustrates the selection and optical characterization 

abilities of HRSEC for strongly polydisperse samples.'311 
In that paper, we illustrated the effects of the emergence 
of a discrete, "molecule-like" density of states in Au 
"molecules" specifically, Au(N= 13), the smallest closed 
shell atomic configuration. Such molecular species had 
been previously shown by and subsequently by 
o t l ~ e r s ~ ~ ~ . ~ ~ ]  to have both visible and NIR photolumines- 
cence (PL), which is a startling result! This relatively 

Table 2 Size-dependent optical properties of Au and Ag nanoclusters 

Sample name t, (min) Dcore  (nm, SEC) D m r e  (nm, TEM) 1, (nm) Ah12 (nm) 

3.5 
1.5 
2.4 
1.8 
1.5 
3.0 
6.2 
4.2 
3.0 
1.8 
4.0 
7.5 
2.5 
Not measured 

506k2.4 
none 
none 
none 
none 
496k2.4 
523k2.4 
513k2.4 
501 k2.4 
486k4.8 
440k4.8 
423k4.8 
474k4.8 
423k4.8 
428k4.8 
443*4.8 
457k4.8 
467k4.8 

AL1,2 (nm)=Half-width at half maxlmum determined on long wavelength side of asymmetrical plasmon peak 
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strong PL (N  Q.E.) can come from both s-to-d inter- 
band transitions (visible PL), or intra-d-band transitions 
(NIR and IR PL). Such unexpected optoelectronic prop- 
erties illustrate the reason why very small nanoclusters are 
so interesting. 

Ag nanoclusters 

We next examine the size dependence of the optical 
absorbance of Ag nanoclusters grown in inverse micelles 
and stabilized with the identical alkyl thiol (C12SH) used 
in our Au cluster studies. A strong motivation for this 
complementary study is the important difference in the 
optics of Au and Ag clusters arising from the different 
energies of the interband (filled d shell to conduction sp 
band) transition onsets in the two metals. The close 
proximity of the interband transition to the plasmon 
energy in Au (it lies to the red of the plasmon energy) is 
the reason why energy damping (peak broadening) is so 
much greater for Au clusters than for Ag, where the 
interband transition energy onset lies significantly to the 
blue of the conduction band plasmon. This makes a deter- 
mination of the size dependence of the linewidth for small 
Au clusters difficult (i.e., the peak simply disappears). It 
also leads to a pronounced asymmetry to the peak shape. 

There has been a matter of significant controversy 
regarding the direction of the plasmon absorbance energy 
shift with cluster size in the quantum size region. 
Depending on details and relative weights assigned to 
the various theoretical factors, one can "predict" either a 
blue or a red shift with decreasing size. We had 
demonstrated a blue shift in the case of monodisperse, 
spherical nanoclusters of gold, and this is the general 
consensus based on dozens of papers in this field. 
However, the case of Ag is not as well established, and 
both red and blue shifts have been reported. We were 
considerably surprised when SEC and on-line optical 
characterization of our inverse micelle prepared Ag 
nanoclusters showed a clear red shift with decreasing 
size. The magnitude of this shift was truly astounding 
compared to gold. In the smallest clusters we studied, the 
damping of the very sharp and relatively symmetrical 
absorbance plasmon of Ag completely disappears-the 
first such observation in nanosize Ag. Fig. 13 shows the 
effect of size decreases on the position of the optical 
absorbance of Ag nanoclusters. 

The main feature of the optical absorbance of nearly 
free-electron metals such as Cu, Au, or Ag is a con- 
densation of the conduction electron oscillator strength 
into a narrow frequency band of plasmon polariton 
excitations, which are caused by the particle surface- 
the plasmon resonance. If the dielectric function for a 
metal cluster does not depend on its size, little or no 
variation in the position of energy maximum of the 

Fig. 13 SEC separation and on-line characterization of Ag 
nanocluster solutions in toluene show the strong red-shift and 
extreme damping of the plasmon with decreasing size. See Table 
1 for synthesis details and other information. (From Ref. [36].) 
(View this art in color at www.dekker.com.) 

plasmon absorbance profile is predicted to occur below a 
size of 10 nm. So, for particles smaller than this size, as 
Kreibig and Genzel have pointed out,[491 the absorbance 
band shape only changes with size if intrinsic particle 
effects are important. It has been established by numerous 
experiments that, for sizes less than - 5 nm, n(o,R)- 11 
R.['] This is, of course, just the surface-to-volume ratio. 

Both classical effects [such as electron scattering at the 
metalldielectric interface and quantum size effects (QSE)] 
become important at sizes below -5 nm. The latter 
effects, in particular, should become important when the 
level spacing near the Fermi level exceeds the available 
thermal energy. This will occur at about 400 atoms of Au, 
or a size of about 2.5 nm, assuming the nanoclusters to 
have the density of the bulk material." It turns out that both 
classical effects, such as the reduced free path of the 
electron and QSE effects, both predict a 1lR dependence 
to the resonance linewidth, so an observation of a 1lR 
behavior to the resonant linewidth does not, by itself, 
demonstrate a QSE. However, the emerging weak features 
in the spectra of our smallest clusters probably do indicate 
the onset of discrete bands, which is a true QSE. It turns 
out that both classical effects, such as the reduced free 
path of the electron and QSE effects, both predict a 11R 
dependence to the resonance linewidth, so an observation 
of a 1lR behavior to the resonant l ine~idth does not, by 
itself, demonstrate a QSE. However, the emerging weak 
features in the spectra of our smallest clusters probably do 
indicate the onset of discrete bands, which is a true QSE. 



Quantum Dots Made of Metals: Preparation and Characterization 

A further complication in the interpretation of experi- 
mental observations in either classical (electron scatter- 
ing) or quantum confinement (continuous bands becoming 
discrete) behavior occurs in the case of metals such as Au 
and Cu, in which the onset frequency of the interband 
transitions from d-type orbitals to the sp-type conduction 
band is close to the plasmon energy. In this case, there are 
major changes in the resonance energy just because of the 
importance of these transitions. For example, in the case 
of both Cu and Ag, the free-electron (Druid model) Mie 
theory predicts a resonance of -9.2 eV in a vacuum 
(E ,=  1); however, the contribution of the 4d core electrons 
to the susceptibility shifts this to the experimental value of 
-3.8 eV for Ag but -2 eV for Cu! It may be that the 
different directions of the plasmon energy shift we have 
established for Au and Ag with the same passivating layer, 
embedded in an identical media, toluene, are a result of 
the relatively greater importance of the interband transi- 
tions in Au compared to Ag. For a more extensive 
discussion of our findings for nanosize Au and Ag, we 
refer the reader to Ref. [36] and the monograph by 
Vollmer and ~ r e i b i ~ , ' ~ ]  which is the definitive modern 
work on this subject. 

The Ag samples whose spectra were shown in Fig. 13 
are all coated with an identical ligand, C12SH, which 
gives keeps the clusters from aggregating even when 
deposited onto a holey carbon grid and inserted into the 
high vacuum of an electron microscope. Fig. 14 shows a 
TEM of Ag #205 illustrating the ready formation of arrays 
which we have termed quantum dot arrays-the next 
subject of this review. 

We summarize our findings concerning the size- 
dependent optical properties of Au and Ag as follows. 
For both Au and Ag clusters in the size range D,=8 to 

Fig. 14 TEM of Ag #205, D,=4.0&0.5 nm nanoclusters with a 
plasmon peak at 440 nm in toluene. 

d= 1.5 nm, the plasmon linewidth broadens following a 
llh' linewidth size dependence, whose slope is greatest 
for Au. The peak asymmetry in the plasmon band shape is 
greatest for Au and increases with decreasing size for 
both Au and Ag clusters. The plasmon peak energy blue 
shifts with decreasing size for Au clusters, while in the 
case of Ag nanoclusters a red shift is observed. 

Care-Shell Particles and Alloys of Au and Ag 

There are many scientific reasons to investigate core-shell 
or alloy nanoclusters. For example, even monolayer shell 
coverages can shift the Fermi level, Ef, via e-donation1 
acceptance by huge amounts (e.g., -20-30% donation1 
atom blue shifts Ef by 1 eV!). In the case of metals with 
dissimilar electron affinities, interface structures may 
form, which are similar to doping-induced depletion zones 
in bulk semiconductor materials. This effect may be a 
basis for metal rectification or spatial charge separation 
anti thus of importance to nanocluster photocataly- 
sis '50~5'1 In view of the very interesting physics of such 
core-shell structures and the possibility of "reconstruc- 
tion" occurring as the result of a heteroatomic deposition 
process, this area of nanometals should be very fecund and 
deserving of future investigation. 

The coinage metals Au and Ag are a nearly an ideal 
system to study the effects of size and composition on the 
optical properties of nanoparticles because they have 
identical covalent radii, have simple fcc cubic lattice 
structures, and are miscible in all proportions. (However, 
this also means that diffraction-based methods such as 
TEM are not very useful for determining their structures.) 
One may pose a myriad of questions-some of which may 
even be theoretically treated-albeit, within the confines 
of classical electromagnetic Mie theory. For example, for 
fixed composition and size, how does the order of 
deposition AuIAg vs. AgIAu (core-shell) affect the optical 
spectra? For equivalent atomic compositions and size, 
does a random nanocluster alloy of Au and Ag differ 
optically from the corresponding core-shell cluster? For 
a fixed total size, how does composition affect the opti- 
cal absorbance? 

First, a brief remark on the synthesis of core-shell vs. 
alloy nanometals. To make alloy-type materials, a chosen 
ratno of precursor salts (typically NaAuC14 and AgN03) 
are dissolved in a suitable inverse micelle solution. A 
reducing agent is then added to effect coreduction. The 
agent chosen should approximately have the same 
reduction kinetics to avoid prenucleation of one material 
over the other, which would result in a core-shell type 
structure. By using an extremely aggressive reduction 
such as LiAlH4, both metals undergo instantaneous re- 
duction provided aggressive mixing is utilized. 
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To make core-shell structures, a simple variation on 
our newly developed solution epitaxial growth, which will 
be reported in a future ~ o r k , ' ~ ' ]  is employed. Specifically, 
a given seed nanocrystal, say D,= 1.8 nm Au, is purified 
via SEC or precipitation methods, and a metal organic 
precursor solution is slowly coinjected along with the 
reductant, typically NaBH4, via a syringe pump. A slow 
injection rate, typically 1-2 rnL/hr is used, to ensure 
hetero- vs. homogeneous nucleation of the growth so- 
lution. A key aspect is the choice of a suitable surface 
active agent as well as the organometallic atom source. In 
general, one wishes to avoid the use of micelle-forming 
surfactants because these may act as nucleation centers for 
homoatomic clusters from the feedstock. For AuIAg and 
AgIAg core-shell nanocrystals, small amounts of long- 
chain alkyl thiols work quite well and allow facile SEC 
analysis to be performed. 

Effect of Alloying on Ligand Binding 

Size exclusion chromatography can be used to determine 
the relative binding of ligands of a given size and metal 
type as mentioned earlier in this review. We demonstrated 
that no thiol exchange occurs for CkSH, k=6, 10, 14, in 
the case of Au nanoclusters, when an overwhelming 
amount of C12SH is in the mobile phase. In contrast, Ag 
nanoclusters with the identical thiols on their surface 
completely exchanged with the C12SH in the mobile 
phase during the chromatography as evidenced by a 
common elution time in all cases, which corresponds to a 
shell of C12SH (the core size is fixed in both cases). One 
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Fig. 15 Effect of organic shell on the total hydrodynamic size 
of AuIAg alloy nanoclusters formed by coreduction of the 
precursor salts in inverse micelles. (Unpublished data.) (View 
this art in color at www.dekker.com.) 

Fig. 16 The peak apex absorbance spectra of a 0, = 2.4 nm 1 : 1 
AdAg alloy. (Unpublished data.) (View this c z r r  in color at 
www,dekker.com.) 

must remove the completing thiol from the mobile phase 
and use a pure toluene eluant to observe the effect of 
various organic shell thicknesses on the elution time. 

What is the effect of alloying or formation of a core- 
shell structure on the thiol binding behavior? We find that 
1 : 1 (atomic ratio) alloys of a common core size, D, -2.0 
nm, elute at distinct times, which correspond to the 
organic shell thickness as shown in Fig. 15. So the effect 
of alloying Ag with Au is to prevent ligand exchange. At 
least two rationalizations of this observation are possible. 
The change in interatomic coordinat~on and bonding 
distance in a spherical cluster alloy of AdAg affects the 
thiol metal binding strength, or, more Likely, having Au 
sites at the surface of the metal alloy nanocluster allows 
the thiol to preferentially bind to these sites. In either case, 
our alloy AuAg binding results have obvious ramifica- 
tions for issues in catalysis, where it is empirically known 
that even small amounts of metal atoms in a majority 
phase (e.g., Co in MoS2 hydrodesulfurization catalysts) 
has a profound effect on the catalytic activity by affecting 
the Mo substrate binding strength. 

Despite the differences in total hydrodynamic size 
observed in Fig. 15 as a result of the alkyl chain length 
differences, the optical spectra of each 1: 1 AdAg alloy 
nanocluster are indistinguishable, as demonstrated by the 
elution peak apex absorbance spectra shown in Fig. 16. 
For similar-sized nanoparticles of pure Ag, the plasmon 
would occur at 460 nm, while there would be no dis- 
cernible plasmon peak as a result of damping effects in a 
pure Au sample of this size. So the effect of alloying on 
the optical properties of small noble metal nanoclusters is 
dramatic and constitutes the clearest evidence of a sig- 
nificant composition change from the corresponding pure 
metal Qdots of equivalent size. 
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Fig. 17 The peak apex absorbance spectra of a D,=2.4 and 
1.8 nm 1:1 AuIAg alloy. (Unpublished data.) (View this art 
in color at www.dekker.com.) 

Suppose we grow a 1:l nanocrystal alloy of a smaller 
size. Which direction will the plasmon energy shift? If the 
cluster were pure Ag, a red-shift would be expected, while 
for pure Au, a blue shift is the norm. The results are shown 
in Fig. 17. The peak apex absorbance spectra of a 1: 1 Au/ 
Ag alloy blue shifts with decreasing size, so the Au 
component dominates its optical behavior. As expected, 
an increased damping of the plasmon occurs with 
decreasing size occurs; however, a distinct absorbance 
maximum is still observed even for Dc= 1.8 nm clusters, 
apparently because of the silver component, a truly 
remarkable decrease in the dissipation of the electron 
plasmon oscillations! A complete theoretical explanation 
of the alloy behavior in the quantum size regime will 
prove most challenging, considering that even the extent 
of damping (peak broadening) and energy shift cannot be 
predicted currently for pure metal Qdots. 

To impress upon the reader how distinct the opti- 
cal absorbance behavior of the Dc= 1.8 nm alloy Qdots 
are from the pure nanometals of the same size, coated 
with the identical organic thiol we show in Fig. 18 
the spectra from such dots, obtained at the peak apex of 
the chromatograms. 

As one might anticipate, AdAg and Ag/Au nanocrys- 
tals of the same size have very distinct optical absorbance 
signatures, which can been easily seen with the naked eye. 
Consider first the growth of Ag onto a purified seed 
solution of Au, Dc=6.8 nm, as shown in Fig. 19. The 
relatively large seed nanocrystals have a distinct absorb- 
ance peak at around 520 nm in benzene, which gives them 
a wine red color. As Ag is slowly deposited onto their 
surface the absorbance blue shifts, in the direction one 
would expect for Ag clusters, the peak becomes more 
symmetrical and narrows with increasing amounts of Ag 

Fig. 18 The peak apex absorbance spectra of D, -- 1.9 nm pure 
metal nanoclusters. Compare with the spectra of Fig. 17. 
(Unpublished data.) (View this art in color at www.dekker.com,) 

deposition. In short, the Ag shell component begins to 
dominate the optical properties. 

Fig. 20 shows the case of growth of a Au shell onto a 
D,=2.5 nm Ag nanocluster seed. The relatively sharp and 
symmetrical resonance of the Ag homoatomic cluster 
broadens and red shifts as Au is deposited. The 1:l ratio 
case is worth comparing to the 1: 1 alloy of approximately 
the, same size from Fig. 17. One notes that the alloy has 
both sharper and more red shifted (A,,,-508 nm) 
compared to the core-shell spectra of Fig. 20. One 
observes also that the 1:2 Ag/Au nanocluster has not red 
shifted to the extent one would predict for a pure Au cluster 
of the same size, but exhibits considerably more dissipation 
(line broadening) and red-shift than expected for a cor- 
responding homoatomic Ag nanocluster of equivalent size. 

Au, D=6.8 nm 
seed 

Fig. 19 Optical absorbance for a series of AuIAg nanoclusters 
starting from a D,=6.8 nm Au nanocrystal. The atomic ratios of 
AulAg are indicated in the figure. (Unpublished data.) (View this 
art in color at www.dekker.com.) 
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Fig. 20 Optical absorbance for a series of AgIAu nanoclusters 
starting from a Dc=2.5 nm Ag nanocrystal. The atomic ratios of 
AdAg are indicated in the figure. (View this ar? in color at 
www.dekker.com.) 

There is a considerable literature discussing thermal 
decomposition routes to the formation of base metal 
colloids, which has been recently reviewed.[341 These 
methods are based on the decomposition of metal 
carbonyls in the presence of a surfactant or polymer in a 
relatively high boiling point solvent such as xylene or 
triethyl benzene. In general, these methods are only 
effective in producing larger nanoclusters with Dc>4-5 
nm with considerable nanocrystalline defects and poly- 
dispersity. Recent refinements in these methods have 
significantly improved on the polydispersity but, unfortu- 
nately, because of the rapid nature of the decomposition, 
significant defects are inevitable and are reflected in the 
poor magnetic response compared to the bulk counterparts 
(e.g., - 0.2 of M,,, for Dc - 6 nm hcp Co). 

What is very interesting is that different structural 
phases of these nanoclusters may be produced depending 
on the synthetic approach. We gave the first example of 
this in a paper describing the effect of surfactant on the 
formation of either a-Fe (bcc phase) or y-Fe (high T, fcc 
phase) using the inverse micelle process.[531 Later work by 
Sun and ~ u r r a ~ [ ' ~ ]  showed an even more surprising result 
for Co, which, when reduced by Superhydride at high T, 
produced the E-CO phase, a complex 20-atondunit cell 
structure related to 0-Mn. These Co nanoparticles could 
be converted to the hcp phase by annealing at >300°C. 
However, E-CO nanocrystalline Co showed significantly 
lower magnetic response than hcp Co of the same size. 

Base Metal Nanoclusters-Co, Fe, and Ni 

A puzzle is the observation that, even in the case of 
directly synthesized nanocrystalline hcp Co, as the size 

reached the lower size limit of high-T methods, Dc - 3 nm, 
a saturation magnetism of only 8 emulg was observed, 
about 5% of the bulk value.[341 Even for the largest 
DcN 11 nm Co clusters, a value of only about 60% of the 
bulk was observed. Likewise, the value of -60% is about 
what is the best achieved for nanocrystalline a-Fe. Is the 
lowered magnetic response attributable to the surface, 
nanocrystalline defects, spin canting effects, or inadvert- 
ent formation of an oxide layer? Although lower density 
oxide is evident in TEMs of these nanomaterials, its 
thickness is probably not sufficient to explain the lowered 
magnetic response, so a likely explanation is poor spin 
exchange coupling as a result of nanocrystalline defects 
and/or spin canting near the surface. 

By contrast, using the inverse micelle approach, which 
entails significantly lower nanocrystalline growth rates, 
we have recently observed saturation magnetism for 
D,N 1.8 nm Co nanoclusters slightly greater than bulk 
values. This implies full contribution of all the spins to the 
magnetism, including those at the cluster surface. This is a 
somewhat unexpected result and seems to depend very 
sensitively on the chemical nature of the surfactant used to 
grow the nanoclusters, as well as the time allowed for 
structural "reconstruction" of the as-synthesized cluster 
surface. Details will be presented elsewhere.[561 However, 
our results are consistent with previous observations of 
very small Co, Fe, and Ni nanoclusters made in cluster 
beams in vacuum and studied by magnetic deflection 
combined with mass selection.'241 The fact that magnetic 
clusters can be grown in solution with high magnetic 
response and no hysteresis (i.e., they a superparamagnetic 
at all T)  bodes well for potential applications requiring no 
energy dissipation [transformers and other high radio 
frequency (RF) inductors]. 

Formation and Analysis of 
Quantum Dot Arrays 

Hexagonal or cubic packed "rafts" or arrays of quasi- 
monodisperse spherical colloids [quantum dots arrays 
(QDAs)] can readily form on various types of substrates 
upon drying from the liquid phase. Man) factors including 
the initial cluster concentration, the drying rate, the type 
and physical size of organic ligand "shell," and the 
cluster core size itself affect the quality of the final cluster 
film. Just as in bulk crystallization, defects and voids may 
be introduced if the drying rate is too rapid, trapping 
colloids in metastable positions. I highly recommend 
observing the drying of micron-size polystyrene spheres 
in water on a glass slide under a microscope to understand 
the role of various factors in the state of the final colloidal 
film. It is amazing to watch the spheres flow into the 
drying front and then find the best packing position 
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(usually hexagonal) for themselves. Sometimes, a sphere 
will not remain mobile long enough to position itself in 
the ideal position. Subsequently, this point defect will 
propagate through the rest of the drying front creating a 
line defect. In other rare cases, a dumbbell-shaped dimer 
of two spheres will approach the drying front and, because 
of its strong intersphere interaction, cannot fit into the 
proper position in the lattice. Minority spheres of the 
wrong size and or shape will often be excluded from the 
lattice, a spontaneous form of size segregation. All of 
these factors are important on the nanoscale as well 
although we do not have the ability to observe the dy- 
namics of lattice formation, only the final structures. 

Au nanocluster superlattices were first reported In a 
1993 paper by Giersig and ~ u l v a n e ~ , ' ~ ~ '  who used a 
modified classical Faraday synthevis in water to produce - 14-nm diameter clusters. Because these samples were 
charged-stabilized with citrate ions, they were able to 
employ electrophoretic deposition to form monolayer 
arrays. Because of the small size of the citrate ion, the gap 
between particles was fixed and small at -- 1 nm. 

In 1994, Brustet a1.1571 used an inverse micelle process 
in the presence of alkane thiols to make QDAs of 8-nm Au 
particles that were cross-linked with a bifunctional dithiol. 
Robert Whetten's group at Georgia Tech was the first to 
demonstrate the formation of QDAs with relatively small 
Au nanoparticles produced by using the inverse micelle 
technique with large amounts of thiol present during the 
reduction to severely limit the cluster growth. They also 
showed 3-D superlattices of significant (- 1-10 pm) 
size.L58' Later work by Heath and coworkers utilizing 
inverse micelle techniques produced highly polydisperse 
dedecanthiol capped Au clusters which still formed 
ordered arrays in which they noted that size exclusion of 
smaller clusters occurred spontaneous during the drying 
process.[591 

In 2000, we reported the first quantitative studies of the 
effect of particle size and the organlc capping thickness on 
the spacing and degree of ordering in Au QDAS.[~" These 
studies were enabled by the development of the first 
detailed digital image analysis methods for metallic 
nanocluster QDAs. Later, we reported similar studies on 
Pt QDAs, which had not been made previously.'421 We 
will summarize highlights of those papers now. 

First, the formation and, in particular, the domain size 
of QDAs depend on many experimental factors. The 
successful formation of superlattices depends on the 
proper choice of oil, surface passivant, metal ligand bind- 
ing strength, ligand chain length or structure, substrate 
type, and rate of drying. 

Consider, for example, the effect of metal ligand 
binding strength on QDA stability. We have demonstrated 
via SEC that alkyl thiols bind considerably more strongly 
to Au and Pt nanoclusters of a fixed size than they do to 

Ag. This is reflected in the stability under TEM vacuum 
conditions of Au arrays compared to Ag ones. Although 
borh initially form large, highly ordered hexagonal do- 
mains as observed in TEM, Ag QDAs rapidly (<1 day) 
deteriorate as a result of alkyl thiol desorption followed by 
cluster fusion or sintering. 

We have also shown using SEC that the alkyl chain 
length affects the binding affinity of metallic Qdots for 
thiol surfactants. We find that longer chain length thiols 
bind more strongly, for example, to Au nanoclusters. TEM 
studies of QDAs, as a function of alkyl chain length k, 
confirm that short chain, k<8 thiols, fail to form large 
ordered domains. What is more surprising is that an 
optimal value, k=  10-1 4, is observed, with worse array 
formation despite stronger binding affinity for k=  16. 
Perhaps this is attributable to the observation that alkane 
ligands interdigitate and facilitate the QDA formation, and 
k= 16 is approaching the length at which this process is 
still efficient. 

The rate of drying and concentration of the initial 
cluster solution 1s also important in determining the 
structure of the final QDA. The effects here are a little 
more obvious, namely, faster drying and lower initial 
concentration favors the formation of monolayers of 

Fig. 21 Optical micrograph of QDA 3-D superlattices made of 
Au nanocrystals with 0,-4.6 nm. (From Ref. [41].) 
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hexagonally or square packed Qdots, while higher 
concentrations and slower drying (less-volatile solvents) 
favors cluster pile-up and formation of bilayers and 3-D 
crystals on the substrate. In fact, 3-D crystals of Ag form 
so readily upon slow drying from solution that they can be 
observed on the glass surfaces of vials with inadequately 
sealed lids. Naturally, such molecular crystals dissolve 
readily into organic solvents. 

Finally, we found that use of substrates such as Teflon 
was more effective than glass for the formation of large 
(-10-100 pm), supracrystals. An example (Fig. 21) is 
shown below. The triangular facets or crystal habit 
adopted by these QDA superlattices seems to depend on 
the nanocrystal core size, but this is a very complex issue 
(see below). Graphite proved to be too porous for good 
QDA crystal superlattice formation, and holey carbon 
TEM grids, which are also relatively porous were more 
effective for the formation of either mono- or bilayer 
QDAs. However, these general observations are also 
particular to the metal type, with Ag almost always 
showing both mono- and multilayer formation using holey 
carbon grids. One important technical point is that, for 
hydrophilic substrates such as glass, inert grease (Krytox) 
should be used to contain the nonwetting oil. 

The nanocrystal size-dependent habit adopted by 3-D 
QDAs is amusingly illustrated in Fig. 22, for Dc=4.0 nm 
Pt n a n o ~ r y s t a l s . ~ ~ ~ ~  The "Mitsubishi" motif exhibited by 
these crystals is in marked contrast to that exhibited by 
smaller, Dc=2.5 nm crystals in Fig. 23. In both cases, 
dodecanthiol was used to passivate the surface, decane 
was used as the solvent, and an identical Pt concentration 
and substrate was used. 

On larger-length scales still the QDAs of Fig. 21 form 
dentritic films, Fig. 24, of "cluster matter," whose com- 

Fig. 22 A tri-foil crystal motif is observed in an optical 
micrograph of D, =4.0 Pt nanocrystals. It is reminiscent of a well- 
known Japanese corporate logo (although no funding was pro- 
vided to influence this fortuitous observation). (From Ref. [42].) 

Fig. 23 An optical micrograph is Pt QD.4s formed by very 
small (D,=2.5 nm) nanocrystals with slightly irregular shapes 
shows that crystal habit depends on the nanocrystal core size. 
(From Ref. [42].) 

plex optical and electrical behavior was the subject of a 
fairly recent paper and is discussed in Kreibig and 
Vollmer's monograph.'21 These dentritic films were 
shown to sinter into a metallic films with high optical 
reflectivity and electrical conductivity at low temperatures 
(-- ~ O O ~ C ) . ' ~ ~  

Finally, it should be mentioned that, depending on 
growth conditions, many other crystal habits were 
observed, including large (- 1-10 pm) hexagonal motifs. 
The conditions that favor one habit over another are just as 
complex and difficult to understand as that of macro- 
crystalline growth from supersaturated solutions, and 
growing QDAs of large size and high perfection is very 
much an art. An obvious goal would be to obtain crystals 
of sufficient size to perform single-crystal XRD and 
determine each atomic position in each identical nano- 
crystal to atomic resolution. This may well be possible in 

Fig. 24 Optical micrograph at low magnification of the tri- 
angular Au QDAs shown in Fig. 21. (From Ref. [41].) 
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the future. It would answer some currently unknowable 
issues with respect to surface structure in nanocrystals 
with major impact on the design of nanometal catalysts, 
nanophosphors, etc. 

TEM image analysis 

The qualitative observations of the preceding section can 
be augmented in the case of QDA monolayers by employ- 
ing automated digital image analysis of large areas of TEM 
grids. Consider the TEM of Fig. 25. We first determine the 
center-of-mass position, and average size of all acceptable 
(i.e., nonoverlapping) nanocrystals in the image. These are 
then replaced with digital, color-coded balls of the same 
size, and the particle coordinates can be subsequently used 
to calculate both the 2-D and radial-averaged, g(r), cor- 
relation functions. The latter is the Fourier transform of 
S(q), the scattering structure factor which would be ob- 
tained from, for example, small-angle X-ray scattering 
(sAxs) '~~'  or neutron scattering (SANS). Balls that are 
sufficiently out of register with neighboring balls ( e g ,  in 
a hexagonal lattice) are then assigned colors that identify 
the coherent domains (analogous to the peak linewidth 
in SAXS). Fig. 26 shows the result of such assignments. 

With the available domain and nanocrystal position 
information, one can then rotate each domain by the 
correct amount to obtain a coherent domain for the entire 
region (balls which fail to belong to any of the domains 
are eliminated for simplicity). The resulting rotated 2-D 
correlation function is shown in Fig. 27. One easily 
observes the hexagonal symmetry of the QDA in this 
figure, and the very high degree of long-range order. 

Fig,. 26 The digitized ball file containing the center-of-mass 
coordinates of the nanocrystals and whose ball color codes for 
the domain of a given ball is shown. (From Ref. [41].) (View this 
art in color at www.dekker.com.) 

A radial average can then be performed to obtain g(r) 
and the average interparticle spacing. This is shown in 
Fig. 28. The hexagonal symmetry of the lattice is reflected 
in the splitting of the second peak, which is harder to 
observe when the domains are incoherent (i.e., not 
rot,ated). The average interparticle spacing and the gap 
can be very precisely determined from such analysis. This 
allowed us to perform a very precise determination of the 
effect of alkyl chain length (organic shell thickness) on the 

Fig. 25 A monolayer of D,=4.6 nm Au clusters that forms 3-D 
crystals as shown in Fig. 21. (From Ref. [41] . )  

Fig,. 27 Rotated 2-D pair correlation function from Fig. 
(Fnom Ref. [41].) 
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Fig. 28 The radial pair correlation function, g(r) reflects both 
the degree of order (the number of periods or oscillations) and 
the symmetry of the QDA lattice. (From Ref. [41].) (View this 
art in color at www.dekker.com.) 

interparticle spacing in Au and Pt QDAs for the first time. 
We reported a change of -- 1.2 .& carbon for alkyl chains 
Ck with 6 < k <  14, in the case of Au and 1.4 Gcarbon in 
the case of Pt QDAs. For comparison, SEC determination 
of the organic shell thickness in Au alkylthiolate nano- 
conjugates found an increase of 2.4 k 2  carbon atoms in 
the shell thickness in toluene-a very good agreement. It 
is important to note that substantial interdigitation of the 
alkyl groups is always observed in the case of Au, Ag, Pt, 
and Pd QDAs, and plays an important role in the 
formation of the arrays. In the case of surfactants that 
do not easily pack or are too short, QDA formation is very 
rare. Also, for particles smaller than -- 2.5 nm, long-range 
order is rarely observed and the particles prefer to disperse 
randomly on the grid. 

The symmetry of a monolayer lattice obtained from a 
given nanocluster solution is typically hexagonal; how- 
ever, in the same preparation on the same grid, we have 
also observed and reported square lattice packings, so the 
symmetry cannot be solely dependent on organic layer 
thickness, nanocluster metal type, nor solvent because 
these are all identical. It does indicate that these two 
lattice types are of very similar energy. 

Similarly, unexpected packing can occur in bilayers, as 
demonstrated by Figs. 29 and 30. In Fig. 29, a Pt PDA 
bilayer we observe the "expected" low-energy trigonal 
(threefold) locations of the second layer above the 
"holes" in the first hexagonal layer. But in other Pt 
QDA, Fig. 30, we observed that clusters in the second 
layer occupy the twofold sites. 
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Fig. 29 Pt QDA bilayer with the clusters deposited onto the 
low-energy trigonal sites above the first monolayer. (Unpub- 
lished data.) 

Nanocluster Matter and Nanotechnology 

Cluster matter is obviously significantly more complex to 
study and understand than dilute solutions of individual 
Qdots acting independently. However. it does present 
some intriguing technological possibilities. Consider, for 
example, the effect of nanocrystal diameter and particle 
spacing on the effective dielectric constant of a fcc (or 
hexagonal) QDA. Fig. 31 shows that as the ratio of DJgap 
increases, the dielectric constant can become very large. 
This has implications for energy storage in capacitors 

Fig. 30 Pt Qdot bilayer has the second layer of clusters de- 
posited onto twofold symmetry sites. (Unpublished data.) 
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-re dlameterlparticle spacing 

Fig. 31 The calculated dielectric constant of an fcc QDA 
superlattice increases dramatically with core diameterlgap ratio. 
(From Ref. [41].) (View this art in color at www.dekker.com,) 

because cluster matter may not suffer the same problems 
with increased dielectric breakdown as those known for 
bulk powders. We discuss the reasons for these difference 
in Ref. [41]. 

Another area in which metallic nanoclusters are likely 
to have a significant impact in the future is in hetero- 
geneous catalysis. As examples, we cite our work on 
nanosize Fe and FeS2 as coal hydrogenation and hydro- 
genoloysis catalysts, where the nanoclusters are directly 
deposited onto the coal powder, which acts both as a 
support and a substrate.r612621 The coal is broken down 
under high-pressure H2 into liquids, which may serve as 
either chemical feedstocks for advanced engineering 
materials or as fuels in energy production. A very 
significant amount of the chemical products are aromatic 
or napthalenic in structure, a very desirable starting point 
for many engineering polymers and plastics. 

We have also investigated nanosize MoS2 as an 
photocatalyst demonstrating a size-dependent photooxi- 
dation of both phenolr501 and pentachlorophenol.[511 The 
latter is a major environmental contaminant as it has been 
widely employed as a fungacide and herbacide for wood 
preservation. As MoS2 has a two-dimensional graphite- 
like structure with the catalytically active Mo sites at the 
"edge" of the cluster, making this material nanosize 
vastly increases its potential catalytic activity. Already, it 
is the most useful fuel hydrodesulfurization catalyst 
known. (This is the critical first step in crude refining, 
in which heteroatom compounds are removed to avoid 
poisoning subsequent expensive transition metal cat- 
alysts.) One would anticipate that nanosize MoS2 would 

be even more effective (perhaps at lower temperature and 
HZ pressures). 

We have examined nanosize Pd, Pt, and Rh deposited 
on high surface area, commercially available supports 
such as alumina and carbon and found that not only can 
milder T and P conditions be utilized for hydrogenation, 
but. that the product distribution (selectivity) can be tuned 
by nanocluster size and metal type. In fact, we have 
discovered that Pd nanoclusters on carbon can actual- 
ly be more effective than more expensive Rh in the 
hydrogenation of pyrene. This is not true of commercially 
available Pd and Rh catalysts, and indicates the almost 
limitless possibilities in this largely unexplored area 
of nanotechnology. 

CONCLUSION 

In this review, we discussed chemical preparation meth- 
ods for the synthesis of metallic quantum dots, emphasiz- 
ing, the important role of surface active agents for the 
control of the average cluster size and size dispersion. 
Inverse micelle synthesis in nonpolar oils using readily 
available, inexpensive ionic metal salts encapsulated in 
their interior is the most versatile method for metallic 
Qdot synthesis. We demonstrated the use of liquid 
chromatography for cluster size analysis and the role 
such rapid feedback plays in synthesis development. We 
demonstrated that special, thermodynamically stable 
cluster sizes are formed in the size regime D,<3 nm, that 
the binding strengths of ligands to metal nanoclusters is 
stronger for Au than Ag, and that the length of the thiolate 
itself affects the binding affinity. We noted that short 
chain length alkyl thiolates may act at etchants to narrow 
the size distribution with time, and that, in general, an 
evolution of the cluster size distribution does occur, its 
rate being correlated with the bulk melting T of the 
material (i.e., slower evolution for Pt than for Au or Ag). 

We next reviewed the size-dependent optical properties 
of Au and Ag nanoclusters, optical properties of core- 
shell particles, and the unexpected visible and NIR 
photoluminesence from molecular sized nanometals. A 
blue shift of the plasmon resonance was observed for 
nanosize Au, while the opposite behavior was found for 
Ag and attributed the greater role of inter-d-band 
trainsitions in Au than in the case of Ag. We reported 
the emergence of distinct molecule-like absorbance 
features in Au clusters approaching 1 nm in dimension. 
Thle optical properties of core-shell particles of equivalent 
sizle and atomic composition were shown to depend on 
whether Ag or Au was in the interior and were further 
shown to depend on whether an alloy or a true core-shell 
type structure was synthesized. 
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We next discussed the various synthetic approaches and 
resulting magnetic properties of the base itinerant metals, 
Co, Fe, and Ni. We discussed the possible reasons for the 
heretofore low magnetic response of nanocrystals of these 
materials and also discussed soon-to-be published work on 
ultrasmall, D,= 1.4 and 1.9 nm Co nanocrystals exhibiting 
greater-than-bulk magnetic response. Possible reasons 
connected with surface magnetism and surface reconstruc- 
tion in nanocrystals were given as explanations of our 
observations. We also discussed the synthesis of nonequi- 
librium crystal structures of nanoparticles of Fe and Co. 

We next discussed the formation of QDAs of nano- 
crystals of Au, Pt, and Pd outlining the important 
parameters controlling the degree of order and whether 
mono-, bi-, or multilayer QDAs form. In particular, we 
reviewed novel digital-image analysis methods for obtain- 
ing the average domain size, interparticle spacing, and 
extent of long-range order in TEM images of QDAs. We 
noted that bilayers may exhibit either the predicted low- 
energy, threefold coordination or a twofold coordination 
in the second layer. We also commented that either 
hexagonal or square packing of nanocrystals can occur in 
the same sample on the same substrate. 

We concluded our review with a discussion of the 
relationship between Qdots and nanotechnology. The 
ability to control the size, shape, and interface structure of 
Qdots is critical to their application in nanotechnology as 
new magnetic, dielectric, optical, and catalytic materials. 
As one example, we discussed the effect of core size to 
interparticle ratio on the dielectric constant and pointed 
out that one may expect nanosize clusters to eliminate 
some of the dielectric breakdown issues found in 
macroscopic materials, allowing significant increases in 
energy storage in capacitors. We particularly emphasized 
catalytic applications because we feel these may yield the 
most spectacular improvements on conventional technol- 
ogy. Two examples, the direct conversion of coal to 
chemicals and fuels using Fe and FeS2, and solar-driven 
photocatalysis using MoS2 were given. 

In any review, one must be quite selective in the topics 
covered. But we hope to have given the reader a good 
overview of the reasons for the large scientific interest in 
nanomaterials and nanotechnology, as well as the tools 
which are currently being developed to further these 
fields. Essentially, scientists are redoing all of materials 
research on a length scale in which interface is dominant. 
Thus these endeavors are likely to continue for many 
years and yield many unexpected observations. 
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INTRODUCTION 

Self-assembled Ge quantum dots by the Stranski-Krasta- 
nov growth mode have attracted much attention for many 
years. Similar to the purpose of the research on short- 
period Si/Ge superlattices and Er-doped Si, self-assem- 
bled GeISi quantum dots may be exploited to fabricate 
Si-based on-chip light emitting sources for 1.55-pm 
fiberoptic communication applications. Takagahara and 
~akeda'll and ~enl ']  have theoretically predicted that an 
indirect-to-direct conversion of the optical transition of 
SiGe quantum dots would occur whenever the sizes of the 
quantum dots were small enough. In order to increase the 
component of quasi-direct transition of the Ge/Si quantum 
dot system and thus to enhance light emission intensity of 
the quantum dots for practical applications, the under- 
standing of nonradiative recombination mechanisms (such 
as phonon-assisted process) is essential. 

To probe phonons from self-assembled semiconductor 
quantum dots, Raman spectroscopy is an efficient and 
indispensable experimental tool. Up to date, several 
groups have already reported Raman scattering studies 
of self-assembled quantum dots of group III-V systems, 
such as (In, Ga, A l ) ~ b / ~ a A s , ' ~ ~  I ~ s ~ / I ~ P , [ ~ I  In(Ga)As/ 
G ~ A S , ' ~ - "  l n A s / I n ~ , ~ ' ~ ' ~ ~  (Al, ~ a ) A s / ~ n A s , [ ' ~ ~  InAs/ 
~ 1 ~ s , [ ~ ~ ~ ~ ~ ~  and G ~ N / ( s ~ ) A ~ G ~ N , [ ' ~ ~ ' ~ ]  group II-VI sys- 
tem, such as ~ d ~ e / ~ n ~ e , ' ' "  and group IV system, i.e., 
~~/si.l2(&-"81 Optical phonon spectra of any of these sys- 

tems were basically used to extract the chemical compo- 
sition of the quantum dots as a result of interdiffusion 
between the dots and the surrounding media or the sub- 
strates. It should be pointed out that a few other techniques 
for the determination of composition of self-assembled 
quantum dots have been reported. These include scanning 
tunneling microscopy,13y1 transmission electron micros- 
copy (TEM) with high-resolution imaging,[401 electron 
energy loss spectrometry,[411 X-ray energy disperse spec- 
t r ~ m e t r ~ , [ ~ ~ ]  high-resolution X-ray diffraction,[439441 and 
scanning TEM. '~~ ]  Most of these techniques are capable to 

show nonuniform dot material distribution in the dots. 
Optical phonon Raman scattering method is simple and 
direct to give an average concentration of the dots. In 
contrast to the tremendous research on optical phonons, 
the effort on the research of phonon process in the low- 
frequency acoustic spectral region, however, is much 
smaller. In self-assembled Ge quantum dot system, for 
example, one early work reported the observation of 
equal-distance acoustic peaks in 25-period Ge quantum 
dot ~ u ~ e r l a t t i c e s . ~ ~ ~ '  Afterwards, Milekhin et al. investi- 
gated folded longitudinal acoustic phonons in their Ge dot 
superlattices and explained the acoustic vibrations by the 
elastic continuum  mode^.'^"^^] Recently, resonant Raman 
scattering by acoustic phonons in double- and multilay- 
ered Ge dot structures was reported and the observed 
equal-distance oscillation peaks were explained by inter- 
ference and ordering The origins of these 
observed low-frequency acoustic phonon spectra in Ge dot 
superlattices therefore remain unclear and debatable 
because there is a lack of systematic studies, such as the 
dependence of acoustic phonons on island sizes and other 
island-related parameters.r231 

I h  this entry, we systematically study Raman scattering 
by optical and acoustic phonons in multiple Ge quantum 
dots. The analysis of GeGe and SiGe optical phonon 
features takes the phonon confinement effect, strain effect, 
and atomic intermixing into account. Acoustic phonons 
are found to originate from folded acoustic phonons 
associated with a superlattice and can be explained by 
elastic continuum model. 

RESULTS ON SELF-ASSEMBLED 
MULTIPLE GE QUANTUM DOTS 

All samples were grown on Si (100) wafers using a solid 
source molecular beam epitaxy (MBE) system. Samples 
A, :B, and C were grown at 540°C with 10 periods of Ge 
and Si bilayers and contained a Ge coverage of 12, 15, and 
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Dot height (Angstrom) Dot base (Angstrom) 

Fig. 1 (a) TEM image of sample A. Vertically correlated is- 
lands are evident. (b) AFM image of sample A. Most of the islands 
appear as square-based pyramids and the island density is de- 
termined to be 3.6 x lo9 cmp2. (c) Statistical base diameter and 
height distributions of the Ge islands of sample A. A typical 
Gaussian peak is used to fit the distribution data. The most proba- 
ble height and base diameter are 1 1.9 and 110.4 nm, respectively. 

18 A, respectively. Samples D and E were grown with the 
same Ge layer thickness of 15 A but at different growth 
temperatures of 500°C and 600°C, respectively. In 
addition, sample D has 10-period Ge and Si bilayers 
while sample E contains 22 periods. The Si spacer layer 
thickness of 20 nm was used for all superlattices. No cap 
Si layers were grown intentionally on these samples for 
convenience of atomic force microscopy (AFM) charac- 
terizations. Transmission electron microscopy measure- 
ments were exploited as well to obtain the size, density, 
and uniformity of the self-assembled dots. Raman scat- 
tering measurements were performed on a Renishaw 
Raman Imaging 2000 system with a 5 14 Ar+ laser as the 
excitation light source in the backscattering configuration. 

Fig. l a  shows a typical cross-sectional TEM image of 
sample A. Ten-period vertically correlated layers of Ge 
dots are evident. The dots in the different layers (beyond 
the third Ge layer) are identical in size and shape. This 
observation is also seen for other dot samples. Fig. l b  
and c shows an AFM image, and height and base 
statistic analysis of sample A, respectively. Gaussian 
distributions were used to fit the data. Most of the dots 
appear as pyramid and the average dot base and height 
are 11.9 and 110.4 nm, respectively. Similar measure- 
ments have been performed on other samples as well. 
The growth parameters and structural data were sum- 
marized in Table 1. It should be noted that the structural 
data were from AFM measurements only and not cali- 
brated by TEM characterizations. 

Optical Phonons 

Fig. 2 shows the Raman spectra of the dot samples in the 
spectral region of SiGe and GeGe optical phonons. 
Similar SiGe (from 400 to 420 c m ' )  and GeGe lines 
(near 300 cmp' )  are observed for dot samples. The 
frequency position of SiGe optical phonons more or less 
represents the degree of the interdiffusion between Si 
spacers and Ge dots. Samples A, B, and C have almost the 
same Si-Ge optical phonon line shape. The peak 
frequency changes slightly from 418 c m '  for sample A 
with a nominal Ge thickness of 1.2 nm to 416 c m '  for 
sample C with a nominal Ge thickness of 1.8 nm. To 
understand this, we shall notice that the interdiffusion 
arises from both thermal diffusion and strain-induced 
diffusion. As the same growth temperature of 540°C was 
used for the three samples, the degree of interdiffusion due 
to thermal management is the same. The slight difference 
in frequency therefore comes from the difference in strain- 
induced diffusion. The thicker Ge was deposited the more 
relaxation was presented in the dots (as will be discussed 
in detail in the following). Strain-induced interdiffusion in 
the samples with thicker nominal Ge thickness is smaller. 
The resulting lower frequency can be understood with the 
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Table 1 Growth parameters and structural data of the samples 

Ge layero Si layer 
Sample thickness (A) thickness (nm) Growth T (OC) Dot base (nm) Dot height (nm) Density (cm-') 

A 12 20 540 110.4 11.9 3.6 x 10' 
B 15 20 540 122.0 14.0 4.1 x 10' 
C 18 20 540 122.2 16.0 3.5 x 10" 
D 15 20 500 114.7 15.1 5.9 x lo8 
E 15 20 600 175.5 10.2 2.6 x 10' 

following picture: The eigen-frequency of these optical 
phonons is determined by the effective stretching force 
constant for each bond and the mass of atoms at the end of 
each bond. For example, SiSi optical phonon band is 
centered at 520 cmp '  for all of the samples and the 
substrate (not shown in the figure), considering the force 
constant of SiSi to be 39.5 N/m, and atomic weight of 28.1 
for ~ i . ' ~ ~ ]  Likewise, optical phonons of crystal Ge can be 
found at 300 cm- ' with the GeGe bond force constant of 
35 N/m and atomic weight of 72.6. Any mixture of Si and 
Ge leads to SiGe optical phonons with the frequency in 
between 300 and 520 cm-'. For simplicity, we assume 
that Ge quantum dots are fixed and only Si atoms move. 
At a situation of stronger interdiffusion, more Si atoms are 
introduced into Ge dots. Thus SiGe optical phonon band 
has a frequency closer to SiSi optical phonon band, which 
is exactly the case for samples A through C. Likewise, 
much lower frequency position of 406 cm- ' for sample D 
and slightly larger frequency of about 420 cm-' for 

I I 

: Ge-Ge 

1 I I 

300 350 400 
Raman Shift (cm-') 

Raman spectra of the dot samples. Similar SiGe and 
GeGe lines are observed for these samples. The frequency 
positions of the GeGe optical phonons in dot samples are shifted 
slightly to higher frequencies with respect to their bulk value 
(300 cm- I ) .  

sample E compared with that of sample B (due to the same 
nominal Ge) can also be explained by the above picture. 

Now let us analyze the GeGe optical phonons in the 
samples. It is important to note that the GeGe modes from 
the dot samples are different from the second-order trans- 
verse acoustic (2TA) phonon mode1471 for Si at 303 cmp '. 
For comparison, the vertical dotted line is plotted at 300 
cm-' to represent the optical phonon position for bulk 
crystalline Ge. The frequency positions of the GeGe 
optical phonons in dot samples are shifted slightly to 
higher frequencies with respect to their bulk value. There 
are several mechanisms to cause a Raman shift of GeGe 
optical phonons. The first one is phonon confinement. It is 
known that the optical phonon branches of bulk Ge are 
quadratic and, moreover, nearly flat at the Brillouin zone 
center ( k r o ) .  Confined optical phonons in a nanocrystal 
are equivalent to those vibrations in an infinite crystal 
wh~ose wave vector is given by mdd ,  where m  is an 
integer and d  is the size of the nanocrystal, in our case, the 
height of the dots. In the dots with a very small height of 
1.5-2 nm,r2'1 the phonon confinement effect was observed 
to result in a shift less than 2 cm- I .  As the dot size for the 
present samples is much larger than the lattice constant of 
Ge., the wave vector is extremely small, leading to 
inslignificant phonon confinement effect. 

'The size confinement effect of optical phonons in 
quantum dots with small size should give rise to a shift of 
phonon band to lower frequency side due to the negative 
dispersion of the optical phonon branch. A compressive 
strain on the dots in the lateral directions as a result of the 
lattice mismatch of Si and Ge, however, leads to a GeGe 
mode shift to the higher frequency side. This concept can 
be written as:1481 

where o is the Ge-Ge mode frequency induced by a 
biaxial strain, wo is the frequency of the Ge zone-center 
LO phonon; p and q are the Ge deformation potentials; E,, 

and cyy are the biaxial strain (a-ao)/a with a and a. being 
unstrained and strained lattice constants, respectively. The 
physical parameters used in Eq. 1 can be obtained from 
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Table 2 The experimental GeGe mode frequencies, integrated peak intensity ratios, and calculated Ge composition in dots and 
residual in-plane strain in the dot samples 

Sample o(GeGe) (cm-') w(SiGe) (cm- ') IGeGelz~i~e Ge composition in doh Err 

Ref. [34]. For fully strained pure Ge on Si, we obtain 
w= 3 17.4 cm- I .  The large difference between this 
calculated number and the experimental GeGe mode 
values (close to 300 cm-' as shown in Fig. 2) suggests 
that the dots are not fully strained as assumed in the 
calculation. By using Eq. 1 and the experimental GeGe 
optical phonon frequencies w, the residual biaxial strain 
(ex,) on the quantum dots can be estimated and listed in 
Table 2. Very small residual strain values obtained 
suggest the dots are almost fully relaxed. 

An obvious reason of the strain relaxation is the atomic 
intermixing at the Si-Ge interface. The degree of the 
interface intermixing can be determined by the integrated 
peak intensity ratio IGeCe/ISiGe as the intensity depends on 
the relative number of corresponding bonds. This concept 
was used for SiGe alloy[491 and Ge quantum dots'371 and 
can be expressed as: 

where x is the average Ge concentration and the 
coefficient B is related to the Bose factor and the 
frequencies of GeGe and SiGe optical modes of the alloy. 
It is found that the coefficient B varies weakly with alloy 
compositionand is determined to be 3.2.[501 IGeGelISiGe can 
be obtained from the spectra in Fig. 2. The Ge concentra- 
tions in quantum dots estimated by this method are listed 
in Table 2. It should be noted that the estimation by such 
interpolation is rough because the Si 2TA phonons and 
optical phonons from wetting layers have not been 
subtracted in the calculation. Moreover, the composition 
obtained is an average value, which does not show any 
information about composition distribution in the dots. 

Fig. 3 plots the GeGe peak position as a function of the 
Ge concentration in the dots. Symbols are experimental 
data. Solid straight lines 1 and 2 are used to guide the eyes 
and indicate that the different GeGe mode frequency is 
obtained for dots not only with different Ge concentra- 
tions but also with a similar Ge concentration. Solid line 3 
is a calculation result using Eq. 1. In this calculation, we 
assume the same wo and other deformation potentials for 
pure Ge. This approximation is reasonable because the 
interdiffusion occurs in the interface and the "core" of 

the dots remains pure Ge. For example, the nonuniform 
Ge content in the dots has been proved by elemental 
distribution analysis using an electron energy filtering 
imaging method in TEM[~']  and scanning T E M . [ ~ ~ ]  The 
in-plane strain E, used can be written as (asll x~e , -ao) l  
asll-Jcer with the lattice parameter of an alloy with Ge 
concentration of x determined by Vegard's law 
asi, xcec=xace+(l -x)asi, where ace and as, are lattice 
parameters of pure Ge and Si, respectively. Simple 
calculations show, for example, in-plane strain to be 
- 0.02 for an alloy with Ge concentration of 0.48 (samples 
A, B, and C), leading to a GeGe mode frequency of 
308.3 c m ' .  The calculated values show a considerable 
shift from the value obtained for fully strained Ge on Si 
(317.4 c m  I); however, these are still larger than the peak 
frequencies of the GeGe modes of the samples A through 
E. As a matter of fact, the absolute value of the residual 
strain on the dots shown in Table 2 is much smaller than 
the absolute value estimated here by interdiffusion only. 

Line 2 

I 1 1 t I I 
0.40 0.45 0.50 0.55 0.60 

Ge Concentration 

Fig. 3 GeGe mode position as a function of Ge concentration 
in dots. Ge concentration is obtained by means of the integrated 
intensity ratio of optical phonons of GeGe and SiGe. Solid lines 
1 and 2 are used to guide the eyes. The results show that the 
different GeGe mode frequency is obtained for dots not only 
with different Ge concentrations but also with a similar Ge 
concentration. Line 3 is the calculated data by assuming SiIGe 
interdiffusion only. 
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Moreover, the picture of interdiffusion does not com- 
pletely account for the peak position difference for the 
different samples with the same Ge composition as of line 
3 in Fig. 3. The above analysis suggests that additional 
strain relaxation mechanisms exist apart from GeISi 
interdiffusion. We believe that this additional strain 
relaxation comes from the process of the formation of 
Ge dots. 

The relaxation of the dots in addition to atomic 
interdiffusion consists of the relaxation of the surface- 
layered dots and the relaxation of the embedded dots. The 
relaxation of the surface-layered dots is related to the 
nature of Stranski-Krastanov growth mode. When Ge is 
deposited on Si, it first takes a layer-by-layer growth 
format. As the Ge film exceeds its critical thickness, it 
becomes rough by forming pyramidal islands to relieve 
strain energy. As more Ge is deposited, the islands 
transform from the pyramid shape to the dome shape, 
leading to more strain relaxation. Atomic force micros- 
copy measurements on our samples indeed showed, for 
example, the pyramid-over-dome ratio decreases as the 
increase of the Ge deposition for these samples grown at 
the same temperature of 5 4 0 " ~ . ' ~ ~ '  The relaxation is also 
induced by the dot embedding effect. Sutter and Lagally 
have used a strain-dnven atom diffusion model to show 
that the dot shape transforms to truncated shape after the 
growth of Si layer on top.'52' Indeed, we have observed 
this transition from the cross-section TEM measurements. 
Because of the capping process, the in-plane strain is 
rela~ed.''~' 

After recognizing all the above relaxation mechanisms, 
we can fully explain the observed GeGe optical phonon 
frequencies. First, let us take a look at line 1 of Fig. 3. This 
line represents the GeGe mode trend of a set of samples 
(C, D, and E) grown at different temperatures. GeGe mode 
frequency changes from 302.4 to 300.4 c m  ' when the Ge 
concentration decreases from 0.58 to 0.45 as a result of 
growth temperature from 500°C to 600°C, indicating that 
the sample grown at higher temperature induces stronger 
interface intermixing, or more strain relaxation. Quanti- 
tative calculations using Eq. 1 show that a shift of 2.2 
c m  ' is obtained for the present interdiffusion difference 
in the three samples (as can be seen from line 3 in Fig. 3). 
This number is almost the same as the experimental 
observed shift, suggesting that the strain relaxation from 
the different degrees of interdiffusion is the main factor 
responsible for the different frequencies of the GeGe 
mode in this set of samples. In other words, the overall 
effect of the dot shape transition on the GeGe mode 
frequency is about the same for the three samples. Line 2 
in Fig. 3 represents another set of samples (A, B, and C). 
As shown previously, this set of samples has the same Ge 
concentration in the dots. Nevertheless, the GeGe optical 
phonon frequency is different and the largest difference is 
1.5 c m  ' . This suggests different strains are present on the 

dots in different samples, which arises from the different 
dot morphologies in the different samples, such as py- 
ramid-over-dome ratios, dot height-over-base ratios, and 
embedding effect. 

The above-analyzed, negligible phonon confinement 
effect but dominant atomic intermixing andlor strain 
effect in determining frequencies of optical phonons for 
quantum dot samples can also be proved by performing 
annealing experiments. Fig. 4a shows the Raman spectra 
of sample A under rapid thermal annealing (RTA) for 5 
min at different temperatures. The vertical dotted line 
is plotted at the center of GeGe mode from as-grown sam- 
ple for comparison. The GeGe Raman line broadens and 
shilfts to lower frequencies as the annealing temperature 
increases. This phenomenon was also observed when 
annealing other samples. Fig. 4b shows the annealing 
temperature dependence of the Raman shift for the dot 
sainples grown at different temperature. After 850°C 
annealing for 5 min, the GeGe optical mode shifts 
downward by as much as 8, 6-7, and 5 c m '  for the 
sainples grown at 500°C, 540°C, and 600°C, respectively. 
Th~e intermixing after annealing leads to fully relaxed 
SiGe alloy-like dots, causing the observed peak shift. 

300 350 400 1 

Raman Shift (cm-') 

Annealing Temperature 1000TT (IIK) 

Fig. 4 (a) Raman spectra of sample A under RTA for 5 min at 
different temperatures, and (b) Raman shift as a function of 
annealing temperature for different samples. 



Acoustic Phonons 

Fig. 5a shows the Raman spectra of the samples A, B, and 
C, which were grown with the same temperature and 
different Ge layer thickness. The vertical dot lines are 
used to facilitate the comparison among the samples. 
Similar SiSi, SiGe, and GeGe optical vibration peaks are 
seen at around 520, 415, and 300 cm-', respectively. 
Besides these peaks, low-frequency oscillation peaks are 
observed for all of the three samples around 84.3, 104.7, 
126.6, 150, and 171.8 cm-', respectively. These nearly 
equal-distance peaks with a period of about 20 cm- ' are 
higher-order acoustic phonons. The lower orders were 
attenuated by the Rayleigh line rejection filter and thus 
were not observed. An interesting phenomenon is that the 
acoustic peak frequencies do not scale with the dot size. 
Lamb's theory predicts that confined phonon frequency 
should be inversely proportional to the nano-crystal 

Si-Si 
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size[531 and was shown to be true for a number of nano- 
crystal systems such as CdS,Sel . r  in glasses1541 and Si in 
Si02 matrix.[551 The present result suggests that the 
observed low-frequency peaks are not confined phonon 
modes in quantum dots. 

Fig. 5b shows the Raman spectra of the samples A, D, 
and E, which were grown at different temperatures. The 
vertical dot lines are again used here to facilitate the 
comparison among the samples. Acoustic phonons for 
different samples have different frequencies. Specifically, 
acoustic phonon peak frequencies for sample A have been 
assigned in Fig. 5a. Sample D has acoustic phonons around 
71.4,95.7, 118.8, and 141 cm- ', and sample E has acoustic 
phonons around 83.8, 105.8, 126.8, and 149.8 cm-I. 
The period of these nearly equal-distance peaks is about 
24, 22, and 20 for samples D, E, and A, respectively. 

There are two possibilities, which may be used to 
explain the observed periodic acoustic phonons.[561 The 
first one is that these are probably phonon modes confined 
in quantum wells where zone-edge phonon modes have 
been made, "allowed" by breakdown of wave vector 
conservation. The second one is that they are associated 
with a superlattice where low-frequency zone-edge 
phonon modes have been folded into zone center. The 
first concept has been used to explain the periodic acoustic 
phonon oscillations in the InAsIInP self-assembled quan- 
tum dots.''21 The period of the periodic acoustic phonons 
can be expressed by: 

Si-Si 

i (b) 

Rarnan shift (crn") 

Fig. 5 Raman spectra of the samples with (a) different nominal 
Ge thicknesses of 1.2, 1.5, and 1.8 nm for samples A, B, and C, 
respectively, and (b) with different growth temperatures of 
540°C, 500°C. and 600°C for samples A, D, and E, respectively. 
Acoustic phonon modes with the same frequencies are observed 
for different Ge-thickness samples, while different frequencies 
and periods are observed for different samples with different 
growth temperatures. 

where L is the thickness of the quantum layer, v is the 
sound velocity of the phonons, and c is the speed of 
the light. If the observed phonons were the confined 
phonons in the Si spacer layers, then with the velocity 
vsi = 8.44 x lo5 ~ r n / s e c [ ~ ' ~  and the peak periods of 20- 
24 cm- for the present samples, we would obtain the Si 
layer thicknesses for our samples to be around 5.9-7 nm. 
The designed thickness of Si spacer thickness for all the 
samples was 19-20 nm. The actual effective thickness of 
Si spacer layers has shrunk to around 14 nm characterized 
by cross-sectional TEM. The reason is that Si spacers 
were deposited on curvature surfaces containing three- 
dimensional dots. A similar situation was often observed 
when growing short-period superlattices on relaxed virtue 
substrates, which consisted of cross-hatch undulation 
patterns. The layer deposited on top nas  stretched as a 
result of undulation and the effective thickness along the 
growth direction was shrunk. The effective thickness of 
about 14 nm for the present samples, however, is still 
more than two times of the calculated 5.9-7 nm, 
suggesting that these phonons have nothing to do with 
the confinement in the Si spacers. Likewise. the phonons 
are not confined phonons in the wetting layers either. 
Samples grown at different temperatures lead to different 
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wetting layer thickness because of SiIGe interdiffusion. 
Different from the dots grown at much lower temperature 
( 3 0 0 " ~ ) ' ~ ~ ~  or by the use of antimony as surfa~tant , [~~I  
where the wetting layers were more or less around 3-4 
MLs, the wetting layers in this set of samples had the 
thickness in the region of 15-20 with cross-sectional 
TEM characterizations (not shown here). Therefore the 
wetting layers are not pure Ge but SiGe alloy. Phonon 
velocity for SiGe can be obtained by the linear interpo- 
lation of LA phonon velocity of Si and Ge. Simple cal- 
culations showed that one could never obtain an agreeable 
solution compared with the experimental results. 

The above analysis leaves the only possible origin for 
these phonons, i.e., they are folded acoustic modes related 
to the periodicity of the superlattice. Rytov's elastic con- 
tinuum has been well applied for folded 
acoustic phonons in quantum well superlattices and was 
also seen to explain the acoustic phonon features in Ge 
dot m ~ l t i l a ~ e r s ' ~ " ~ ~ '  and InAsIGaAs dot m ~ l t i l a ~ e r s . [ ~ ~ '  
In this model, the acoustic phonon dispersion can be 
written as: 

cos(qd, = cos ($) cos (%) - (, + i) 
x sin - sm - 

(:I) . (Z)  
where q is the superlattice wave vector perpendicular to 
the layers and is roughly determined to be q 2 4zn'l/lL, 
where AL is the incident laser light wavelength and n' is the 
refractive index of the material at that wavelength. In 
addition, R=(V1p1)lV2p2, d = d l  +d2. d l  and d2, p1 and p2, 
and V, and V2 are the thickness, density, and sound 
velocity in Ge and Si layers, respectively. The physical 
parameters can be obtained from Ref. [57]. The model 
designed for quantum well superlattice can be considered 
as a zero-order approximation to the real quantum dot 
superlattice as it does not take into account quantum dot 
shape, size, and density. It was suggested in Ref. [27] to use 
nominal thickness of Ge layer as an effective thickness d2. 
Nevertheless, with this rough approximation, good agree- 
ment with experimental data was Follow- 
ing this approach, with the effective Si spacer layer 
thicknesses of about 14 nm and wetting layer thicknesses 
of about 1.5 nm in our samples, we calculated the phonon 
dispersion and showed acoustic phonon peak period of 
19-21 cm-', which was close to the experimentally 
observed 20-24 cm-I. Therefore we conclude that the 
observed low-frequency modes are folded acoustic pho- 
nons. More accurate description of the acoustic spectra 
of semiconductor quantum dot superlattices will require 
rigorous calculations of acoustic phonon scattering on 
quantum dot as well as multiple scattering effect pro- 
duced by quantum dot ensemble in each layer. 

CONCLUSION 

We have studied Raman scattering from optical phonons 
and acoustic phonons in the Ge quantum dot superlattices. 
The GeGe optical phonon frequencies of the dot samples 
were larger than 300 cm- ' but within 3 cm- I ,  indicating 
that the dots were relaxed in the superlattices. Strain 
relaxation was found not only from the atomic interdif- 
fusion but also from the dot morphology transition both 
for the surface dots and the embedded dots. The annealing 
experiments also proved that the strain relaxation and 
intermixing were the key parameters for the observed 
opr.ica1 phonons. Optical phonon studies show that Raman 
spectroscopy is an efficient tool for the determination of 
the average compositions and strains for zero-dimensional 
quantum dots. Periodic oscillations in the lower frequency 
region were observed for quantum dot superlattice 
samples. These acoustic phonons were found to be related 
to superlattice period and could be well explained by the 
elastic continuum model. 

Furthermore, the method for analysis of phonons in the 
above Ge quantum dot superlattice system can be 
generally used for other quantum dot systems, such as, 
InGaSbIGaAs, InSbIInP, InGaAsIGaAs, InAsIInP, 
AlGaAsIInAs, InAsIAlAs, and GaN/(Si)AlGaN, CdSeI 
ZnSe, and so on. Phonon spectra in these material systems 
depend on the physical parameters of superlattice, such as 
concentration in dots, dot size, and period thickness. In the 
case of very small dots with high density (e.g., greater 
than 10" ~ m - ~ ) ,  multiple scattering effects may play an 
important role in the modification of phonon spectra. The 
phonon densities of states in quantum dot superlattices 
change as seen from the strong modification of phonon 
spectra with the appearance of quantum dots and can be 
used to calculate the thermal conductivities of super- 
latlices. Research has shown a great reduction of thermal 
conductivities in quantum dot superlattices, which have 
great applications in the fabrication of new-generation 
solid-state thermoelectric devices. Phonon spectra modi- 
fkation by quantum dots also suggests the potential 
applications of quantum dot superlattices as phonon 
lenses, filters, and reflectors for phonon-assisted lasers 
in indirect-band gap material systems. 
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Quantum Dots, Self-Assembled: Calculation of Electronic 
Structures and Optical Properties 
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INTRODUCTION 

As evidenced by many of the articles in this encyclopedia, 
the past decade has witnessed a series of significant 
advances in the growth of semiconductor nanostructures. 
These nanostructures range in size from a few atoms up 
to several million atoms and have been produced by 
myriad synthesis techniques."' In this article, we de- 
scribe calculations of the electronic and optical pro- 
perties of self-assembled (so-called Stranski-Krastanow) 
quantum dots produced by molecular beam e p i t a ~ ~ . [ ~ ~ ~ '  
Even more dramatic than the advances in the growth of 
these structures has been the development of extremely 
sophisticated techniques for measuring the optical, elec- 
tronic, magnetic, and transport properties of these quan- 
tum dot systems. The availability of such high-quality 
measurements for a wide range of properties presents 
theorists with the formidable challenge of constructing 
models that can explain the origins of these experimental 
observations in terms of the underlying energy states of 
the quantum dots. 

Calculating such energy states in self-assembled semi- 
conductor quantum dots is rendered particularly challeng- 
ing by a number of factors: 

The quantum dots contain a large number of atoms. 
A typical self-assembled quantum dot has a base of 
-300 A and a height of -50 A. Therefore the dot 
itself may contain - lo5 atoms. This dot then needs 
to be surrounded by a barrier material to isolate it 
from other dots. Therefore a representative system 
containing both the dot and barrier typically contains - lo6 atoms. 
By the nature of the growth process, self-assembled 
quantum dots are highly strained. For example, in the 
most common InAsIGaAs material combination, the 
lattice mismatch is 7%. Therefore an accurate solution 
of the strain profile in the system is required before 
the electronic structure can be calculated. 
The valence band maximum (VBM) in 111-V semi- 
conductor materials is threefold degenerate (in the 
absence of strain and spin-orbit splitting), therefore 
any realistic approach must describe at least the band 
mixing between the three valence band edge states. 

4. In InAs, the bulk band gap is 0.42 eV and the spin- 
orbit splitting is 0.38 eV, therefore the mixing 
between valence and conduction band states and split 
off states also have to be taken into account. 

5. In a zero-dimensional InAsIGaAs quantum dot sys- 
tem, the charge carriers are artificially confined inside 
the dot, which is typically smaller than the bulk 
excitonic radius-the "Strong Confinement" regime. 
This dramatically enhances the Coulomb interaction 
between charges in the dot and strongly modifies the 
dielectric screening. 

OVERVIEW 

The standard theoretical approach to this problem has 
been to adapt effective mass-based techniques and their 
more sophisticated extension, the k . p  method, which has 
been extremely successful in explaining a range of 
properties of bulk semiconductors. In essence, these 
methods expand the single-particle wavefunctions of the 
system in a basis of bulk Bloch orbitals derived from the 
Brillouin zone center ( r  point). If a sufficient number of 
basis states are included, this expansion provides an 
excellent description of the band structure of the bulk 
material close to the r point. However, errors in the 
predicted energy rapidly increase as one moves away from 
the zone center. To improve the description of the band 
structure away from the zone center, one typically in- 
cludes more and more basis functions in the expansion of 
the wavefunctions. The successes of this effective mass 
model in describing spectroscopic and transport properties 
in both three-dimensional bulk systems and two-dimen- 
sional quantum well structures are well documented. This 
model was also demonstrated to be able to provide at least 
a qualitative picture of the energy states in zero-di- 
mensional systems. However, some of this success is 
mitigated by the fact that often, the parameters in the 
model have to be refit to the nanostructure system itself. 
Recently, a direct comparison[41 between an eight-band 
k . p  calculation and a full pseudopotential calculation for 
a pyramidal InAs quantum dot embedded within bulk 
GaAs showed a generally good agreement between the 
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two techniques. However, the higher symmetry imposed A single-particle Schrodinger equation is set up at 
by the k.p approach acts to omit certain energy level the relaxed atomic positions, (R,,] 
splittings and polarization anisotropies. The k .  p approach 
also overconfined both electrons and holes level by 
-50 meV. 

Instead, in this article, we describe our method of 
choice, the empirical pseudopotential method (EPM) = filC/,(r) (1) 

approach to calculating the energy states in semiconductor The potential for the system is written as a sum of 
quantum dots. This approach has several advantages over strain-dependent, screened atomic pseudopotentials, 
the conventional effective mass approach to the problem: v,, that are fit to bulk properties extracted from 

1. Once a pseudopotential has been developed to 
describe the bulk system, there are no adjustable 
parameters for describing a heterostructure system. 

2. The EPM method has the same accuracy, whether it is 
describing a three-dimensional bulk system, a two- 
dimensional quantum well, a one-dimensional quan- 
tum wire, or a zero-dimensional quantum dot. 

3. The EPM method provides an atomistic description of 
the system. Therefore the correct symmetry of the 
underlying crystal lattice is reproduced. In addition, 
an atomistic description of interfaces between materi- 
als is also maintained. 

We begin with a detailed description of each of the 
stages required in a typical EPM calculation of the energy 
states in a semiconductor quantum dot. Then we describe 
a series of applications of the EPM technique to studying a 
range of optical and electronic properties of self-assem- 
bled quantum dots. 

DESCRIPTION OF PSEUDOPOTENTIAL 
TECHNIQUES 

To calculate the energy states associated with various 
electronic excitations in self-assembled quantum dots re- 
quires three stages of calculation: 

(I) Assume the shape and composition and compute 
the strain: 
We first construct a supercell containing both the 
quantum dot and surrounding barrier material. 
Sufficient barrier material is used, so that when 
periodic boundary conditions are applied to the 
system, the electronic and strain interactions between 
dots in neighboring cells is negligible. The atomic 
positions within the supercell are relaxed by mini- 
mizing the strain energy described by an atomistic 
force field'5361 including bond bending, bond stretch- 
ing, and bond bending-bond stretching interactions. 
More details of the atomistic relaxation are given in 
the section "Calculation of the Strain Profile." 

(2) Set up the pseudopotential single-particle equation: 

. . 

experiment and first-principles calculations For 
more details of the constructing of the Hamil- 
tonian see the section "Constructing the Single- 
Particle Hamiltonian." 

(3) Calculate the screened, interparticle many-body 
interactions: 
The calculated single-particle wavefunctions are used 
to compute the electron+Aectron, electron-hole, and 
hole-hole direct, Jee, Jeh, Jhh, and exchange Kee, Keh, 
Khh Coulomb energies. For more details, see the 
section "Calculation of 'Two-Body' Interactions." 

The main approximations involved in our method are 
as follows: 1) the fit of the pseudopotential to the 
experimental data of bulk materials is never perfect; and 
2) we neglect self-consistent iterations in that we assume 
that the screened pseudopotential drawn from a bulk 
calculation is appropriate for the dot. Our numerical 
convergence parameters are: 1) the size of the GaAs 
barrier separating periodic images of the dots; and 2) the 
number of basis functions used in the expansion of the 
wavefunctions (see the sections "Expansion in a Plane 
Wave Basis" and "Expansion in a Linear Combination of 
Bloch Bands" for more details). 

Calculation of the Strain Profile 

To obtain at atomistic description of the strain profile in a 
heterostructure system, we construct an expression for the 
strain energy in terms of few-body potentials between 
actual atoms 

where V2 is a two-body term, V3 is a three-body function of 
the bond angle, Gijk. The functional form of these terms is 
taken to be strain-independent. The strain is determined by 
minimizing EStmi, with respect to atomic positions (R] .  

Our chosen expression for the elastic strain energy, is a 
generalization (G-VFF) of the original valence force field 
(vFF)'~~" model. Our implementation of the VFF includes 
bond stretching, bond angle bending, and bond length/ 
bond angle interaction terms. This enables us to accu- 
rately reproduce the C1 ,, C12, and C44 elastic constants in 
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Fig. 1 Contour plot of the hydrostatic strain profile in a lens- 
shaped, self-assembled InAsIGaAs quantum dot with a base of 
252 A and a height of 35 A. (View this art in color at www. 
dekker.com.) 

a zincblende bulk material. We have also included higher- 
order bond stretching terms, which yield the correct de- 
pendence of the Young's modulus with pressure. The ex- 
pression for the G-VFF total energy is: 

where Adij= [[(Ri - R ~ ) ~  - dy]ld:]. Here, Ri is the coordi- 
nate of atom I and d: is the ideal (unrelaxed) bond 
distance between atom types of i and j. Also, 0jk is the 
ideal (unrelaxed) angle of the bond angle j-i-k. En"' 
denotes the summation over the nearest neighbors of atom 
i. Example values of a, 8, and a can be found in Ref. [8]. 

For an InGaAs alloy system, the bond angle and bond 
lengthhond angle interaction parameters b, o for the 
mixed cation Ga-As-In bond angle are taken as the 
algebraic average of the In-As-In and Ga-As-Ga values. 
In Fig. 1, we show the result of a G-VFF calculation for 
the strain profile in a lens-shaped InAs quantum dot 
embedded within GaAs. The trace of the strain is plotted 
in a (010) plane through the center of the dot. It shows 
that, to a first approximation, the InAs dot is subjected to a 
uniform compressive strain and the GaAs barrier is 
slightly expanded around the interface with the dot. 

Constructing the Single-Particle Hamiltonian 

We construct the single-particle Hamiltonian as 

where Rn, is the G-VFF relaxed position of the nth atom 
of type a. Here Ca(r) is a screened empirical pseudopo- 
tential for atomic type a. It contains a local part and a 
nonlocal, spin-rbit interaction part. 

The local potential part is designed to include depen- 
dence on the local hydrostatic strain T~(E): 

v jxo': (r; E )  = vEq(r; 0) [1 + y,Tr(c)] ( 5 )  

where the y, is a fitting parameter. The zero strain 
potential V,"~(~;O) is expressed in reciprocal space q as 

where ao,,,,,, are fitting parameters. The local hydrostatic 
strain Tr(&) for a given atom at R is defined as QR/QO - 1, 
where QR is the volume of the tetrahedron formed by the 
four atoms bonded to the atom at R. Qo is the volume of 
that tetrahedron in the unstrained condition. The need for 
explicit dependence of the atomic pseudopotential on 
strain in Eq. 5 results from the following: While the 
description in Eq. 4 of the total pseudopotential as a 
superposition of atomic potentials situated at specific sites, 
{R,,), does capture the correct local symmetries in the sys- 
tem, the absence of a self-consistent treatment of the 
Schrodinger equation deprives the potential from changing 
in response to strain. In the absence of a strain-dependent 
term, the volume dependence of the energy of the bulk 
valence band maximum is incorrect. While self-consistent 
descriptions show that the volume deformation potential 
a,:=dEJd In of the valence band maximum is negative 
for GaAs, GaSb, InAs, InSb, and for all 11-VI, this quali- 
tative behavior cannot be obtained by a nonself-consistent 
calculation that lacks a strain-dependent pseudopotential. 

In Eq. 4, the kinetic energy of the electrons has been 
scaled by a factor of p. The origin of this term is as 
follows: In an accurate description of the crystal band 
structure, such as the GW method, a general, spatially 
nonlocal potential, V(r,rl), is needed to describe the self- 
energy term. In the absence of such a term, the occupied 
band width of an inhomogeneous electron gas is too large 
compared to the exact many-body result. However, to a 
first approximation, the leading effects of this nonlocal 
potential, V(r,r'), can be represented by scaling the kinetic 
energy. This can be obtained by Fourier transforming 
V(r,r') in reciprocal space, q, then making a Taylor 
expansion of q about zero. We find that the introduction of 
such a kinetic energy scaling, f l ,  permits a simultaneous fit 
of both the effective masses and energy gaps. In this study, 
we fit b= 1.23 for both GaAs and InAs. 

The pseudopotential parameters in Eqs. 5 and 6 were 
fitred to the bulk band structures, experimental deforma- 
tion potentials and effective masses, and first-principles 
calculations of the valence band offsets of GaAs and InAs. 
The alloy bowing parameter for the GaInAs band gap (0.6 
eV) is also fitted. An example of the quality of the 
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pseudopotential fit for GaAs and InAs can be found in 
Ref. [9]. 

Solving the Single-Particle Hamiltonian 

We have developed two techniques for solving for the 
eigenstates of Eq. 4. The choice of technique depends on 
the size of the heterostructure system being studied, i.e., 
the number of electrons in the system, and the desired level 
of accuracy. The two techniques are distinguished by: 1) 
the choice of the basis set for expanding the single-particle 
eigenstates of Eq. 4; and 2) the algorithm used to solve for 
the eigenstates within that particular basis. In our first 
approach, we expand the eigenstates in a plane wave basis 
and use the folded spectrum method to obtain eigenstates 
in a given energy window. In the second approach, we 
expand the eigenstates in a basis of bulk Bloch orbitals and 
use a Lanzcos algorithm to obtain eigenstates. 

Expansion in a plane wave basis 

The conventional basis set for performing calculations of 
the electronic band structure of periodic materials, such as 
bulk semiconductors, is the plane wave basis. 

Within this basis, one can easily utilize fast Fourier 
transforms to convert the wavefunctions from a real-space 
to reciprocal-space representation. The matrix elements of 
the Hamiltonian in Eq. 4 in the basis of Eq. 7 can be 
written as 

The conventional variation a1 approach to solving for the 
eigenstates of Eq. 8 is to minimize the energy ( I ~ ~ I H I $ ~ ) ,  
of the groundstate wavefuction, by varying its 
expansion coefficients, C G , ~  TO find higher states, one 
needs to orthogonalize each l/li to all previously converged 
energy eigenstates below it. This orthogonalization pro- 
cess scales as the third power of the number of states and 
so only small systems with up to a few hundred electrons 
can be solved in this manner. 

To enable us to study heterostructure systems contain- 
ing lo6 electrons, we instead "fold" the spectrum of 
eigenstates about a specified reference energy and hence 
s01ve~ '~~"~  for the eigenstates of the equation 

where e,f is a chosen reference energy. By placing eef 
within the band gap of the quantum dot system, and close 
to the valence band maximum (VBM) or conduction band 
minimum (CBM), one is then able to calculate the top few 
valence states or the bottom few conduction states, res- 
pectively. As quantum confinement effects act to lower 
(raise) electron (hole) levels in the quantum dot compared 
to the bulk, one can ensure that eref falls within the band 
gap of the dot simply by placing it within the bulk band 
gap of the dot material. By applying the H operator twice, 
it is easy to see that the eigenstates of Eq. 9 are also 
eigenstates of the Hamiltonian in Eq. 4. Therefore, the 
process of folding the spectrum does not introduce any 
additional approximations compared to the conventional 
N~ scaling algorithms. It simply removes the need to 
calculate all the low-energy eigensolutions and then 
orthogonalize to each of these states. By removing the 
need for this costly orthogonalization, the folded spectrum 
algorithm is able to scale linearly with the number of 
electrons in the system. A version of this folded spectrum 
code was developed[121 for parallel supercomputers, 
which linearly scales up to hundreds of processors and 
is able to handle systems containing up to lo7 electrons. 
Typically, a calculation requires 20-50 plane waves per 
atom in the system and so these parallel calculations are 
effectively finding selective eigenstates of a matrix of 
order lo8. 

Expansion in a linear combination 
of Bloch bands 

For larger quantum dot heterostructure systems containing 
several million atoms, using a plane wave basis set to 
expand the single-particle eigenstates becomes too com- 
putationally demanding, even when the folded spectrum 
method is employed. Instead, we choose to use a more 
physically intuitive basis set, namely a linear combination 
of bulk bands (LCBB):~'~] 

where ~ , , , ,~ ( r )  is the cell periodic part of the bulk Bloch 
wavefunction for structure, s, at the nth hand and the kth k- 
point. As these states form a physically more intuitive 
basis than traditional plane waves, the number of bands 
and k-points can be significantly reduced to keep only the 
physically important bands and k-points. This method was 
recently generalized to strained semiconductor hetero- 
structure systems['41 and to include the spin-orbit inter- 
action. To study an In,Gal -, As quantum dot embedded 
within a GaAs barrier, we typically use an LCBB basis 
derived from a set of structures. s. This allows us to 
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directly include the effects of strain on the basis functions. 
The structures used are as follows: 1) unstrained, bulk 
InAs at zero pressure; 2) unstrained, bulk GaAs at zero 
pressure; 3) bulk InAs subjected to the strain value in the 
center of the InAs dot; and 4) bulk InAs subjected to the 
strain value at the tip of the InAs dot. For an In,Gal -,As 
quantum dot system, where we expect the electron and 
hole states to be derived from around the bulk r point, the 
wavevectors, (k) ,  include all allowed values within a 
given cutoff of the zone center. For calculations of 
electron states, we find we only need to include the band 
index, n,  around the rl, point. For the hole states, we also 
include the three bands around the rlsV point. As the 
number of k-points and bands in the LCBB basis is 
increased, the eigenstates converge to those calculated 
using a converged basis, such as the above plane wave 
basis with a large cutoff, E,,,. Therefore we can use a 
plane wave, folded spectrum calculation as a reference to 
judge when our LCBB basis set is sufficient. We find that 
to study a typical quantum dot system, a basis set 
containing 10,000 bulk bands produces single-particle 
energies that are converged with respect to basis size, to 
within 1 meV. 

Calculation of "Two-Body" Interactions 

Using screened Hartree Fock theory, the energy associated 
with loading N  electrons and M holes into a quantum dot 
can be expressed[15' as 

where the electron and hole levels are denoted by 
eo,el,ez,. . ., and h0,hl,h2,. . ., respectively. The ni and mi 
are the electron and hole occupation numbers, respec- 
tively, such that C i n i = N  and C i m i = M .  The ci are 
the single-particle energies of the ith state, JU and Kij 
are the direct and exchange Coulomb integrals between 
the ith and jth electronic states. For example, by using 
Eq. 11, in the strong confinement regime where kinetic 
energy effects dominate over the effects of exchange 
and correlation, an exciton involving an electron excit- 
ed from hole state i to electron state j can be ex- 
pressed as 

The direct and exchange Coulomb energies are definedr16' 
as 

*r(rl)*j(r2)*i(rl)*l(r2) drldr2 
qr1 - r21Ir1 - r2I 

where 5 is connected to a phenomenological, screened 
dielectric function,["' €(r ,r l ,R) ,  by, 

where R  is the diameter of the quantum dot being studied. 

RECENT APPLICATIONS 

One of the long-standing problems that has held back the 
development of accurate models for the energy states in 
serniconductor quantum dot heterostructures is the need to 
accurately determine the size, shape, and composition of 
quantum dot samples. This problem is further compoun- 
ded by the fact that, while it is possible to determine the 
shape of dots by using atomic force microscopy (AFM) 
bejbre they have been capped with a GaAs "barrier," it is 
believed that the capping process itself induces the 

TOD View 

Fig. 2 The assumed geometry of the (a) pyramidal and (b) 
lens-shaped dots described in the sections "Pyramidal Quantum 
Dots: Single-Particle Electron and Hole States" and "Lens- 
Shaped Dots: The Effect of Changing the Shape and Compo- 
sition Profile." 
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diffusion of gallium into the dots and diffusion of indium 
from the dots into the surrounding matrix. Hence AFM 
data for the size and shape of uncapped dots is only of 
limited use in evaluating the quality of theoretical models 
for capped dots. Therefore a major determining factor in 
our choice of which systems to apply the above EPM 
techniques to has been the continuing experimental 
progress in the characterization of self-assembled quan- 
tum dots. The earliest quantum dot samples were believed 
to contain pure InAs, pyramidal structures, with { 101 } 
facets (Fig. 2) forming 45" angles between the facets and 
the base. Following this interpretation of the structure, 
early calculations were also performed assuming a py- 
ramidal geometry. In the section "Pyramidal Quantum 
Dots: Single-Particle Electron and Hole States," we 
compare the results of our initial calculations for 
pyramidal InAs quantum dots embedded within GaAs 
with those from other theoretical techniques. More recent 
characterization using cross-sectional transmission elec- 
tron microscopy (TEM) and scanning tunneling micros- 
copy (STM) measurements of capped dots has predicted 
that a more realistic dot geometry and composition is a 
lens-shaped InxGal -, As quantum dot. In the section 

"Lens-Shaped Dots: The Effect of Changing the Shape 
and Composition Profile," we present results of calcula- 
tions for the energy states, excitonic band gaps, and 
Coulomb matrix elements in lens-shaped In ,Galx  As 
quantum dots. These calculations were used in combina- 
tion with a range of measured properties to help to 
determine both the geometry and con~position of these 
quantum dots. 

Pyramidal Quantum Dots: Single-Particle 
Electron and Hole States 

The EPM techniques described in the section "Descrip- 
tion of Pseudopotential Techniques" have been applied 
to the study of pyramidal self-assembled quantum dots 
in several publications.1'7-191 The assumed pyramidal ge- 
ometry is illustrated in Fig. 2a. In Fig. 3 we schematically 
show the single-particle energy levels that are typically 
calculated. The five lowest energy electron states are 
labeled in increasing energy from eo to e4 and the three 
highest energy hole states are labeled in order of de- 
creasing energy from ho to h2. The single-particle wave- 

-- -- 

Schematic Energy Level Diagram 

I GaAs I 
Fig. 3 A schematic representation of the single-particle energy levels in a self-assembled quantum dot. The five lowest energy electron 
states are labeled in increasing energy from eo to e4, and the three highest energy hole states are labeled in order of decreasing energy 
from ho to h2. The electron and hole binding energies are labeled AE(e,h), and the wetting layer energies with respect to the GaAs VBM 
and CBM are labeled AWL(h,e). 
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Hole states 
Lens (252x35 A) Pyramid (1 13x56 A) 

Electron states 
Lens (252x35 A) Pyramid (1 13x56 A) 

Fig. 4 Top view of the calculated electron and hole wavefunctions syuared for pyramidal and lens-shaped InAs quantum dots 
embedded in G A S ,  with bases of 252 and 113 A and heights of 25 and 56 A. The grey and dark grey isosurfaces represent 20% and 60% 
of the maximum charge density, respectively. (View this art in color at www.dekkev.com.) 

functions corresponding to each of these electron and hole where the c;,k are the coefficients of the ith single-particle 
states are illustrated in Fig. 4. Fig. 4 shows only the square wavefunction, Il/i(r), when expanded in a basis of bulk 
of the envelope function, Ar), for each of the single- Bloch orbitals representing a large number of bands, N,  at 
particle states, i, defined as the Brillouin zone center (r point), 

f' (r) = C c;,,eik.' 
n - l  k 
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The expansion coefficients, chTk, are obtained by project- 
ing each of the calculated single-particle states onto this 
zone center basis, 

Plotting the envelope function squared,f(r)', instead of 
the wavefunction squared, I C / ; ( ~ ) ~ ,  has the effect of 
averaging out the atomic-scale oscillations in the wave- 
function, purely for graphical purposes. In all our cal- 
culations, the atomistic structure of the EPM technique 
automatically includes both the envelope, f(r), and ato- 
mistic, unSr(r), contributions to the wavefunctions. A 
useful intuitive guide to interpreting the single-particle 
electron states is to consider the eigenstates of the L, 
operator.'31 The first six bound electron states comes- 
ponding to 1,=0, * 1, and k2. The first state eo, has Iz=O 
and is commonly described as s-like as it has no nodes. 
The e l  and e2 states have I,= + 1, and are p-like with nodal 
planes (110) and (110). The e3, e4, and es states have 
lZ=*2 and 0, respectively, and are commonly described as 
d9- y2), d,, and 2s, respectively. Obviously, the square 
base of the pyramid reduces the symmetry of the dot from 
C, to C4v. In addition, the underlying zincblende 
atomistic structure further reduces the symmetry to CZv. 
Hence, the eo to e5 states correspond to the a l ,  b l ,  b2, a l ,  
a2, and a l  irreducible representations of the CZv group, 
rather than eigenstates of L,. The alignment of the e l  and 
eps ta tes  states along the [I101 and [liO] directions 
results from the underlying zincblende lattice structure. 
Note that this simple analysis neglects the effects of the 
spin-orbit interaction, which further reduces the symme- 
try from the CZv group to a double group with the same 
single representation for all the states. In our calculations, 
the spin--orbit interaction is included, but it produces no 
significant effects for the electron states. For the pyram- 
idal dot studied in Fig. 4, the small size of the dot (1 13 A 
base) and the relatively light effective mass of electrons in 
InAs (0.023 mo) results in a large quantum confinement of 
the electron states which, in turn, pushes these states up in 
energy so that only the five states eo to e4 are bound in the 
pyramidal dot. Here our definition of a bound electron 
(hole) state is that its energy is lower (higher) than the 
bulk GaAs CBM (VBM). 

Fig. 4 also shows calculated envelope functions 
squared for the hole states in the pyramidal InAsIGaAs 
quantum dot. As there is a strong mixing between the 
original bulk Bloch states with rg, and r7,, symmetry, the 
hole states cannot be interpreted as the solutions of a 
single-band Hamiltonian. The larger effective mass for 
holes results in a reduced quantum confinement of the 
hole states and consequently, many more bound hole 
states. Only the six bound hole states with the highest 
energy are shown in Fig. 4. 

In Fig. 5, we show how the energy of the lowest 4 
electron states and highest 4 hole states in a pyramidal 
InAs quantum dot depends on the size of the dot. It shows 
that, as the size of the dot increases, the quantum 
confinement of the electrons and holes in the dot is 
reduced and therefore the electron levels decrease in 
energy and the hole levels increase in energy. Reducing 
the quantum confinement by increasing the size of the 
dots also acts to increase the number of bound states in the 
dot. For example, the e3 state is bound for dots with a base 
size greater than 90 A, but is higher than the wetting layer 
energy for dots with a base less than 90 A, and is therefore 
effectively unbound. It is interesting to compare these 
results with earlier calculations by: 1) Grundman et aLr201 
and Cusak et a1.[211 who applied single band effective 
techniques to pyramidal InAs dots with base sizes ranging 
from 60 to 160 A and found only a single bound state; and 
2) eight-band k . p  calculations by Jiang and ~ i n ~ h ' ~ ~ ]  and 
~ r ~ o r , [ ~ ~ '  who found three bound electron states over a 
similar range of sizes. Therefore we conclude that ob- 
taining even qualitative estimates for the quantum con- 
finement energies in these systems requires a multiband 
technique of at least eight bands. 

Lens-Shaped Dots: The Effect of Changing 
the Shape and Composition Profile 

In the section "Pyramidal Quantum Dots: Single-Particle 
Electron and Hole States," we discussed the single- 
particle electron and hole states in an idealized, pure InAs, 
pyramidal quantum dot. Recently, considerable evidence 
has emerged that, in fact, a more realistic geometry for 
self-assembled InAsIGaAs quantum dots is that of a lens- 
shaped dotr24-31 ] [see Fig. 2bl. In addition to modifying 
the predicted shape of self-assembled quantum dots, 
recent  measurement^[^^-^^] also indicate that the compo- 
sition of these dots differs from the pure InAs that was 
originally assumed. In Table 1, we show the results of 
calculations for a pure InAs, lens-shaped quantum dot, 
with a base of 252 A and a height of 35 A, embedded 
within GaAs [column (a)]. Table 1 also shows the 
experimentally measured splittings of the electron levels, 
the electron-electron and electron-hole Coulomb ener- 
gies, the magnetic field dependence, and the excitonic 
band gap measured in Refs. [26] and [30]. The agreement 
between the measured energy level spacings, Coulomb 
energies and magnetic field response with our theoretical 
lens-shaped model is generally good. Both the model and 
experiment find: 1) a large spacing, 6,, (-50-60 meV), 
between the s-like eo state and the p-like e l  state; 2) a 
small spacing, 6,, (-3 meV), between the two p-like e l  
and e2 states; and 3) a large spacing (-55 meV) between 
the p-like e2 state and the d-like e3 state. 
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Fig. 5 The dependence of the energy of the four lowest electron states and four highest hole states on the base size of a pyramidal InAs 
quantum dot. The horizontal lines show the energy of the groundstate electron and hole energies in a 1-ML-thick InAs WL. 

These electron level spacings are similar to those found 
for pyramidal quantum dots[181 [see Table 1, column (g)]. 
However, because of the lower pyramidal symmetry, the 
spacings of the two p-like and d-like states, 6,, and bdd, 
are larger (26 and 23 meV, respectively). Both the model 
and experiment also find similar values for the Coulomb 
energies, J(eoeo) and J(eoho) ( ~ 2 5  meV). 

The calculated hole binding energy of AE(h)=193 
meV is in good agreement with those of Benyman et 

(-240 meV) and Itskevich et a ~ ' ' ~ '  (-250 meV). 
The calculated electron4ectron and electron-hole Cou- 
lomb energies are in reasonable agreement with those 
extracted from Refs. [26] and 1301. For the integrals Jteq,, 
JpeoeP,, J.":.,, and J::~,, we calculate values of 31, 25, 25, 
and 37, respectively, compared to measured values of 23, 
24, 18, and 33.3 meV. The calculated ratios of absorption 

intensities for light polarized along [110] and [ l iO]  
directions, defined as 

are A= 1.03 and 1.2, respectively, for the eo - ho recom- 
bination in lens and pyramidal shaped, pure InAs dots. 

In the lens-shaped dot, we find a difference in the 
average positions of the ho and eo states, dh,,ej, of around 1 
A. This is smaller than the value that we calculated for a 
pyramidal quantum dot, where we find the hole approx- 
imately 3.1 A higher than the electron. 

In summary, the assumed lens-shaped geometry with 
a pure InAs composition produces a good agreement 
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Table 1 Calculated single particle electron and hole energy level spacings, electron and hole binding energies, AE(e,h), electron- 
electron and electron-hole Coulomb energies, excitonic band gap (all in meV), exciton dipole moment and polarization anisotropy for 
lens-shaped and pyramidal GaxInl -,As quantum dots embedded within GaAs 

Lens calculations Pyramid calculation 

% Ga at Lens 
base, tip 0, 0 0, 0 0, 0 15, 15 30,O 15, 15 0, 0 experiment'x501 

with measured level splitting, Coulomb energies, and 
magnetic field dependence. Detailed inspection of the 
remaining differences reveals that the calculations sys- 
tematically overestimate the splittings between the single- 
particle electron levels (Ssp: 65 vs. 50 meV, SN:68 vs. 
48 meV) and underestimate the excitonic band gap (1032 
vs. 1098 meV). 

Pure lnAs dots: The effects of lens 
shape and size 

Focusing only on the lens shape,, we examine the effect of 
changing the height and base of the assumed geometry. 
Calculations were performed on similar lens-shaped, pure 
InAs dots where 1) the base of the dot was increased from 
252 to 275 A, while keeping the height fixed at 35 A, 
[column (b)] and 2) the height of the dot was decreased 
from 35 to 25 A, while keeping the base fixed at 252 A, 
[column (c)]. These show that decreasing the height of the 
dot increases the quantum confinement and hence in- 
creases the splittings of the electron and hole levels (Ssp: 
from 65 to 69 meV and ~ 3 ~ , , ~ , :  from 8 to 16 meV). 
Decreasing the height of the dot also acts to increase the 

excitonic band gap from 1032 to 1131 meV by pushing up 
the energy of the electron levels and pushing down the 
hole levels. Conversely, increasing the base of the dot 
decreases both the splittings of the single-particle le- 
vels (Ssp: from 66 to 61 meV) and the band gap 
(1032-1016 eV). These small changes in the geometry 
of the lens-shaped dot have only a small effect on 
electronic properties that depend on the shape of the 
wavefunctions. The electron-electron and electron-hole 
Coulomb energies remain relatively unchanged, the mag- 
netic field induced splitting remain at 20 meV, the po- 
larization anisotropy (A) remains close to 1.0, and the 
excitonic dipole, dh,,e,, remains negligible. In summary, 
reducing either the height or the base of the dot increases 
quantum confinement effects and hence increases energy 
spacings and band gaps, while not significantly effecting 
the shape of the wavefunctions. 

lnterdiff used In(Ga)As/GaAs lens-shaped dots 

We next investigate the effect of changing the composition 
of the quantum dots, while keeping the geometry fixed. 
Recently, there have been several e ~ ~ e r i m e n t s ' ~ ~ ' ~ ~ ' ~ ~ '  



Quantum Dots, Self-Assembled: Calculation of Electronic Structures and Optical Properties 3223 

suggesting that a significant amount of Ga diffuses into the 
nominally pure InAs quantum dots during the growth 
process. We investigate two possible mechanisms for this 
Ga in-diffusion: 1) Ga diffuses into the dots during the 
growth process from all directions producing a dot with a 
uniform Ga composition GaJn, _,As; and 2) Ga diffuses 
up from the substrate, as suggested in Ref. [38]. To inves- 
tigate the effects of these two methods of Ga in-diffusion 
on the electronic structure of the dots, we compare pure 
InAs dots embedded in GaAs with GaxInl _,As, random 
alloy dots embedded in GaAs, where the Ga composition, 
x, 1) is fixed at 0.15, [column (d)] and 2) varies linearly 
from 0.3 at the base to 0 at the top of the dot, [column (e)]. 

Table 1 shows that increasing the amount of Ga in the 
dots acts to decrease the electron level spacings (d,,: from 
65 to 58 for x=0.15). It also acts to increase the excitonic 
band gap from 1032 to 1080 and 1125 meV, respectively. 
The electron binding energy, AE(e), is decreased by the in 
diffusion of Ga (from 27 1 to 209 and 192 meV), while the 
hole binding energy, AE(h), is relatively unaffected. This 
significant decrease in the electron binding energy con- 
siderably improves the agreement with experiments on 
other dot geometries.[36'"1 

As with changing the size of the dots, we find that Ga 
in-diffusion has only a small effect on properties that 
depend on the shape of the wavefunctions. The calculated 
electron-electron and electron-hole Coulomb energies are 
almost unchanged, while the average separation of the 
electron and hole, dh,,c,, increases from 0.16 to 0.5 and 1.2 
A and the polarization ratio, 2, and magnetic field res- 
ponse are also unchanged. 

Table 1 shows that the dominant contribution to the 
increase in the excitonic band gap and reduction in elec- 
tron binding energy, results mostly from an increase in the 
energy of the electron levels as the Ga composition is 
increased. This can be understood by considering the 
electronic properties of the bulk GaJn, - ,As random 
alloy. The unstrained valence band offset between GaAs 
and InAs is 4 0  m e ~ , [ ~ O '  while the conduction band 
offset in 1100 meV and hence changing the Ga com- 
position, x, has a large effect on the energy of the electron 
states and only a small effect on the hole states. 

In summary, the effect of Ga in-diffusion is to reduce 
the spacing of the electron levels while significantly 
increasing their energy and hence increasing the band gap. 
We find that only the average Ga composition in the dots 
is important to their electronic properties. Whether this Ga 
is uniformly or linearly distributed throughout the dots has 
a negligible effect. 

The effects of changing the geometry of the lens- 
shaped, pure lnAs dots on the single-particle energy levels 
can be qualitatively understood from single-band, effec- 
tive mass arguments. These predict that decreasing any 
dimension of the dot increases the quantum confinement 

and hence, the energy level spacings and the single- 
particle band gap will increase. Note that as the dominant 
quantum confinement in these systems arises from the 
vertical confinement of the electron and hole wavefunc- 
tions, changing the height has a stronger effect on the 
energy levels than changing the base. In this case, 
decreasing the height by 10 A has a much stronger effect 
on the energy spacings and on the band gap than in- 
creasing the base by 23 A. 

As increasing (decreasing) the dimensions of the dot 
acts to decrease (increase) both the level spacings and the 
gap, it is clear that changing the dot geometry alone will 
nolt significantly improve the agreement with experiment 
as this requires a simultaneous decrease in the energy 
level splittings and increase in the band gap. However, 
Ga in-diffusion into the dots acts to increase the band 
gap of the dot while decreasing the energy level spa- 
cings. Table 1 shows that adopting a geometry with a 
base of 275 A and a height of 35 A and a uniform Ga 
composition of Gao.151n0.85As produces the best fit to the 
measurements in Refs. [26] and [30]. 

CONCLUSION 

In conclusion, we believe we have successfully demon- 
strated that modern empirical pseudopotential techniques, 
coupled with atomistic strain calculations, provide a 
powerful technique for calculating the electronic structure 
of semiconductor nanostructures containing several mil- 
lic~n atoms. 

Our results strongly suggest that to obtain accurate 
agreement between theoretical models and experimental 
measurements for standard lens-shaped quantum dots, one 
needs to adopt a model of the quantum dot that includes 
some Ga in-diffusion within the quantum dot. When 15% 
Ga in-diffusion is included, we obtain an excellent 
agreement between state-of-the-art multiband pseudopo- 
tential calculations and experiments for a wide range of 
electronic properties. We are able to fitlpredict most 
observable properties to an accuracy of + 5  meV, which is 
sufficient to make predictions of both the geometry and 
composition of the dot samples. 

The techniques described above have recently been 
extending to describing the decay of multiple excitons 
in semiconductor quantum dots. For more details. see 
Refs. [9] and [41]. 
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INTRODUCTION 

There are various methods for the fabrication of quantum 
dots (QD).['*~' Among them, the self-formation method is 
one of the most useful methods, because it causes little 
damage, creates dots of high density, and the fabrication 
process is rather simple. In this article, two fabrication 
methods, i.e., the S-K mode growth method and the 
composition modulation of short-period superlattices, are 
introduced. For samples fabricated by these methods, 
structural characterization with atomic force microscopy 
(AFM), scanning tunneling microscopy/spectroscopy 
(STMISTS), magnetic force microscopy (MFM), and 
transmission electron microscopy (TEM) are described. 
Furthermore, as optical characterization methods, photo- 
luminescence (PL), time-resolved photoluminescence 
(TRPL), and electroluminescence (EL) are mentioned 
and the several results are shown. 

FABRICATION METHODS 

Prior to the description of the charac te r i~a t ion ,~~~ we 
briefly describe the fabrication methods for self-formed 
QDs. A frequently used method is the so-called "Stran- 
ski-Krastanov (S-K) mode growth method." In this 
method, a small amount of materials having a lattice 
constant different from that of the substrate are supplied at 
appropriate temperatures on a substrate (e.g., GaAs). 
Because of the difference of surface energy and the strain, 
projecting dots of supplied materials are formed on the 
substrate. A characteristic feature of this method is dot 
formation on the flat surfaces, shown schematically in 
Fig. la. The typical density of dots made by the S-K mode 
growth is around 10~-10 '~  cm-'. Examples of materials 
combination are InAs on GaAs, InGaAs on G~As,[~-*' and 
InGaN on G ~ N . [ ~ ]  

As an example, our growth process of InAs dots on 
GaAs using metal organic molecular beam epitaxy 
(MOMBE) is as follows:['01 After the growth of GaAs 
buffer layer, triethylgallium (TEGa) and trisdimethlami- 

noarsenic (TDMAAS) are supplied at an appropriate 
substrate temperature. The formation of InAs dots can be 
monitored by observing the reflection high-energy elec- 
tron diffraction (RHEED) pattern changes from streaky to 
spotty. Other growth processes are shown in Refs. [5-91. 

Another method is the "composition modulation of 
short-period superlattices." In this method,["] e.g., short- 
period GaPIInP superlattice layers are grown on GaAs 
substrate. The state of grown layers depends on the 
onentation of GaAs substrates. With this method, wire 
structures are grown on (100) GaAs substrates["' and 
CuPt-type GaPIlnP superlattices are grown on (1 11) 
G ~ A S . " ~ ]  On (N11) GaAs substrate, dot structures are 
self-formed.' ''I In this case, dots are formed in the grown 
layer. Therefore the surface is flat, as shown in Fig. Ib. The 
density of dots is around 10" cmP2. Examples of material 
combination are InPIGaP on GaAs and GaAsnnAs on InP. 

Here the fabrication procedure of dots by the above 
method is described in more detail. Two types of 
superlattices are grown on Si-doped GaAs(311)A sub- 
strates by gas source molecular beam epitaxy. One is 
(GaP),(InP),, where n and m represent the number of the 
monolayer of each compound. (GaP)(InP) means that 
the Gap layer was grown first on the substrate and the 
InlP layer was grown next. The other type of sample 
(InP),(GaP), was formed in the reverse order. Elemental 
Ga, In, Si, and thermally cracked arsine (AsH3) and 
phosphine (pH3) were used as sources. 

STRUCTURAL CHARACTERIZATION 

Structure of self-formed quantum dots can be character- 
ized by various methods such as atomic force microscopy 
(AFM), scanning tunneling microscopy (STM), electron 
microscopy, and electron diffraction. 

AFM, STM, and STS 

AFM utilizes the atomic force between a sample surface 
and a Therefore the obtained image is almost 
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Fig. 1 Schematic view of (a) QDs fabricated by the S-K mode 
growth method and (b) QDs fabricated by the composition 
modulation method. 

independent of the electric properties of materials. In 
STM, the height position of the probe is controlled to keep 
the tunnel current between sample and probe constant, and 
the variation of probe is displayed.[141 Hence the obtained 
image reflects the electrical properties of materials. In 
scanning tunneling spectroscopy (STS), the position of the 
probe is fixed and the current-voltage characteristics are 
measured. These characteristics reflect the electronic 
structures of materials. 

The shape and position of QDs fabricated by the S-K 
mode growth method are well characterized by AFM. 
Fig. 2 shows AFM image for (a) InAs dots as grown and 
for (b) the surface where smaller dots are eliminated by 
etching.r151 The diameter, height, density, and distribution 
of dots can be measured. The dependence of dot structures 

on the growth conditions is investigated via AFM.['~."] 
On the other hand, in the case of QDs made by com- 
position modulation, AFM shows that the surface is 
flat, and information on the size and distribution of dots 
are not obtained. 

In some special cases, such as InAs dots including 
Mn atoms, magnetic force microscopy (MFM) can be 
used.[ls1 For MFM, batch-microfabricated silicon probes 
were magnetically sensitized by sputter coating with 
ferromagnetic materials. The tip is scanned tens or hun- 
dreds of nanometers above the sample, thus avoiding 
contact. Magnetic field gradients exert a force on the 
tip's magnetic moment, and monitoring the tiplcantilever 
response gives a magnetic force image. Fig. 3 shows 
AFM and MFM images of the InAs dots including Mn 
atoms.[191 

In the case of QDs by composition modulation, 
STM is a powerful tool for characterization. The STM 
image of the sample (Gap) I ,5(InP) ,s8 on GaAs(3 1 l)A 
substrate is shown in Fig. 4a.['01 In the STM image 
reflecting the electrical properties, shape and distribu- 
tion can be observed. The self-formed dots are aligned 
along two perpendicular directions, [O-1 I]  and [233], 
and distributed side by side. The lateral period (size) 
of dots (bottom to bottom in the STM image) is about 
20 nm (-20 nm along the [0-1 1] direction, -19 nm 
along the [233] direction). The distribution (size fluc- 
tuation) is about 210%. The dot density is of the order 
10" cmp2. The bright and dark areas correspond to the 
InP-rich and Gap-rich regions, respectively, based on 
STS measurement. 

Fig. 4b shows a dlldV vs. bias voltage curve at points 
A, B, and C in the STS measurement. The voltage width 
for dIldV=O corresponds to the potential change, i.e., the 

Fig. 2 AFM images for (a) the InAs dots as grown by S-K mode growth and for (b) the surface where smaller dots are eliminated by 
etching. (From Ref. [15].) (View this art in color at  www.dekker.com.) 
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Fig. 3 (a) AFM and (b) MFM images for the InAs dots including Mn atoms. (From Ref. [19].) (View this art in color at 

band gap change of the materials. The periodic structure 
of the voltage width shown in Fig. 4c is not attributable to 
the geometrical height change, but to the band gap change, 
because the surface is almost flat as described before. 

In the case of the (InP)1.88(GaP)1.5 sample, nearly the 
same dot structures are observed in the STM measure- 
ment. The difference is that the lateral period is about 
22 mm (-22 nm along the [0-1 1] direction, -20 nm 
along the [233] direction). This is 10% larger than that 
of the (Gap), ,5(InP) 1.88 sample. The size distribution is 
also about +lo%, which is nearly the same as (GaP)l,5 
(InP)l.8s sample. The difference in the lateral period (size) 
between these two types of QDs was confirmed for 
several samples. 

STM can be also utilized for the characterization 
of QDs made by the S-K mode growth. (Please see 
Refs. [21,22].) 

Electron Microscopy 

Inner structures of dots can be observed by using cross- 
sectional transmission electron microscope (TEM). It is 
important to carefully prepare specimens without causing 
damage. First, the sample is sliced or cleaved into bars. 
The bars, the backside of which is supported with Ti 
holder, are mounted on glass or metal with carbon epoxy 
so as to make the cross section upside. The bars are 
thinned by polishing and Ar milling to less than 10 nm. 
Fig. 5a shows a cross-sectional TEM lattice image of the 

.5(InP) .88 sample grown on (3 1 l)A GaAs substrate 
by composition modulation method.[31 This shows the 
lateral periodic thickness undulation, as shown schemat- 
ically in Fig. 5b, although GaP/InP superlattice structures 
are essentially preserved. 

Characterizations of QDs made by the S-K mode 
growth with cross-sectional TEM images are report- 
ed.[23,241 

Electron Diffraction 

TEM diffraction is also used for the structural character- 
ization. Fig. 6 shows TEM diffraction patterns for the 
(Gap) (InP) superlattices grown on (a) GaAs(100) and 
(b) GaAs(1ll)B. Incident electron beam is parallel to the 
[I l l ]  direction in the case of Fig. 6a and to the [211] 
direction in Fig. 6b.'251 The sharp spots (0 112 112) and 
(0 - 112 - 112) were clearly observed in Fig. 6a. This in- 
dicates that the superstructure with a period of twice the 
usual lattice constant is formed in the [0 1 11 direction. On 
the: other hand, the sharp superstructure spots (112 112 112) 
were observed in Fig. 6b. This indicates that the CuPt- 
type long-range ordering, i.e., (GaP)l(InP)l superlattices, 
is formed in the [ I l l ]  direction. These observations show 
that the growth on the (100) and (11 1) substrates does 
no't form quantum dots by the composition modula- 
tion method. 

X-ray Scattering and Diffraction 

Grazing incidence small-angle X-ray scattering12@ and 
grazing incidence X-ray diffraction were used for struc- 
tural characterization of InAs QDs. The grazing incidence 
technique probes the crystal surface up to depths of only 
a few nanometers. This strongly enhances the scattering 
intensity from the InAs QDs. It is revealed through this 
method that the lateral distribution of InAs QDs is 
anisotropic, and the most pronounced ordering of dot 
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Fig. 4 (a) STM image for QD structures self-formed 
(GaP)I.5(InP)l.88 SLs grown on the GaAs (311)A substrate, 
(b) dZldV vs. Vcuwes at different points, and (c) variation of the 
voltage width for dIldV=O in (b) along the [0 -1 11 direction. 
The left ordinate is related to x if the dot mean composition is 
represented by Inl _fiaxP. (From Ref. [20].) (View this arr in 
color at www.dekker.com.) 

Fig. 5 (a) Cross-sectional TEM lattice image for the ( GaP)I,5 
(InP)1.88 sample grown on GaAs (31 l)A substrate, (b) schematic 
drawing illustrating the lateral composition modulation induced 
by the lateral thickness modulation. (From Ref. [3].) 

distribution is in the [I101 direction and that the dot shape 
is an octagonal-based truncated pyramid with ( 11 1 ) and 
( 101 } facet families.[271 

OPTICAL CHARACTERIZATION 

In QDs, the electronic structures such as the energy level 
and the density of state greatly differ from those of bulk 
crystal. Therefore it is possible to characterize quantum 
dots by measuring QDs' optical properties, which reflect 
the electronic structures. 

Photoluminescence (PL) 

Ordinary PL peaks at low temperatures correspond to 
the energy difference between the lowest energy level in 
the conduction band of dots and the highest level in the 
valence band of the dots. Because these levels are a 
function of the size or radius of the dots. the peak position 
reflects the size of dots and the peak width reflects the size 
fluctuation of dots. 

Fig. 7 shows an example of room-temperature PL 
spectra obtained by Songmuang et al.'''' for InAs dots 
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Fig. 6 TEM diffraction pattern for the (GaP)(InP) SLs grown 
on (a) GaAs (100) and (b) GaAs ( 1  1 l)B substrates. (From 
Ref. [25].) 

fabricated through the S-K mode growth. The peak 
energy around 1 eV for InAs dots is very high, compared 
with the energy gap (0.36 eV) for InAs at room 
temperature. This shows the energy increase between 
the energy levels by dot formation. In this work, GaAs 
overgrowth on InAs dots was induced at two different 
temperatures. One is grown at the same level as the 
QD growth temperature [500°C; conventionally capped 
(CC)] and another at a lower temperature [470°C; low- 
temperature capped (LTC)]. In the lower spectra, the full- 
width at half maximum (FWHM) of the PL peak of CC 
dots is 5 1 meV, and that of LTC dots decreases to 26 meV. 
This implies that the size fluctuations decrease with 
decreasing overgrowth temperature. 

LTC 

0.90 0.95 1.00 1.05 1.10 1.15 1.20 
Energy (eV) 

Fig. 7 PL spectra at room temperature for low-temperature 
capped (LTC) InAs dots and conventionally capped (CC) InAs 
dots by the SK mode growth method. (From Ref. [28].) 

In the PL measurement of QDs fabricated by com- 
position modulation, multilayer QDs, shown in Fig. 8, are 
used.1291 PL spectra at 77 K for ( I ~ P ) , . ~ ~ ( G ~ P ) , , ,  and 
(GaP)I.5(InP)l.88 samples are shown in Fig. 9.'31 PL peak 
energy of the (GaP),.5(InP)1.88 sample is higher than that 
of the (InP)1.88(GaP)I,5 sample by about 10%. This 
tendency corresponds to the difference in the lateral 
period of dots of two samples. The FWHM of PL peak of 
the (InP)1.,8(GaP)l,, sample is wider than that of the 
(GaP)l.5(InP)I.88 sample by about lo%, as shown in Fig. 9. 

Ga-rich region 
0 In-rich region 

10.s1p 
(B nm) 

Fig. 8 Schematic drawing of five cycle multilayer QDs 
(MQD) formed in the (GaP),(InP), SLhGaP multilayer. (From 
Ref. [29].) 
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Fig. 9 PL spectra at 77 K for (InP)1.5(GaP)l.xx and 
(Gap), ,5(InP)1,88 samples. (From Ref. [3].) 

The FWHM of the (InP) .88(GaP)I ,5 sample decreased 
nearly monotonically from 100 to 50 meV, when the 
temperature is lowered from 350 to 10 K. The FWHM of 
(GaP)1.5(InP)l.88 sample also decreases nearly monoton- 
ically down to 100 K, but it shows a maximum at -50 K. 
In this case, fluctuation of dot size is not to be related to 
the larger FWHM of the (InP) I ,88(GaP) sample, because 
the deviation of period is nearly the same within the 
experimental error in both samples. The difference is 
probably a result of the difference in crystalline quality or 
the state of strain in the dot layers. 

Optical properties of multilayer QDs made by com- 
position modulation are investigated by changing the 
superlattice period and the InGaP barrier thickness. By 
decreasing the period, PL peak energy shifts toward 
higher energy because of the quantum size effect along the 
growth direction. The PL line width broadening with 
temperature is reduced by decreasing the period and the 
barrier thickness. This is attributed to the reduction of 
potential distribution among QDs and the enhancement of 
quantum confinement as a result of the vertical coupling 
effect between QDs. Very small temperature variation of 
PL peak energy is observed in multilayer QDs, which is 
attributed to the existence of the mutual strains in the 
multilayer QDs. A detailed discussion is given in another 

Time-Resolved Photoluminescence (TRPL) 

TRPL is effective for the investigation of the nature of 
emission in quantum dots. TRPL measurements are per- 
formed with a fast streak camera in conjunction with a 
monochromator. Pulsed excitation is provided the fre- 
quency doubled beam of a mode-locked A1203:Ti laser. 

An example of the result for multilayer QDs MQD51 
20 (5 is the period of (GaP)I,5(InP)1.88 SL and 20 is the 
barrier thickness in nm) is shown in Fig. 1 0 . ' ~ ~ '  PL 
decay time strongly depends on emission energy. Fig. 11 
shows the dependence of PL decay time on emission 
energy and temperature.r291 It ranges between 0.1 and 
2.5 nsec. The decay time is shorter for higher energies. 
This dependence implies the existence of a tunneling 
process between QDs. In QDs, carriers in the higher 
energy levels of the smaller QDs can transfer to the 
lower energy levels in the adjacent larger QDs. Because 
carriers in the higher energy level have a large number 
of lower energy levels into which they can relax, the 
decay time becomes shorter for higher energies. Hence 
Fig. 11 reflects a variety of sizes of QDs and distances 
between QDs. 

TRPL is also used to measure the tunneling time of 
carriers in coupled QDs. Takeuchi et measured 
carrier tunneling times between vertically aligned double 
QDs using TRPL. The vertically aligned double QD 
structure consists of Ino,9G%.lAs QDs, a GaAs barrier 
layer, and InAs QDs, which is made via the S-K mode 
growth. They revealed the dependence of the tunneling 
time on the barrier thickness. 

Electroluminescence (EL) 

EL shows another feature of the optical properties of QDs. 
We fabricated two types of light-emitting diodes (LED) 
using the composition modulation method. One is the 
sample MMQDs 1, which has ( l r ~ G a P ) ~ ~ (  InAIP)40 cladding 
layers and Ino,49Gao,slP barrier layers, and another is 
the sample MMQDs2, which has (InGaP)5(InA1P)5 clad- 

1.80 1.84 1.88 1.92 1.96 
Emission Energy (eV) 

Fig. 10 Time-integrated PL spectrum and PL decay time as a 
function of monitored emission energy at 26 K for MQD5120. 
(From Ref. [29].) 
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Fig. 11 Monitored emission energy dependence of PL decay time as a function of measured temperature. (From Ref. [29].) 

ding and (InGaP)4(InA1P)2 barrier. EL spectra at room layers. Fig. 13 shows the temperature variations of 
temperature for both samples are shown in Fig. 1 2 . ~ ~ ' ~  integrated EL and PL intensities.[311 The temperature 
MMQDs2 exhibits a narrower FWHM (48 meV) than that quenching of EL intensity is smaller for MMQDs2 than 
of MMQDsl. The integrated EL intensity of MMQDs2 is for MMQDsl. Because the effective band gap of the 
about 30 times higher than that of MMQDsl. This (InGaP)S(InA1P)5 SL is larger than that of (InGaP)40- 
improvement results from the introduction of (InGaP)S (InAlP)40 SL, the reason for these temperature variations 
(InAIP)S as cladding and (InGaP)4(InA1P)2 SL as barrier is considered to be a result of the suppression of carrier 

Current density 
=16Ncm2 

t MMQDs2-LED 

n 

1 , . , . , . , . , . , . , . 1  
1.75 1.80 1.85 1.90 1.95 2.00 2.05 2.10 

Photon Energy (eV) 

Fig. 12 EL spectra at room temperature. (From Ref. [31].) 
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Fig. 13 Temperature variation of normalized EL and PL 
intensities. (From Ref. [3 11.) 

flow from the QD region by the use of higher band gap 
cladding layers. 

If the QDs are applied to devices, characterization via 
device performance is one of the very severe character- 
izations. The most popular application of self-formed QDs 
is semiconductor lasers. An example of InAsIInGaAsl 
GaAs QD lasers is introduced here. Kovsh et made 
QDs via the S-K mode growth and fabricated 1.3-pm 
edge-emitting lasers. They simultaneously obtained 
threshold current density of 100 Ncm2 and differential 
efficiency of 80% in the same device. 

CONCLUSION 

Structural and optical characterization of self-formed 
quantum dots was described, based mainly from our 
experience. Structures such as size, position, and distri- 
bution are well characterized by AFM, STM, STS, and 
TEM, and optical characterizations, capable of obtaining 
information on carriers and their energy states, are well 
carried out by PL measurements. 

Most of the samples treated here were quantum dots 
fabricated via the composition modulation methods, and 
samples made by the S-K mode growth method are a little 
bit smaller in number. There are numerous reports 
concerning quantum dots produced by the S-K mode 
growth. For example, reports on In(Ga)As quantum dots 
are introduced in detail in Ref. [2]. For quantum dots of 
nitrides, the reader is referred to Ref. [9]. For further 
details on quantum dots using SiGe system, CdSeIZnSe, 
and PbSe, please see Refs. [33-351 respectively. 

The above-mentioned methods for structural and 
optical characterization are very effective and useful for 
various semiconductor materials. 
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Ordering over Time 
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INTRODUCTION 

This encyclopedia entry consists of two parts. The first 
part gives a brief overview of epitaxially grown semi- 
conductor quantum dots. This kind of quantum dot is re- 
ferred to as ordinarily strained random semiconductor 
alloy quantum dot throughout this review. The objective 
of the first part is to set the scene for the following part. 

The main part of this encyclopedia entry deals with 
experimental evidence in favor of the existence of long- 
range atomic order within certain 111-V and 11-VI 
compound semiconductor Stranski-Krastanow grown 
quantum dots a few years after the growth. The objective 
of the second part of this entry is to review this particular 
field of inquiry. With necessity, only the most general 
experimental results can be discussed. A simple thermo- 
dynamic model, which, in principle, allows for structural 
transitions from ordinarily strained random semiconductor 
alloy quantum dots with the structural prototype of the 
surrounding matrix to crystallographic superlattices (i.e., 
long-range atomically ordered quantum dots), is also 
briefly mentioned in the second part. 

EPlTAXlALLY GROWN ORDINARILY 
STRAINED RANDOM SEMICONDUCTOR 
ALLOY QUANTUM DOTS 

Epitaxial semiconductor quantum dots (QDs) are expected 
to lead to "paradigm changes in semiconductor phys- 
ics" . f11  As reviewed in recent  textbook^,'^'^' improved 

optoelectronic devices (such as and mid-infrared 
detectorsr6]). and novel nanoelectronics concepts which 
depend on single electron transport, tunneling, or inter- 
actions (e.g., quantum cellular automata'']) have either 
been realized or may be realized as the field matures. 

For applications in optoelectronic devices, an entity 
needs to fulfill three conditions simultaneously to be 
considered a QD.[~]  The entity needs to possess an 
appropriate size in all three dimensions (i) and also needs 
to be a semiconductor with a smaller band gap that is 
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embedded in a semiconductor matrix with a larger band 
gap (ii). No detrimental structural defects (such as 
dislocations, iii), which lead to nomadiative recombina- 
tion centers, are allowed to exist in the entity. 

Note here that there is no restriction on the structural 
prototype of the entity. It may either be of the same type as 
that of the matrix or it may possess a distinctly different 
structural prototype to that of the matrix. Structural 
prototypes of an epitaxially grown entity that differ from 
that of the matrix may be realized over time by atomic 
rearrangements within the initially more or less random 
sen~iconductor alloy entity. In short, atomically ordered 
entities that may arise from such processes will have to be 
considered as constituting QDs according to the definition 
above when conditions i to iii are met simultaneously. 

Analogous to the well-known particle in a box model, 
the simplest quantum mechanical model describes a QD 
as a three-dimensional (3-D) finite potential-barrier trap 
for an electron-hole pair. When the size of this trap is in 
all three dimensions smaller than the bulk exciton Bohr 
radius (order of magnitude 10 nm), discrete energy levels 
for the electron and hole arise from the spatial con- 
finement of these particles. The energy separation of the 
electron levels is, for example, for epitaxially grown 
(In,Ga)As QDs, of the order of magnitude 100  me^,['*^' 
i.e., significantly larger than the thermal energy at room 
temperature ( k T z 2 6  meV). It is these discrete energy 
states of an electron in a QD that are exploited in devices 
that work at room temperature. 

As in the particle in a box model, the spacing of the 
energy levels in QDs depends sensitively[81 on a range of 
parameters of the matter wave trap. For a QD, these 
parameters are first and foremost its size, shape, net 
chemical composition and spatial chemical composition 
dislribution, net lattice mismatch strain and spatial strain 
dislribution, crystallographic phase, and orientation with 
respect to the surrounding matrix. Because a very large 
nurnber of QDs are simultaneously employed in opto- 
electronic devices, it is obvious that variations in the 
parameters of the individual matter wave traps are to be as 
small as possible to circumvent undue broadening of the 
discrete electron energy levels on which the operation of 
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the devices relies. Although addressing this uniformity 
issue of QDs by optimized growth and postgrowth an- 
nealing processes is still a scientific challenge, optimiza- 
tions of the basic epitaxial growth processes have been 
achieved in recent years on the basis of structural and 
spectroscopic analyses. 

Currently most popular with the scientific community 
are QDs that are grown in the Stranski-Krastanow mode 
and its variants (such as embedding nominal submono- 
layers and allowing them to form 3-D entities within a 2-D 
wetting layer)." Either molecular beam epitaxy (MBE) or 
metal organic chemical vapor deposition (MOCVD) is 
typically employed.[2331 Because these QDs grow epitax- 
ially, they possess per definition of the term epitaxy the 
same structural prototype as the employed substrates and 
surrounding matrices. Epitaxial growth of QDs typically 
results in a compressive lattice mismatch strain in the QDs 
of a few percent as the QDs need to have a smaller band 
gap than the surrounding matrix and smaller band gaps are 
typically obtained for solid substitutional solutions with 
larger lattice constants. 

The nature of the Stranski-Krastanow 2-D to 3-D 
transition in (In,Ga)As has recently been identified, and it 
is believed that QD of other semiconductor systems grows 
in the same basic manner.["-'31 Because of the nature of 
this transition, the QDs and their predecessor islands are 
always alloyed, should have a more or less random dis- 
tribution of the mixed cations andor  anions over their 
respective sublattices in the structural prototype of the 
employed substrate, and should have a similar net chem- 
ical composition regardless of whether nominally pure 
substances or substitutional solid solutions are deposited. 

Structural studies by numerous investigators employ- 
ing conventional transmission electron microscopy (TEM), 
high-resolution phase contrast TEM (HRTEM), and atomic 
resolution Z-contrast scanning TEM (Z-STEM) of a wide 

aWhat exactly Stranski-Krastanow growth means in semiconductor 
epitaxy is seldom defined. The classical texts and undergraduate 
textbooks (e.g., Ref. [9]) define this mode simply as one of the three 
fundamental modes of heteroepitaxial growth (besides the Frank-Van 
der Menve and the Volmer-Weber growth mode). Stranski-Krastanow 
growth is typically described as comprising a sequence in epitaxial 
growth where first, a 2-D wetting layer is formed, and second, 3-D 
islands are formed on top of this wetting layer. No particular mechanism 
is associated with the 2-D to 3-D transition per definition, and the 
original paper Ref. [lo] deals only with the energetics of the epitaxial 
growth of lattice-matched ionic crystals. With explicit mechanisms not 
being connected to this growth mode, one is free to classify any epitaxial 
growth where there is a 2-D to 3-D transition of the deposit as Stranski- 
Krastanow growth. Whether the 3-D entities are formed on top of or 
within a 2-D wetting layer is thus quite unimportant. Embedding 
nominal submonolayers of a smaller band gap within a matrix of a larger 
band gap and allowing them to form 3-D entities within a 2-D wetting 
layer is therefore just a variant of Stranski-Krastanow growth in se- 
miconductor epitaxy. 

Fig. 1 (a) Ordinarily strained (In,Ga)Sb quantum dots in GaSb 
matrix shortly after the growth, showing strain contrast in 
conventional diffraction contrast TEM images, [Wl] plan view; 
the marker "BW" adjacent to a QD stands for "black-white 
contrast." (b) (Partly) relaxed (In,Ga)Sb agglomerate in GaSb 
matrix a few years after the growth, showing +(002) and f (220) 
moirk fringes, (1  10) cross-section HRTEM image, Fourier 
transform power spectrum as insert, modified after Ref. [27] and 
reproduced with permission of the International Society for 
Optical Engineering (SPIE). The shape of the agglomerate is that 
of an oblate spheroid/ellipsoid and is believed to result from 
strain-driven atomic rearrangements in the sphalerite structure. It 
is well known that if QD predecessor islands grow beyond a 
certain size/volume limit, the lattice mismatch strain is relaxed 
to a significant amount by the introduction of misfit disloca- 
tion.[17.18.211 wh.  ile the diameter of the quantum dots in (a) is 

about 10 nm, i.e., below the above-mentioned size limit, the 
approximate width of the agglomerate in (b) is 47 nm and its 
height is approximately 28 nm. These latter dimensions result in 
a volume that is conceivably above the volume limit for lattice 
mismatch strain relaxation. 

range of Stranski-Krastanow as-grown 111-V and 11-VI 
QD and QD predecessor island samples showed (or at least 
reported) no evidence of atomic ordering in as-grown 
structures, e.g., Refs. [ll-211 and references therein. In 
addition, it is known that the predecessor islands and 
QDs have a spatially nonuniform chemical composition 
distribution with a core that is rich of the component with 
the smaller band gap (and typically larger lattice constant), 
i.e., a spatially zonal chemical composition distribu- 

Significant morphological transformations['61 
and changes in both the net chemical composition and 
spatial composition di~tribution[ '~] of the predecessor 
island structures take place as a result of the QD embed- 
ding process. 

Such Stranski-Krastanow mode grown QDs are 
referred to as "ordinarily strained" in the remainder of 
this encyclopedia entry because they show pronounced 
strain fields (either so-called "black-white" or "coffee- 
bean" contrasts) in conventional diffraction contrast TEM 
micrographs, e.g., Fig. la.['7-191 The author of this en- 
cyclopedia entry will use the quantifier "random semi- 
conductor alloy" synonymously to refer to ordinarily 
strained QDs. Occasionally, the author will address these 
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QDs with both quantifiers, i.e., as "ordinarily strained 
random semiconductor alloy QDs," to emphasize the 
differences to atomically ordered QDs. Where appropri- 
ate, this author will also specify the semiconductor in the 
general specifier "semiconductor alloy." 

Structural analyses of QDs are mainly performed by 
transmission electron microscopy and near surface-sen- 
sitive X-ray scattering techniques. Only very few of such 
investigations, however, address the long-term structural 
and morphological stability of QDs at room temperature 
over a time period of a few years. Such TEM inves- 
tigations are therefore reviewed in the second part of this 
encyclopedia entry. 

ATOMIC ORDER WITHIN EPITAXIAL 
SEMICONDUCTOR QUANTUM DOTS 

As mentioned above, reviewing experimental results on 
morphological  transformation^'^" and structural transi- 

in 111-V and 11-VI compound semiconductor 
Stranski-Krastanow grown QDs will be the subject of this 
part of this encyclopedia entry. Because a total of eight 
original papers are to be reviewed in this part, only the 
most general result, i.e., the fact that long-range atomic 
order is present in certain epitaxial compound semicon- 
ductor QD systems after the respective samples have been 
stored at room temperature for a few years, will be 
diskussed in some detail. A variety of TEM images from 
different QD systems will be shown to demonstrate 
different kinds of this atomic order. This multitude of 
TEM images serves the purpose to show the readers 
(and fellow electron microscopists) the different appear- 
ances long-range atomic ordering may take in Stranski- 
Krastanow grown QDs of different materials systems. 
Occasionally, the figure captions contain details that com- 
plement the text. 

The respective structural analyses at the University of 
Illinois at Chicago, Portland State University, and the 
University of Oxford, U.K., employed TEM in both the 
parallel illumination and scanning probe (STEM) 
m ~ d e . ' ~ ' - ' ~ ]  A JEOL JEM-2010F STEMITEM, a JEOL 
JEM-3010 TEM, a Philips CM20 TEMISTEM, and a FEI 
Tecnai G' F20 TEMISTEM were used. Parallel illumina- 
tion TEM utilized conventional diffraction contrast 
(CTEM), selected area electron diffraction (SAED), and 
high-resolution phase contrast imaging (HRTEM). Atom- 
ic resolution Z-contrast (also known as high-angle annular 
dark field) imaging in the scanning probe mode (Z- 
STEM) proved to be especially useful for these inves- 
tigations because the effects of strain fields in and around 
QDs and interference effects such as the formation of 
moirC fringes because of double diffraction are negligi- 
ble.'3'h321 Transmission electron microscopy specimen 

preparation artifacts were excluded from the analyses by 
employing both ion milling and chemical thinning to 
electron transparency. Only those structures that are not an 
arti~fact of either of these two physically different 
specimen preparation processes were likely to be present 
in both kinds of specimen.b 

Complementary photoluminescence (PL) spectroscopy 
analyses were performed at the Physical-technical Federal 
Institute BraunschweigIGermany on certain 11-VI QD 
structures at a temperature of 6 K. Ar+ laser light utilizing 
both the 488-nm line and ultraviolet light of around 350-nm 
wavelength was used at varying power densities for the 
excitation of the spectra. The PL emission light was 
dispersed in a I -m-long single-grating spectrometer and 
detected with a cooled (In,Ga)As photomultiplier tube 
using conventional lock-in techniques. 

Although there have been many investigations, there is 
still some controversy about the actual shape of both the 
islands that form the QDs when overgrown by a capping 
layer and of the ordinarily strained QDs themselves. 
Transmission electron microscopy observations on the 
shape of ordinarily strained QDs a few years after the 
grolwth resulted for a 111-V system'211 (Fig. lb) and a II- 
VI system,[2()."-~2~ in . shapes that are oblate spheroids 
which may have different diameters along +[110] and 
*[[10], making them, in effect, ellipsoids.['61 This shape 
is known as a possible equilibrium shape of small 
precipitates that are elastically ~trained. '~" Of each 
spheroid/ellipsoid, about one-half was located above the 
level of the original wetting layer and the other half was 
located below this leve1'20321330-321 (Fig. Ib). 

b ~ h ' e  close proximity of three different atomically ordered (Cd,Mn,Zn)Se 
agglomerates labeled by markers "1 ," "2," and "3" in Fig. 5a can only 
be interpreted as not being an artifact of the STEM imaging procedure 
because it is quite incomprehensible how one and the same probing 
electron beam may have caused three different modes of atomic 
rearrangements so close to each other. On a similar token, not only 
atomic ordering, but also phase separation were observed in the same 
TEM specimen (Fig. 6ax), and it does not seem likely that the same 
probing electron beam may have triggered different kinds of atomic 
rearrangements in the same specimen. On the other hand, thermody- 
namics allows for the coexistence of atomically ordered and phase- 
separated entities in many compound semiconductor alloys. Ref. 1331 
Note also the large size of the double period f (170) agglomerates, i.e., 
order of magnitude 200 nm (Fig. 4c and d). These entities seem to be by 
far too large to be caused by the probing electron beam, which had a 
diameter on the order of magnitude 0.2 nm only. The results of Ref. 1341 
on In agglomeration into QDs within (In,Ga)N quantum wells because of 
parallel illumination and scanning probe electron beam exposures do not 
reveal any changes at the structural prototype level. Such structural 
prototype transitions may, however, have occurred in the sample of Figs. 
4c, d ,  and 5a. One can thus conclude that these entities are definitely not 
an artifact of the probing electron beam. Because it is quite impossible to 
produce three different atomically ordered (Cd,Mn,Zn)Se agglomerates 
in close proximity (Fig. 5a) by means of TEM specimen preparation 
procedures, such artifacts can also be excluded from the analyses. 
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The moirC fringes in Fig. l b  indicate that the 
(In,Ga)Sb entity possesses its own (partly) relaxed lattice 
constant, i.e., no longer (fully) strained. Because it must 
contain dislocations that mediate the relaxed state (i.e., 
violate the condition iii given in the first part of this 
entry), it cannot be considered to be a QD and is 
addressed as an "agglomerate." The degree of relaxation 
can only be estimated as the chemical composition of the 
agglomerate is unknown. This author assumes that the 
degree of relaxation is less than unity because it is well 
known that complete relaxation of strained semiconductor 
structures is rarely achieved. Because numerous STEM 
and TEM images of QD predecessor islands and QDs 
by other authors have shown rather different shapes to 
those oblate spheroidslellipsoids that were reported in 
Refs. [20,21,30-321, this author assumes that there are 
lattice mismatch strain energy-driven morphological 
transformations over time. As the (In,Ga)Sb agglomerate 
in Fig. l b  is obviously dislocated but possesses the shape 
of an oblate spheroid/ellipsoid, even small lattice mis- 
match strains may have the capacity to cause morpholog- 
ical transformations over time. 

Now if one accepts that morphological transformation 
of QDs may take place over time, the conceptional barrier 
to accepting that structural transitions in QDs may also 
take place over a sufficiently long time is lowered. The 
amount of elastic mismatch strain energy that is stored in 
ordinarily strained QDs and (partly) relaxed agglomerates 
may, besides the net chemical composition, be a de- 
termining factor for the type of transformation. Either 
morphological, structural, or both structural and mor- 
phological transformations may thus take place over 
time. If this strain energy is comparably small (andor the 
net chemical composition is unfavorable), as possibly in 
the case of (partly) relaxed (In,Ga)Sb agglomerates, e.g., 
Fig. lb, only morphological transformations may be 

possible. If, on the other hand, this strain energy is 
comparably large (and/or the net chemical composition 
favorable), as possibly in the case of fully strained 
(In,Ga)Sb QDs, e.g., Fig. la, structural transitions may 
be possible. 

Continuing with the (In,Ga)Sb QDs in GaSb matrix 
system, the results of two CTEM i n v e ~ t i ~ a t i o n s [ ' ~ . ' ~ ]  on 
the same TEM specimens that were separated by ap- 
proximately 2 years in time suggest that the number 
density of ordinarily strained QDs declined over time. 
This observations could not be explained in 1999, but 
HRTEM and atomic resolution Z-STEM investigations 
that were performed on the same specimen about 1 to 2 
years later revealed the presence of atomically ordered 
QDs in these specimen (Fig. 2a-c). If one assumes that 
ordinarily strained QDs transform structurally into atom- 
ically ordered QDs over time while the specimens are 
stored at room temperature, there seems to be a simple 
explanation for this inferred decline in the number density 
of ordinarily strained QDs. In both studies, the ordinarily 
strained quantum dots were detected by their pronounced 
strain field contrasts, e.g., Fig. la, and only moderate 
magnifications were employed to cover large specimen 
areas in a Philips CM 20 (that was not capable of high- 
resolution phase contrast imaging of medium lattice 
constant semiconductors). Note here that atomically 
ordered QDs, e.g., Fig. 2a-c, would, under these ex- 
perimental be effectively undetectable as 
they are negligibly strained and do not show pronounced 
strain field contrasts. 

It is also noteworthy that short-range order, but no 
long-range order, was observed in (In,Ga)Sb QDs in GaSb 
matrix specimen by means of SAED approximately 14 
days after the Similarly to this 111-V QD 
system, both short-range order and beginning long-range 
atomic order were observed by means of HRTEM in 

Fig. 2 Long-range atomically ordered (In,Ga)Sb quantum dots in GaSb matrix a few years after the growth, Fourier transform power 
spectra as inserts. (a) (1 10) Cross-section Z-contrast STEM image, showing a QD with atomic order in every fourth k(002) plane. 
(b) [OOl] Plan-view HRTEM image which was recorded at 500°C after a thermal treatment in the electron microscope at temperatures of 
several hundred degrees centigrade for several hours, suggesting that the atomically ordered structure of this QD rather than its original 
sphalerite prototype structure is thermodynamically stable. (c) [001] Plan-view SAED pattern to (b) showing the same superlattice spots 
as the Fourier transform power spectrum insert in (b). This diffraction pattern demonstrates clearly that atomically ordered QDs such as 
shown in (b) are to be distributed over large areas of the specimen. (a) and (b) were modified after Ref. [27] and reproduced with 
permission of SPIE. 
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Fig. 3 High-resolution TEM [001] plan-view Images of 
atom~cally ordered (Cd,Zn)Se quantum dots In ZnSe matrix a 
few years after the growth, showing (a) long-range and (b) short- 
range atomic order in the same TEM specimen. The Insert 
Fourier transforms power spectra show for (a) superlattice spots 
and for (b) both a diffuse and a spotty ring. None of this atomic 
order seems to have extsted at the time of a much earlier atomlc 
resolution Z-STEM invest~gation (From Refs. [20,30-321.) 

(Cd,Zn)Se QDs in ZnSe matrix samples (Fig. 3a and b) 
about 3 years after the growth.r2" Samples from the same 
growth run were much earlier analyzed by means of 
atomic resolution Z-STEM, but no atomic order seemed to 
have been present at that earlier time.r201 

These HRTEM and atomic resolution Z-STEM results 
from both a 111-V and a 11-VI system indicate that 

se~miconductor QDs when initially grown are mostly 
unordered, but during subsequent room temperature 
storage over a few years (i.e., a long-time low- 
temperature annealing process), they progressively un- 
dergo short-range ordering that eventually goes over into 
long-range ordering. 

Long-range atomically ordered QDs and entities that 
were probably too large to be considered as a QD (i.e., that 
probably violated condition i given in the first part of this 
entry) were also observed in MBE-grown (Cd,Mn,Zn)Se 
QDs in (Mn,Zn)Se matrix (Figs. 4a-f and 5a). 

As the Fourier transform power spectra (Fig. 4e and f) 
show, the atomic arrangement in the large (Cd,Mn,Zn)Se 
agglomerate in Fig. 4c and d is a result of atomic ordering 
of the Cd and (Zn,Mn) cations in every second & ( I i O )  
plane. Using the shortest vectors in Fig. 4e as a base (for 
the sake of coming up with a notation only and assuming 
that the agglomerate belongs at least to the orthorhombic 
crystal system), the orientation relationship between 
the agglomerate and the (Mn,Zn)Se matrix becomes 

vectors are within the accuracy of the Fourier transform 
power spectra parallel and of equal length, and that 
the direct lattice vectors are parallel). This orientation 

Fig. 4 TEMISTEM images of long-range atomically ordered (Cd,Mn,Zn)Se quantum dots and agglomerates in (Mn,Zn)Se matrix a 
few years after the growth; (a), (b), (d), (e), and ( f )  modified after Ref. [27] and reproduced with permission of SPIE. (a) ( 1  10) Cross- 
section HRTEM image of a (Cd,Mn,Zn)Se QD in (Mn,Zn)Se matrix, showing cation ordering in every second f (111) plane, i.e., one 
variant of so-called CuPt-type order, Fourier transform power spectrum as insert. (b) ( 1  10) Cross-section SAED pattern of 
(Cd,Mn,Zn)Se QDs in (Mn,Zn)Se matrix, showing f %(220), full lmne arrow, f '/3(713), and f '/3(1i3), broken line arrows, 
superstructure spots. (c) (1 10) Cross-section atomic resolution Z-STEM image of a part of a large (Cd,Mn,Zn)Se agglomerate in 
(Mn,Zn)Se matrix, showing atomic order in every second f (110) plane, the black arrow points to an antiphase boundary. (d) Lower 
magnification Z-STEM image to (c), the black arrow points to the same antiphase boundary. (e) Fourier transform power spectrum of 
the large (Cd,Mn,Zn)Se agglomerate in (c). (f) Fourier transform power :spectrum of the (Mn,Zn)Se matrix in (c). 
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Fig. 5 (a) (1 10) Cross-section atomic resolution Z-contrast STEM image of (Cd,Mn,Zn)Se entities in a (Mn,Zn)Se matrix, a few years 
after the growth; modified after Ref. [27] and reproduced with permission of SPIE. Note that there are three different long-range 
atomically ordered entities, labeled as "1," "2," and "3" in close proximity; this remarkable fact is discussed in footnote c as proof 
that the observed atomic order in QDs is not a result of specimen preparation or probing electron beam artifacts. (b) Photoluminescence 
spectra of the same (Cd,Mn,Zn)Se entities in a (Mn,Zn)Se matrix. While the nonresonant PL is given by a full line. the resonant PL is 
given by a dotted line. As the area from which the PL spectra were taken is about 6 orders of magnitude larger than the area of a typical 
TEM image, this figure proves that atomically ordered entities must be present with a larger number density; courtesy of K. Pierz. 

relationship is obviously lattice mismatch strain (and 
elastic mismatch strain energy) minimizing. 

In the same TEMISTEM specimen, there were actually 
several more large agglomerates which possessed the 
same lattice mismatch strain energy-minimizing orienta- 
tion relationship as shown in Fig. 4e and f. From a 
discussion of the nominal growth condition of this 
sample," the large size of these agglomerates cannot be 
explained. Some of these agglomerates had diameters 
of up to approximately 250 nm and were also free of 
detrimental structural defects such as dislocations. The 
author of this encyclopedia entry believes that it is the 
elastic mismatch strain energy minimization effect of the 
particular orientation relationship these agglomerates 
possess with the (Mn,Zn)Se matrix which allows them 
to be so large while retaining their ideal translational 
symmetry. Taking the discussion in footnote c into 
account, the large size of the agglomerates may thus be 
explained by both the particular elastic mismatch strain 

'It is interesting to contrast the large size of these double period i ( l i 0 )  
atomically ordered agglomerates with the nominal as grown sample 
structure. Starting with a ZnSeIGaAs pseudosubstrate, there should 
nominally be a multilayer structure of eight sequences of 10 monolayers 
(2.83 nm) of Z n o 9 M ~ . , S e  cladding layer and 0.3 monolayers (0.09 nm) 
CdSe sheet, capped by a further 10 monolayers of Zno9Mno.,Se and 
50 nm of ZnSe. The agglomerate in Fig. 4c and d being approximately 
100 nm thick is thus thicker than the whole nominal epitaxial 
multiquantum well structure plus the two capping layers. It seems 
therefore highly improbable that such a large agglomerate could have 
originated directly during the growth of the QD structure a few years ago. 
Note that "remains" of this nominal as-grown structure were actually 
observed by means of HRTEM. Ref. [23,28]. 

energy-minimizing orientation relationship and atomic 
rearrangements over time. From the thermodynamics of 
small misfitting precipitates,'351 one can simply argue that 
smaller entities of the same atomically ordered structure 
and orientation relationship will not contain misfit 
dislocations either, i.e., will constitute atomically ordered 
QDs in this materials system. 

Having identified large double-period &( 110) ordered 
(Cd,Mn,Zn)Se agglomerates as by far the dominant kind 
of structural entity per unit volume of the TEM specimens, 
it is now interesting to analyze the PL spectra of this 
sample (Fig. 5b). The ZnSe band gap being at 6 K 
approximately 2.8 eV, excitation with 350 nm light can be 
considered as nonresonant above this band gap and is 
expected to reveal most radiatively active structures inside 
the samples. Light excitation of 488 nm, on the other 
hand, can be considered as resonant excitation below the 
ZnSe band gap, is typically of orders of magnitude weaker 
than nonresonant excitation over the band gap, and is 
selective of specific structures. 

It was suggested that the large and rather broad PL 
peak at 2 eV in Fig. 5b, which arose when a sample was 
excited with laser light of approximately 350 nm, is a 
result of larger and smaller double-period f (110) ag- 
glomerates, as shown in Fig. 4c and d and labeled " 1" in 
Fig. 5a.[281 The 2.1-eV PL peak (Fig. 5b), which arose in 
addition to the 2-eV peak, when the sample was excited 
with laser light of 488 nm, may be a result of either small 
double-period f (1 11) atomically ordered QDs (Fig. 4a), 
antiphase boundaries such as marked by an arrow in 
Fig. 4c and d, or other long-range atomically ordered 
entities such as labeled "2" and "3" in Fig. 5a. 
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Fig. 6 [001] Plan view atomic resolution Z-contrast STEM images of long-range atomically ordered and phase-separated In(As,Sb) 
quantum dots in InAs matrix, a few years after the growth; modified after Ref. [27] and reproduced with permission of SPIE. (a) 
Atomically ordered QD that possesses a lattice mismatch strain energy minimizing orientation relationship with the matrix which can be 
inferred from the insert Fourier transform power spectrum. (b) Periodic c~ompositional modulation that may have arisen from spinodal 
decomposition. (c) Same as (b) but in a higher magnification, showing atomic steps in the compositionally modulated entities that are 
compatible with the two observed additional periodicities in the insert Fourier transform power spectrum. The power spectrum clarifies 
that the modulation periodicity is not a result of a moir6 effect because there are actually two additional periodicities, marked by arrows. 
These two periodicities add up to a single compositional modulation parallel to ? [110] with a periodicity of 0.4 times the length of the 
vector ( I  10) and may be explained as a lattice mismatch strain response. In addition, Z-contrast imaging in STEM is known to be 
essentially incoherent so that double diffraction effects are negligible. 

From Fig. 5b, it can be concluded that the long-range 
atomically ordered entities must be distributed throughout 
large regions of the sample because the PL spectra were 
collected from areas that were about 6 orders of 
magnitude larger than the areas that were investigated 
by means of TEM (Fig. 5a). A brief review of the 
literature showed that low-energy peaks at approximately 
2 and 2.1 eV were also observed in this QD system in 
comparable nominal structures by several other 
authors.[281 None of these other authors, however, 
supported their assignment of these PL peaks with struc- 
tural  characterization^.^ 

The observations on both 111-V and 11-VI QD 
systems with mixed cations are thus consistent with the 
working hypothesis that atomic rearrangements that lead 
to lower-energy structures take place over a sufficiently 
long time. Some growth-induced short-range order may 
constitute additional "seeds" from which long-range 
ordered QDs could grow over time. It is interesting 
that in a 111-V quantum dot system with mixed an- 

d ~ h e  high energy PL peaks in Fig. 5b are assigned as follows: 2.78 eV is 
due to a superposition of the (essentially) 2-0 remains of the CdSe 
submonolayers and the excitonic transition in the ZnSe buffer and 
capping layers, 2.64 eV is due to a large population of small quasi 2-D 
CdSe-rich platelets (with sphalerite structure) that act as a first kind of 
ordinarily strained QD, and 2.25 eV is due to a small population of 
medium-sized 3-D CdSe-rich QDs (with sphalerite structure) that act as a 
second kind of ordinarily strained QD Ref. [28]. Such a coexistence of 
small quasi 2-D and medium-sized 3-D ordinarily stained QDs has 
actually been observed in similar samples of the same QD system 
Ref. [23]. The PL peak at 2.64 eV also shows the typical low-energy tail 
that is characteristic of a nonuniform Cd distribution in an epitaxial 
layer that contains small quasi 2-D CdSe-rich platelets Ref. 1361. 

ions, i.e., In(As,Sb) QDs in InAs matrix (Fig. 6a-c), 
atomically ordered QDs and phase-separated entities 
were also observed. 

Labeling the two shortest vectors in the Fourier 
transform power spectrum of Fig. 6a as a base of the 
reciprocal lattice of the atomically ordered In(As,Sb) QD 
(for the sake of coming up with a notation only), the insert 
of this figure shows that the +(210) vectors of this QD are 
almost at the same position in reciprocal space as the 
+(110) vectors of the lnAs matrix. This indicates that this 
QD possesses a lattice mismatch strain (and elastic 
micsmatch strain energy) minimizing orientation relation- 
ship with the matrix, as one would expect it to have if it 
originated from a structural transition. For this mixed 
anions 111-V QD system, the results of the two already 
mentioned CTEM investigationsL183191 on the same TEM 
specimen that were separated by approximately 2 years in 
time also suggested that the number density of ordinarily 
strained QDs declines over time. Again, a simple 
explanation of these observations is structural transitions 
from ordinarily strained QDs to atomically ordered QDs 
over time. 

To summarize the experimental observations, the only 
commonality of the samples reported upon in the original 
papers121-2x1 was that a few years have elapsed between 
the growth and the TEMISTEM and PL analyses. The 
weight of the presented TEMISTEM observations (and the 
careful exclusion of possible specimen preparation and 
imaging artifactsh) in semiconductor QDs of different 
materials systems with either mixed cations or mixed 
anions, grown by different methods, leads this author to 
the working hypotheses that there are indeed morpholog- 
ical transformations and structural transitions in ordinarily 
strained random semiconductor alloy QDs over time. 
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So far, only a few in situ thermal treatments and 
structural analyses were performed in the electron micro- 
scopes under elevated temperatures, e.g., Fig. 2b. When 
elevated temperatures and annealing times parameter sets 
are found that in effect correspond to room temperature 
anneals over a few years, such experiments have the 
capacity to directly proof that there are structural 
transitions in ordinarily strained random alloy semicon- 
ductor QDs over time. On the other hand, such experi- 
ments are quite difficult to set up as atomically ordered 
QDs may exist only in certain approximate stoichiome- 
tries, which uncontrolled mismatch strain energy-driven 
out-diffusion of atoms from the ordinarily strained QDs 
during annealing may prevent from occurring. In addition, 
there must be a certain critical temperature above which 
randomness in the semiconductor alloy will prevail 
because of its larger entropy. 

Nevertheless, the preliminary results are encouraging 
and suggest that the atomically ordered QD structure in 
Fig. 2b is thermodynamically more stable than the random 
alloy sphalerite-type structure in which this QD probably 
had grown a few years ago (Fig. la). More such ex- 
periments are to be performed in the future because it is 
expected that this will lead to both irrefutable evidence for 
the occurrence of the structural transitions that are cur- 
rently only inferred from TEMISTEM observations L22z321 

and to information on the operating mechanisms of atomic 
rearrangements in ordinarily strained random semicon- 
ductor alloy QDs. 

As one can easily estimate,[269291 there is an essentially 
hydrostatic pressure in the 1-10 GPa range on epitaxial 
ordinarily strained random semiconductor alloy QD and an 
excess Gibbs free energy of approximately 0.1-1 eV (i.e., 
>> kT at room temperature) for every atom of such a QD 
associated with the typically encountered lattice mismatch 
~ t r a i n s . ~  In addition, grown-in and quenched-in vacancies 
that remained from the cooling down of the QD structure 
after the growth will, in strain fields, move to the spatial 
positions of highest compressive strain,[401 which are 
exactly the positions of the Stranski-Krastanow grown 
QDs. When these vacancies arrive at the position of an 
ordinarily strained random semiconductor alloy QD, they 
can facilitate atomic rearrangements there that lead to a 
reduction of excess Gibbs free energy which results form 

eFor hydrostatic pressure, the product of the bulk modulus (order of 
magnitude 100 GPa for semiconductors) and the relative elastic volume 
change is equal to the product of pressure and volume, which is also the 
excess Gibbs free energy due to lattice mismatch strains. Starting with an 
unstrained sphere of 10-nm diameter with a lattice constant of 0.5 nm that 
contains 33510 atoms, one obtains for an elastic volume change of 5% a 
pressure of 5 GPa and an excess Gibbs free energy of 0.49 eV per atom. 
Hydrostatic pressures in this range are known to lead to structural 
transitions in elemental (group IV) and binary 111-V compound 
semiconductors Ref. [37]. The usage of this simple formula is justified 
by studies on the size dependency of elastic properties of nanometer- 
sized particles, e.g., Refs. [38,39]. 

the compressive stress on these QDs. It is thus not at all 
inconceivable that thermodynamics-driven morphological 
transformations and structural transitions should be possi- 
ble over a long-enough time, even at room temperature. 

While it can be seen directly in the TEM and STEM 
images (Figs. 2b, 3b, 4a, 5a, and 6a) that the size condition 
i and the condition of absence of detrimental defects (such 
as dislocations, iii) are fulfilled, atomically ordered semi- 
conductor alloys (i.e., crystallographic superlattices) and 
phase-separated semiconductor alloys (i.e., chemical su- 
perlattices) are known to possess smaller band gaps than 
the random semiconductor alloys of the same net chemical 
compositions.~4'1 Combinations of HRTEM and photo- 
luminescence spectroscopy, e.g., Ref. [28] or scanning 
tunneling microscopy-induced inves- 
tigations demonstrated that smaller band gaps than the 
random semiconductor alloys of the same net chemical 
composition are realized for atomically ordered semicon- 
ductor entities. 

Failure of optoelectronic devices on the timescale of a 
few years may be explained by structural transitions in 
ordinarily strained QDs as discussed in this part because 
devices which employ less severely strained random 
semiconductor alloy QDs have been found to possess 
longer  lifetime^.'^] Growing ordinar~ly strained, but 
thermodynamically unstable, random semiconductor alloy 
QDs that are under compressive stresses in the GPa range, 
structurally transforming these entities by means of 
suitable postgrowth thermal treatments, and recovering 
these novel structures to ambient or device-operating 
conditions may, on the other hand, become a way to 
realize Feynman's 1959 of creating and 
exploiting atomic arrangements on the 
that nature does not otherwise provide. 

CONCLUSION 

Epitaxial semiconductor quantum dots 
Stranski-Krastanow mode are typicall) 

nanometer scale 

as grown in the 
alloyed, possess 

a more or less random distribution of the cations and/or 
anions over their respective sublattices. have a spatially 
nonuniform chemical composition distribution, and are 
compressively strained to a few percent. The lattice 
mismatch strains are believed to trigger atomic rear- 
rangements inside quantum dots when the respective 
samples are stored at room temperature over time periods 
of a few years. These atomic rearrangements result in 
long-range atomic order and/or phase separation. While 
the results suggest that Stranski-Krastanow grown semi- 
conductor quantum dots of certain 111-V and 11-VI 
systems are structurally unstable and that devices based 
on these quantum dots may fail over time, triggering 
and controlling structural transitions in epitaxial semi- 
conductor quantum dots may also offer an opportunity 
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of creating atomic arrangements that nature does not 
otherwise provide. 
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INTRODUCTION 

The spontaneous formation of nanoscale islands in 
strained-layer epitaxy, represented by Stranski-Krastanov 
mode growth, has been widely studied as a simple and 
efficient method for producing semiconductor quantum 
dots.['-31 In such a self-organizing approach, quantum 
dots form randomly on surfaces. If the formation sites of 
individual quantum dots can be specified, they can be 
arranged in various configurations, from a single dot to 
regular, dense, and even coupled dot arrays, and dot 
placement can be restricted to specific regions, enabling 
the development of novel electronic and optical devices. 

This article proposes a technique for controlling the 
self-organization sites of individual quantum dots using 
scanning tunneling microscope (STM) probe-assisted 
nanolithography and self-organizing molecular beam 
epitaxy (MBE).[~-'" Two-dimensional (2-D) and three- 
dimensional (3-D) arrays of InAs site-controlled quantum 
dots (SCQDs) are successfully fabricated on GaAs 
substrates with nanoscale pitch and precision. Photolumi- 
nescence from the SCQD arrays is investigated at room 
temperature. The tip repositioning function of the STM 
system reveals the growth mode of the SCQDs. 

EXPERIMENT 

SCQD fabrication was done in situ in an ultrahigh vacuum 
multichamber  stern'^'^.^' to achieve high-quality struc- 
tures. As illustrated in Fig. 1, this system consists of 
chambers for STM (Large Sample STM, Omicron), solid- 
source MBE, Auger electron spectroscopy (AES), STM 
tip cleaning, surface processing, and sample loading, 
which are connected to each other via a 3-m-long ultra- 
high vacuum transfer tunnel. The tungsten (W) probes 
used for both STM-assisted SCQD fabrication and STM 
measurements were prepared by electrochemical etching 
in NaOH solution and cleaned by electron beam heating in 
the tip-cleaning chamber. 
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The STM apparatus is specially designed to have a 
unique tip repositioning function.[6371 This function enables 
the step-by-step observation of the formation of individual 
quantum dots. For this purpose, arrays of 30 x 30 pm2 
mesa were patterned on n-GaAs(001) substrates by conven- 
tional photolithography and chemical wet etching. After 
growth of GaAs buffer layers, quantum dot arrays having 
in--plane array sizes of 1 x 1-2 x 2 pm2 were fabricated at the 
centers of the mesa top surfaces with a positional accuracy 
of better than several micrometers. This accuracy was 
realized by monitoring the approach of the STM probe tip to 
the mesa top surfaces using a long working distance, high- 
resolution optical microscope (QM100, Questar; spatial 
resolution of about 2 pm at a distance of 20 cm) from 
outside the STM chamber. These dot arrays were easily and 
repeatedly found in later STM measurements, even when 
the sample was transferred between the STM and MBE 
chambers, because of the large scanning area (up to 15 x 15 
pnn2) of our STM, which enabled detection of the target dot 
array in a single scan (the typical scan area is 4x4 pm2). 
This technique thus permitted the monitoring of the 
evolution of an identical quantum dot in the target dot 
array. STM images were taken at sample bias voltages of 
- 2.4 to -5.1 V and tunneling currents of 0.05-0.49 nA 
with constant-current feedback. The optical properties of 
the quantum dots were investigated by microprobe photo- 
luminescence at room temperature. Photocarriers were 
generated by He-Ne laser (633 nm) of 3-pm beam 
diameter, and the photoluminescence signal was detected 
with a cooled InGaAs photodiode array. 

RESULTS AND DISCUSSION 

Nanoscale Site Control 

Fig. 2 schematically illustrates the SCQD fabrication 
procedure. This procedure comprises in situ deposition 
and growth, without complex processes such as mask 
layer formation and pattern etching. First, a flat and clean 
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Fig. 1 Schematic illustration of the ultrahigh vacuum-STM/ 
MBE multichamber system. (Reprinted with permission from 
Ref. [9]. Copyright 2002, AVS-The Science & Technology 
Society.) 

GaAs(001) surface was prepared by MBE, and the STM 
W tip was located at a surface target position with a sam- 
ple bias voltage of - 3.2 V and a tunneling current of 0.1 
nA. Then, (a) nanoscale deposits were created on a GaAs 
surface by applying 3-5 pulses of voltage and current (+7 
to + 8  V and 10 nA for 500 msec) at intervals of 10 msec 
between the surface and the W probe. The primary com- 
position of the deposit is considered to be a W or a W- 
containing compound, because the STM probe is com- 
posed of W. We confirmed that the deposits remain stable 
at temperatures up to at least 610°C under arsenic pressure 
and act as "nanomasks" on which GaAs does not grow 
directly. Accordingly, when a thin layer of GaAs or GaAsI 
Al(Ga)As superlattice was subsequently grown on this 
surface, (b) the GaAs or superlattice tended to avoid the 
nanomasks at the initial growth stage, but (c) later covered 
the nanomasks by lateral growth, leading to the natural 

STM probe 

deposit 8, GaAs 

f 

formation of nanoholes just above the nanomasks. Finally, 
(d) the supply of InAs on this surface resulted in self- 
organization of SCQDs at the nanohole sites. 

Fig. 3a, b, and c shows STM images for the fabrication 
process of an SCQD array corresponding to the steps in 
Fig. 2a, c, and d, respectively. These are step-by-step 
images of the identical surface region obtained using the 
tip repositioning function. As shown in Fig. 3a, a 2 x 4 
nanomask array was initially created on the GaAs surface. 
All nanomasks had a similar size of 3 nm in height and 16 
nm in base diameter. Fig. 3b shows GaAs nanoholes 
produced by subsequent 15-nm-thick GaAs growth at 
460°C. The holes were elongated in the [I101 direction, 
because of different incorporation rates of Ga atoms in 
different surface planes, and had an area of 27 x 42 nm2 
and a depth of 4 nm. Comparisons of nanomask height, 
GaAs layer thickness, and hole depth indicated that the 
namomasks were completely covered with the GaAs. 
Then, as shown in Fig. 3c, a 2 x 4 quantum dot array was 
self-organized exactly at the nanohole sites by 1.1 -ML 
InAs supply at 460°C. In this dot growth, a 0.17 
monolayer [ML; 1 ML corresponds to the surface atom 
density of GaAs(001)I supply per 4 sec (occasionally, 
0.087 ML per 2 sec) was repeated with a growth in- 
terruption of 1 min under a continuous arsenic flux of 
1.3 x 10- Tom. We observed virtually no undesirable 
Stranski-Krastanov quantum dots (SKQDs), the occur- 
rence of which became obvious at 1.3 ML, in the flat 
surface region. This indicates highly selective SCQD 
formation. The SCQD was 6 nm in height and about 35 
nm in base diameter. A magnified STM image of the 
SCQD revealed a hexagonal base slightly elongated in the 
[ - 1101 direction and a faceted dot surface. 

STM-induced nanomasks can be created by this 
method with nanoscale pitch and precision, and the GaAs 
nanoholes defined above nanomasks are similar in size to 
SCQDs. Therefore, the resulting SCQDs can be located in 
close proximity comparable to the dot diameter. Fig. 4 
demonstrates such close dot positioning, showing three 
SCQD pairs fabricated by the present site-control method. 
A 100-nm pitch array of paired SCQDs with 45-nm 
center-to-center distance and 15-nm bottom-edge spacing 
was successfully produced. 

(c) (d) 

nanohole GaAs lnAs QD 

Fig. 2 Fabrication procedure for InAs SCQDs on GaAs(001) surfaces using STM probe-assisted nanolithography and self-organizing 
MBE. (a) STM-induced deposits (nanomasks), (b) and (c) GaAs nanoholes, and (d) InAs SCQDs. (Reprinted with permission from 
Ref. [9]. Copyright 2002, AVS-The Science & Technology Society.) 
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Fig. 3 Step-by-step STM images for the fabrication process of a 2 x 4 InAs SCQD array on GaAs surfaces corresponding to Fig. 2a, c, 
and d. (a) STM-induced deposits (nanomasks; height 3 nm, base diameter 16 nm), (b) GaAs nanoholes (depth 4 nm, size 27 x 42 nm), 
and (c) InAs SCQDs (height 6 nm, base diameter 35 nm). These are images of the identical surface region obtained using the 
tip repositioning function. Image area: 200 x 400 nm2. (Reprinted with permission from Ref. [4]. Copyright 1999, American Institute 
of Physics.) 

Mechanism of Site-Controlled 
Self-organization 

In previous studies, we used submicron-sized GaAs holes 
to site-control InAs dots.["3121 In those cases, the dots 
selectively appeared in the holes at the critical lnAs 
amount for 3-D islanding in Stranski-Krastanov growth 
mode. The selectivity arose from preferential InAs 
nucleation at specific planes in the holes, which have a 
high In incorporation rate. However, in the current study, 
the SCQDs at the nanohole sites were found to occur in a 
unique manner, unlike the above case, as described below. 

Fig. 5 shows other detailed STM images of the SCQD 
formation process.[s1 These are images of the identical 
surface region obtained using the tip repositioning func- 
tion. Fig. 5a shows nanoholes produced by growing a 21- 
nm-thick GaAsIAlGaAs superlattice layer (1.5-nm GaAsI 
1.5-nm Alo,3Gao.7As x 6, capped with 3-nm GaAs) at 
620°C on the surface with the STM probe-induced 
nanomasks. The holes have an area of 40 x 55 nm2 and a 
depth of 10 nm. Also seen in the flat region between the 
holes are terraces and 2-D islands of a single step height 
(0.28 nm) elongated in the [ -  1101 direction. This an- 
isotropic shape occurs because the incorporation probabil- 
ity of Ga and A1 atoms at B steps (parallel to [110]) is 
greater than that at A steps (parallel to [ -  1101) during 
superlattice growth.['31 Fig. 5b shows an STM image of the 
identical surface region after 0.7 ML InAs is supplied. The 
nanoholes are filled and almost planarized, but the filled 
parts exhibit slightly bright contrast in the STM image, as 

indicated, for instance, by arrowhead "a" in Fig. 5b. The 
area of contrast is elliptical in accordance with the shape of 
the original holes, and the height corresponding to the 
contrast is less than that of a single step. Most of the 
terraces and 2-D islands increased in size, although some of 
the relatively small 2-D islands disappeared. Consequent- 
ly, the enlarged terraces and 2-D islands on the same level 

Fig. 4 STM image of three InAs SCQD pairs on GaAs. Each 
quantum dot is 6 nm in height and 30 nm in base diameter. Image 
area: 155 x 300 nm2. (Reprinted with permission from Ref. [9]. 
Copyright 2002, AVS-The Science & Technology Society.) 
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(a) 0 ML (b) 0.7 ML (c) 1.2 ML 

Fig. 5 STM images showing SCQD and wetting layer evolution with InAs supply. InAs: (a) 0 ML, (b) 0.7 ML, and (c) 1.2 ML. The 
white arrowhead "a" indicates the position of the original hole. These are images of the identical surface region obtained using the tip 
repositioning function. Image area: 380 x 580 nm2. (Reprinted from Ref. [8]. Copyright 2002, with permission from Elsevier Science.) 

coalesced into one larger terrace or 2-D island elongated in 
the [ -  1101 direction. Some terraces at the lower level 
disappeared as they were covered by the upper terraces. It 
should be noted that the extending terraces covered most of 
the filled hole sites in this process. At 1.2-ML InAs, as 
shown in Fig. 5c, quantum dots were selectively self- 
organized at the filled hole sites. In the flat region, terrace 
size further increased, with the result that only three levels 
of terraces dominated the surface. 

In Fig. 5, we assume that the material filling the nano- 
holes is InAs or InGaAs and that the observed extension of 
terraces and 2-D islands indicates the formation of an 
In(Ga)As wetting layer (WL) that covers the filled hole 
sites prior to SCQD formation. In this case, since the 
filling In(Ga)As has a larger lattice constant and lower 
bandgap energy than the surrounding GaAs, the slightly 
bright contrast at the filled hole sites in the constant- 
current STM image shown in Fig. 5b can be explained by 
upheaval due to compression and/or larger tunneling 
conductivity at the wetting layer surfaces on the filled 
holes. Then, the subsequently supplied In atoms for 3-D 
islanding accumulate at the filled hole sites, because the 
lattice mismatch of InAs with the wetting layer on the 
filling In(Ga)As is less than that on the surrounding GaAs, 
leading to selective self-organization of quantum dots. 
This growth process can be understood by analogy with 
vertically aligned SKQDs in close stacking.[l4] A detailed 
analysis of the evolution of the SCQD and wetting layer is 
provided in another publication.[51 

In order to form the quantum dots at the nanohole sites, 
it is important to both cover the nanomasks completely 
with GaAs (or superlattices) and ensure that the holes are 
deeper than a certain critical value by selecting suitable 

GaAs growth conditions and thicknesses. For instance, 
although 5-nm-thick GaAs growth created 25 x 35-nm2- 
sized holes, the 1.2-ML InAs supply on this surface did not 
result in dot formation at the nanohole sites. This is 
because the top part of the nanomask, on which InAs does 
not grow directly, was still exposed at the hole bottom 
because of the thin GaAs layer. On the other hand, even 
when the nanomasks under certain growth conditions were 
completely covered with GaAs, dots did not form at 
nanohole sites when the hole depth was less than about 3 
nm. In this case, because the volume of In(Ga)As filling 
the holes was small, the lattice constant of the wetting 
layer surface on the filling In(Ga)As was presumably so 
close to that on the surrounding GaAs surface that In atoms 
could not selectively accumulate at the nanohole sites. 

Three-Dimensional Site Control 

When SKQD layers are stacked with thin spacer layers, 
the dots align vertically[143151 or ~ b l i ~ u e l ~ , [ l ~ ~ " ~  depend- 
ing on elastic anisotropy and the thickness of the spacers, 
because of strain propagation. It has been predicted that 
regular strain distribution will gradually develop on the 
spacer-layer surfaces with increasing stack numbers, 
leading to increasingly uniform size for the topmost 
 dot^.'^^,'"^^^ If the stacking is started wlth regular SCQD 
arrays in place of random SKQDs, the dots can be site 
controlled into 3-D quantum dot lattices, and uniform 
SKQDs array will be obtained more efficiently. In ad- 
dition, this 3-D site control has the potential to realize 
novel quantum dot structures such as 3-D quantum dot 
crystals['61 with perfect spatial ordering. In this section, 
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GaAsIAIAs 
SL spacer 
\ 2 1 sK-scQDs 1 

GaAs spacer SCQD array 

I GaAssub. I 
Fig. 6 Schematic illustration of a 3-D InAs SK-SCQD lattice 
structure. (Reprinted with permission from Ref. [9]. Copyright 
2002, AVS-The Science & Technology Society.) 

we demonstrate 3-D site control of SKQDs based on the 
site-initiated multistacking approachfg1 mentioned above. 

Fig. 6 illustrates the structure of a 3-D InAs quantum 
dot lattice. In this structure, an InAs SCQD array of 
arbitrary configuration was initially prepared on GaAs 
surfaces by the STM probe-assisted site-control technique 
described earlier. This array defines the in-plane lattice 
symmetry and parameters of the 3-D dot lattice. Then, 
after growth of a 10-nm-thick GaAs spacer layer, InAs 
was supplied to form SKQDs just above the arrayed 
SCQDs by strain-induced preferential self-organization. 
Hereafter, we denote the SKQDs grown above the SCQDs 
as Stranski-Krastanov mode-grown site-controlled quan- 
tum dots (SK-SCQDs). Repeating the spacer layer [GaAsl 
AlAs superlattice (SL) in case of Fig. 61 and SK-SCQD 
growth permitted the formation of a 3-D quantum dot 
lattice with vertically and horizontally aligned dots. 

Fig. 7 shows STM images for the vertical stacking 
process of the SK-SCQDs in the 3-D quantum dot 
lattice.'" These are images of the identical surface region. 
The first-layer SK-SCQDs shown in Fig. 7a were grown 
with 0.9 ML InAs supply. This amount is 0.4 ML less than 
the critical value for the formation of conventional InAs 
SKQD on unstrained GaAs surfaces, indicating the 
existing surface strain field on the spacer layer grown 
over the SCQDs. The SK-SCQD array exhibits a square 
lattice, although the alignment is not perfect and some dots 
are missing due to the initial lack of SCQDs. The lattice 
has unit vectors in the [I001 and [OlO] directions and a 
lattice parameter of about 100 nm, which are defined by 
the embedded SCQD strain template. Fig. 7b shows the 
surface topography of a 20-nm-thick GaAsIAlAs super- 
lattice spacer, terminated with GaAs, grown on the first 
SK-SCQD layer. The similar positions of surface steps in 
this image to those in Fig. 7a confirm that these two 
images are of the identical surface area. The spacer layer 
surface is almost planarized and dominated by monolayer- 
high terraces. However, the strain field at this surface, 
generated by the embedded SK-SCQDs, was visualized 
when InAs was grown in the next step. Fig. 7c shows an 
STM image of the second layer SK-SCQDs formed with 
1 .:I ML InAs supply on the spacer layer. As confirmed by 
comparing the positions of missing dots between Fig. 7a 
and c, the square lattice configuration of the first-layer 
dots is retained in the second-layer dots. The vertical 
pairing probability of dots between two layers is almost 
100%. On the other hand, no dot is observed at interstitial 
positions. These results indicate that the spatial strain field 
can be engineered by the site-control technique. 

The in-plane lattice symmetry and parameter of the 3-D 
quantum dot lattice can be arranged arbitrarily, independent 
of the crystallographic symmetries of the substrates, by 

Fig. 7 STM images for vertical stacking process of InAs SK-SCQDs. (a) the first SK-SCQD layer, (b) spacer layer. and (c) the second 
SK-SCQD layer. These are images of the identical surface region obtained using the tip repositioning function. Image area: 1000 x 1200 
nm2. (Reprinted with permission from Ref. [9]. Copyright 2002, AVS-The Science & Technology Society.) 
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Fig. 8 STM image of a high-density InAs SK-SCQD array. 
Hexagonal-like quantum dot configuration is indicated. Image 
area: 600 x 600 nm2. (Reprinted with permission from Ref. [9]. 
Copyright 2002, AVS-The Science & Technology Society.) 

designing the SCQD strain template. An example is 
presented in Fig. 8, where the SK-SCQDs array has a hexa- 
gonal-like unit cell with a lattice parameter of 50-60 nm.[91 
This configuration can achieve area dot densities as high 
as approximately 4 x 10'' cmP2. Close positioning com- 
parable to the dot diameter is realized through the nano- 
scale precision of the STM-assisted site-control method. 

Optical Properties 

Fig. 9a shows the microprobe-photoluminescence spec- 
trum of a 3-D lattice of InAs SK-SCQDs measured at 
room temperature.[91 The sample comprised five SK- 
SCQD layers stacked in a manner similar to the structures 
in Fig. 7. The in-plane lattice parameter of the dot layer 

was about 100 nm. The total number of SK-SCQDs within 
the excitation laser beam was estimated to be about 1200 
by STM observation of the top SK-SCQD layer before 
capping layer growth. As shown for the case "with SCQD 
template" in Fig. 9a, distinct photoluminescence from the 
3-D SK-SCQD lattice is observed from 1.05 to 1.30 eV. 
The different photoluminescence experiments confirmed 
that the SCQDs of the strain templates exhibit no emission 
and do not contribute to the photoluminescence spectra of 
quantum dots in Fig. 9, probably because of the existence 
of the STM-induced nanomasks at close positions. When a 
reference area without the initial SCQD strain template on 
the same sample is excited, no photoluminescence from 
quantum dots is detected, as shown for the case "without 
SCQD template" in Fig. 9a. This means that conventional 
SKQDs are hardly formed in the stacked structure without 
the SCQD strain template, showing highly selective 
formation of the 3-D SK-SCQD lattices. The excitation 
power dependence of the photoluminescence spectral 
width indicated that the observed quantum dot emission is 
mainly due to ground state transitions in the SK-SCQDs. 
Photoluminescence intensity reduction for the WL and the 
GaAs banier in the 3-D SK-SCQD lattice suggests that 
photocaniers were effectively consumed at dots through 
radiative recombination. Fig. 9b shows the photolumines- 
cence spectrum of a two-layer stacked SK-SCQD sample 
fabricated in a manner similar to the five-layer sample. 
Although the number of dots per single layer was 
increased to some extent in this sample. the total number 
of measured dots fell to about 600. However, photolumi- 
nescence from the SK-SCQDs remains observable at room 
temperatures, as shown for the case "with SCQD 
template" in Fig. 9b. These photoluminescence results 
reveal the good crystallographic quality of the SK-SCQD 
structures, despite the addition of an artificial STM 
process and STM observation in some fabrication steps. 
This is because the present 3-D site control is camed out 

(a) 5 layer stack (b) 2 layer stack 

(i) with SCQD template 
(ii) without SCQD template 

SK-SCQD GaAs 

1.0 1.1 1.2 1.3 1.4 1.5 1 0  1.1 1.2 1.3 1.4 1.5 
Photon energy (eV) Photon energy (eV) 

Fig. 9 Room temperature photoluminescence (PL) spectra of 3-D InAs SK-SCQD lattices. Samples include (a) five-layer stacked 
and (b) two-layer stacked SK-SCQDs. (Reprinted with permission from Ref. [9]. Copyright 2002, AVS-The Science & Tech- 
nology Society.) 
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by ultrahigh vacuum in situ processing, which can keep 
the sample surface clean during the fabrication process,f201 
using only the crystal growth technique after the initial 
nanomask deposition. 

In Fig. 9, full width at half maximum of the SK-SCQD 
emissions is more than 100 meV, even in the two-layer 
stacked structure. This large line width can be attributed to 
differences in dot size in intradot layers and in interdot 
layers. For device applications, it is desirable to decrease 
both kinds of size differences to obtain a narrow line 
width. Targeting this improvement, we studied the photo- 
luminescence of a single layer of SK-SCQDS."~' A single 
layer of an InAs SK-SCQD square lattice with a lattice 
parameter of 75 nm was fabricated above an InAs SCQD 
strain template. The SK-SCQDs were grown at lower 
growth rate and lower arsenic pressure and with a greater 
supply of InAs than applied to the SCQDs during growth. 
This resulted in the formation of relatively large SK- 
SCQDs with an average height of about 9 nm and base 
diameter of about 45 nm. The SK-SCQDs were then 
buried with G ~ A S / A ~ ~ , ~ G ~ ~ . ~ A ~ / G ~ A S .  Fig. 10 shows a 
photoluminescence spectrum from the buried structure at 
room temperature. From excitation spectral measure- 
ments, two respective low energy peaks were identified 
to arise from the ground and first excited states of the SK- 
SCQDs. The other two peaks. at about 1.36 and 1.44 eV, 
are, respectively, attributable to the WL and GaAs 
substrate. The full width at half maximum of the ground 
state peak for the SK-SCQDs is about 40 meV, which is 
fairly good for artificially arranged quantum dot arrays. 
This is because the SK-SCQDs, like conventional SKQDs, 

800 
, ' / . I '  

QDs 
m RT 

Photon energy (eV) 

Fig. 10 Room temperature photoluminescence (PL) spectrum 
of a single-layer InAs SK-SCQD lattice with a pitch of 75 nm. 
The two peaks at lower photon energies are from the ground and 
first excited states of the InAs SK-SCQDs, respectively. The 
peak at about 1.36 eV is from the InAs wetting layer (WL). The 
peak at around 1.44 eV is from the GaAs substrate. (Reprinted 
with permission from Ref. [lo]. Copyright 2003, American 
Institute of Physics.) 

can be made higher under the specific growth conditions 
described above, and because the energy variation of such 
higher dots is relatively insensitive to size fluctuations. 

CONCLUSION 

We developed a site-controlled self-organization tech- 
nique for InAs quantum dots on GaAs(001) surfaces using 
in situ STM probe-assisted nanolithography and self- 
organizing MBE. We found that it was possible to create 
nanoscale deposits on a GaAs surface by applying voltage 
and current pulses between the surface and an STM probe. 
When the deposits were used as nanomasks for GaAs 
grlowth, GaAs nanoholes were formed naturally above the 
deposits. Subsequently supplied InAs filled and planarized 
the GaAs nanoholes, providing flat surfaces with modu- 
lated strain fields. Consequently, supplying additional 
InAs on the surfaces led to SCQD formation at the filled- 
hode sites. Virtually no undesirable SKQDs were ob- 
served, indicating highly selective dot formation. This 
prlocess resulted in successful fabrication of 2-D arrays of 
InAs SCQDs with nanoscale pitch and precision. 3-D 
quantum dot lattices were also demonstrated. In-plane dot 
arrangement of the 3-D dot lattices was initially defined 
by 2-D arrays of InAs SCQDs. With the SCQD arrays 
used as strain templates, self-organized InAs quantum 
dots were vertically aligned by strain-induced multistack- 
ing, resulting in 3-D quantum dot lattices. Photolumi- 
nescence measurements revealed good crystallographic 
quality for the 2-D and 3-D SK-SCQD lattices. 

The site-control technique demonstrated here enables 
the location of an isolated single quantum dot at an inten- 
ded position on the surfaces, which is useful for developing 
single-photon and electron devices. The high-density dot 
arrays with small energy dispersion are also technologi- 
cally significant structures that can be achieved by this site- 
control approach, because large dots, whose energy varia- 
tions are relatively insensitive to size fluctuations, can be 
formed regardless of density. This independent control of 
dot size and density is a difficult task for conventional 
crystal growth. Another attractive application of the site- 
control technique is the formation of dot arrays in limited 
areas in the devices. For instance, photonic crystal wave- 
guide structures having quantum dot arrays at specific 
regions would make it possible to build miniaturized, 
ultrahigh speed all-optical switches with high switching 
e f f i ~ i e n c ~ . ~ ~ ' ~ ~ ~ ~  Such applications will require improve- 
ments in the uniformity of the size of SK-SCQDs in the 
incra- and interlayers. In 3-D site-control processes, it is 
also important to control lateral strain interaction between 
neighboring dot sites in vertical stacking, as we pointed 
out in a recent s t ~ d ~ . ' ' ~ '  Further experimental investi- 
gations and theoretical consideration of growth conditions 
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and spatial strain fields will lead to uniform quantum dot 
size and the realization of novel nanostructure systems. 
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INTRODUCTION 

Semiconductor nanocrystals, also known as "quantum 
dots," have been intensively studied because of their 
novel properties caused by quantum confinement and 
their potential to be used in making electro-optical de- 
v i c e ~ . ~ " ~ ~  The colloidal nanocrystals synthesized by wet 
chemistry methods have in particular drawn much atten- 
tion because of their chemical processibility[3s41 and their 
capability to be incorporated into various matrices such 
as conducting polymerr5-81 and biological systems.[9-'21 
Studies of CdSe nanocrystals with the wurtzite lattice 
structure have played an important role in our under- 
standing of quantum ~onf inement~ '" '~ '  and of the growth 
mechanism of nanocrystals.['" The recent advances in 
synthesizing r ~ d l i k e , [ ' ~ - ' ~ ]  d i ~ c l i k e , [ ' ~ ~ ~ ~ '  and more exot- 
ically nanocrystals have opened a new field to 
study the shape dependence of their properties. In this 
article, we review some of the work on CdSe nanorods (or 
"quantum rods") that has been done recently in our group. 
First, we talk about the synthesis of CdSe quantum rods 
with tightly controlled variable lengths and diameters and 
second, their optical and dielectric properties. Because the 
alignment of the quantum rods is desirable for both fun- 
damental studies and applications, we will also cover our 
work on the formation of the lyotropic nematic phase of 
these geometrically anisotropic objects in solution, and the 
large-scale alignment of the quantum rods by taking ad- 
vantage of the liquid crystalline phase. Then we will finish 
by briefly discussing some of their potential applications. 

GROWTH OF CdSe QUANTUM RODS 

Generally, CdSe nanocrystals are made by injecting the 
mixture of precursors (dimethyl cadmium and Se powder 
dissolved in tributylphosphine) into a hot surfactant 
protected in inert gases.[151 The thermal decomposition 
of the precursors results in the nucleation of the CdSe 
particles and the subsequent crystal growth. Typically, the 
precursors are injected at 360°C and then the temperature 
is lowered to 250°C for crystal growth. When trioctyl- 
phosphine oxide (TOPO) is used as the surfactant, the 
CdSe nanocrystals have nearly spherical shape (aspect 

ratio <1.2). These nanocrystals are coated by organic 
molecules so that they do not aggregate easily and can be 
dispersed in organic solvents. These nanocrystals have 
wurtzite lattice structure, like CdSe bulk crystals. Recent- 
ly, Peng et al. found that when a mixture of TOPO and 
hexylphosphonic acid (HPA) is used as the surfactant, 
rodlike CdSe nanocrystals can be made.'I7' The CdSe 
nanorods also have a wurtzite crystalline lattice, and are 
elongated in the c-crystallographic axis. However, the 
surfactant mixture of TOPO and HPA does not give us 
the capability to control the monodispersity or to tune 
the length and width of the quantum rods. This is be- 
cause the growth of the nanorods is so fast that the growth 
of the nanocrystals is very sensitive to subtle changes in 
the reaction conditions such as speed of precursor in- 
jection. consequently, nanocrystals with broad size dis- 
trilbution and even with different shapes are made.[211 On 
the other hand, it was observed that when HPA is replaced 
with a phosphonic acid with a longer alkyl chain, tetra- 
decylphosphonic acid (TDPA), the speed of the growth of 
the nanocrystals is dramatically reduced,'231 so much so 
that only nanorods with very small aspect ratio are made 
without further addition of the precursors during the 
growth process. To tune the growth rate of the nanorods, 
we use a mixture of HPA and TDPA with TOPO, and we 
found that the controllability of the synthesis is greatly 
improved.1243251 By changing the molar ratio of HPA and 
TDPA, the speed of growth of the nanorods in both 
transverse and longitudinal directions can be tuned, so 
that the nanorods with tightly controlled dimensions can 
be made reproducibly.~2432s' Extraction of part of the 
reaction solution and subsequent quenching with a large 
exlcess of toluene at different time in the early stage of the 
reaction results in nanorods with different lengths but 
alrnost the same diameter. In our study, the HPA/TDPA 
ratio is systematically changed and the products examined 
by transmission electron microscopy (TEM). A HPAI 
TDPA ratio of 1:3 results in nanorods with large diameter 
(r4 nm) but small aspect ratio (I-lo), whereas increasing 
the amount of HPA in the mixture but with fixed total 
molar ratio of the phosphonic acids and TOPO produces 
nanorods with smaller diameter but large aspect ratio. 
When the HPAITDPA ratio is higher than 3:1, the 
reaction loses control and nanoparticles with broad size 
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Fig. 1 TEM images of CdSe quantum rods made by using a mixture of HPA, TDPA, and TOP0 as the surfactant. By changing the 
molar ratio of HPA and TDPA, the length and width of the nanocrystals can be systematically controlled. (Reproduced with permission 
from Ref. [53]. Copyright 2002 American Chemical Society.) 

and shape distribution are produced. Fig. 1 show the 
electron transmission micrographs (TEM) of CdSe quan- 
tum rods made with this method. No size selection was 
performed on the samples after syntheses. 

Despite the success in controlling the length and width 
of CdSe quantum rods, little is known about their 
microscopic growth mechanism, mainly because of the 
lack of suitable experimental techniques. However, based 
on the analysis of the products made by varying the 
growth conditions, a few observations have been 
made.[213231 First, rod growth is possible only when the 
monomer concentration is high enough. The monomers 
are believed to be some complexes of cadmium that 
formed at high temperature and may be very different 
from the species stable at room temperature, and their 
nature is not yet known. To maintain the monomer 
concentration for the quantum rods to steadily grow along 
the c axis, the presence of phosphonic acids is required. 
Second, when the monomers are depleted, unless more Cd 
and Se precursors are added the quantum rods will grow 
fatter and shorter so that eventually nearly spherical 
nanocrystals are formed. This suggests that the formation 
of elongated CdSe nanocrystals would be kinetically 
favored whereas that of nearly spherical ones thermody- 
namically favored. Third, the growth of the CdSe quantum 
rods is unidirectional. This is based on the observation that 
when the amount of HPA in the surfactant mixture is 
higher than needed for quantum rod growth, nanocrystals 

with unidirectional shapes such as pencil-, arrow-, or 
treelike shapes are rnade.I2l1 

Based on the observations described above, so far two 
mechanisms have been proposed: selective adsorption[211 
and diffusion-controlled growth mechanisms.[231 The 
selective adsorption mechanism is based on the different 
chemical affinity of phosphonic acids to the different faces 
on the nanocrystals, and thus the different energy of crystal 
faces in the presence of phosphonic acid molecules. 
According to this model, all crystal faces except (001) is 
coated by the phosphonic acid molecules, and therefore 
the nanocrystals grow unidirectionally to form rods. The 
diffusion-controlled growth mechanism assumes the mass 
transport of the monomers to be the determining step of the 
nanocrystal growth, so that the concentration gradient of 
the monomers in the bulk solution and the stagnant 
solution around the quantum rods determines the shape 
evolution of the CdSe nanocrystals. 

OPTICAL PROPERTIES 

As is well known for (nearly) spherical semiconductor 
nanocrystals, the absorption and photoluminescence 
spectra of rodlike nanocrystals are a150 dependent on 
their sizes, i.e., both lengths and Fig. 2 shows 
the length and width dependence of the photolumines- 
cence energy of CdSe quantum rods with various lengths 
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Fig. 2 The photoluminescence energy of CdSe quantum rods as a function of their length and width. It is more sensitive to width than 
to length. The meshes drawn are the best polynomial fit. (Reproduced with permission from Ref. [25]. Copyright 2001 American 
Chemical Society.) (View this art in color at www.dekker.com,) 
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Fig. 3 Luminescence polarization measurements from individual quantum rods at room temperature. (A) Luminescence images of a 
single rod simultaneously recorded in two perpendicular polarization directions at detection angles changing from 0' to 180'. The rods 
have an aspect ratio of 10:l. (B) The intensity ratio r=(Il-IL)/(III+IL) calculated from the luminescence images in A (filled circles) and 
fitted with sinusoidal function (solid line) to give a polarization factor of 0.86. The data from spherical dots (filled triangles) show much 
smaller polarization factors. (C) Polarization factor vs. aspect ratio. The filled circles with error bars are from experiments, unfilled 
circles from empirical pseudopotential calculations for 0 K, and squares from empirical pseudopotential calculations for room 
temperature. Each experimental data point was obtained by measuring more than 40 individual rods. The lines simply connect data 
points, and the dotted line is from the fitting based on the dielectric model proposed in Ref. [27] to the data points. (Reproduced with 
permission from Ref. [24]. Copyright 2001 AAAS.) 
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and width. The overall tendency is that with increasing 
length or width, the luminescence shifts to lower energy, 
which is the same as that of spherical nanocrystals. 
These figures also show that the width dependence is 
stronger than the length dependence in the size range 
we have studied. This is because the confinement of 
the photo-excited carriers is mainly imposed in the lat- 
eral directions. 

It has been well known that elongation in the shape of 
nanocrystals results in anisotropy in their optical proper- 
ties.r263271 Even in the spherical CdSe nanocrystals, 
polarization of the photoluminescence in the a-b crystal 
plane has been theoretically and experi- 

mentally ~erif ied, '~" because of crystal field splitting in 
the hexagonal wurtzite crystal structure. The perturbation 
treatment of the nearly spherical CdSe n a n ~ c r ~ s t a l s ~ ~ ~ ~  
suggested that the ellipticity compensated for the crystal 
field splitting and even changed the order of the lowest 
electronic states and thus the polarization of the fluores- 
cence. To study the polarization of the photoluminescence 
emitted from CdSe quantum rods, single-molecule fluo- 
rescence spectroscopy was performed on CdSe quantum 
rods with variable aspect ratio at room 
CdSe quantum rods are sparsely deposited on a glass 
substrate and are excited by a circularly polarized CW Ar+ 
laser (480 nm). A beam displacement crystal is used to 
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Fig. 4 The four highest occupied electronic states of 3.0-nm-diameter CdSe quantum rods calculated with an empirical pseudopotential 
method with different aspect ratios. The two highest energy levels have a crossing at an aspect ratio around 1.25. Insets: Contour plots 
of the two highest occupied states for rods with an aspect ratio of 1.00 and 1.60, respectively. They show the projection of electron 
density around some Se atoms in a plane, with density increasing from red to blue. This plane intersects the rod in the middle, 
perpendicular to the long axis (c axis). The crossing over of the predominantly p,, and predominantly p, levels vs. aspect ratio can be 
seen. (Reproduced with permission from Ref. [24]. Copyright 2001 AAAS.) (View this art in color at www.dekker.com.) 
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spatially split the photoluminescence from individual 
quantum rods into two beams with perpendicular polar- 
izations and subsequently imaged on a CCD camera at the 
same time. The rotation of the crystal and therefore the 
rotation of the polarization directions of the two split 
beams show the oscillating intensity. Images of lumines- 
cence from a single quantum rod with 10:l aspect ratio 
(Fig. 3A) demonstrate the change of the fluorescence 
intensity with detection angle along the two perpendicular 
polarization directions. The polarization factor r for this 
rod sample is determined to be 86% by fitting the intensity 
ratio r=(Ill-IL)l(Iil+IL) vs. detection angle with a sinus- 
oidal function (filled circle in Fig. 3B). In comparison, the 
polarization factor of spherical dots is usually less than 
10% (filled triangles in Fig. 3B). We have measured 
samples with aspect ratios from 1:l to 30:l at room 
temperature. The polarization factor changes rapidly from 
nearly zero to ~ 7 0 %  (e.g., Ill:II%5.5:1) when aspect ratio 
increases from 1: 1 to 2: 1, then remains almost constant 
afterward (Fig. 3C). 

Semiempirical pseudopotential calculation performed 
on the CdSe quantum rods[243321 has shown that the 
linearly polarized photoluminescence from the CdSe 
quantum rods is indeed a result of the energy level 
crossing in the highest occupied electronic states. Qual- 
itatively, the lowest excited electronic state of the bulk 
CdSe semiconductor arises when an electron is excited 
from an occupied Se 4p atomic orbital to an empty Cd 5s 
orbital. This excitation is distributed throughout many unit 
cells of the solid, and there is a pronounced dependence of 
the bandgap on the size of the crystals. Because the p 
atomic orbitals are degenerate, the interaction between Se 
4p orbitals in the crystal field and the effect of spin-orbit 
coupling play important roles in the electronic structure of 
CdSe nanocrystals. The empirical pseudopotential calcu- 
lation was performed to study the evolution of the 
electronic structure when CdSe nanocrystals evolve from 
a spherical to a rodlike shape. We started from a spherical 
dot with a diameter of 3.0 nm and increased the aspect 
ratio by inserting a cylindrical segment along the c axis. 
The four lowest unoccupied and four highest occupied 
electronic states were calculated for quantum rods with 
aspect ratios ranging from 1 : 1 to 5:  1. As the aspect ratio 
increases from unity, a crossover of the two highest 
occupied electronic states occurs at an aspect ratio of 1.25 
(Fig. 4). Before this point, the electronic states with 
predominantly Se 4px, 4p, components have higher energy 
than that of states that are mainly 4p,. The electronic 
energy levels of these states all increase with increasing 
size. The 4p, orbital has greater momentum projected onto 
the c axis of the crystal compared to 4px and 4p,, so the 
energy levels with greater 4p, component are more 
sensitive to the rod length. These states exchange position 
relative to each other at an aspect ratio greater than 1.25. 

Calculations for the cases of 2.1- and 3.8-nm-wide rods 
show similar results and the crossing point is 1.25 and 
1 ..36, respectively. 

DIELECTRIC PROPERTIES 

In contrast to their well-studied optical and electronic 
properties, the dielectric properties of CdSe nanocrystals 
have been seldom investigated, especially their permanent 
dipole moment. On one hand, theoretical analyses have 
suggested the presence of a permanent dipole moment 
along the c crystallographic axis because of the lack of 
inversion symmetry of the wurtzite s t r ~ c t u r e ; ' ~ ~ - ~ ~ ]  on the 
other hand, dielectric dispersion measurements performed 
on concentrated solutions of the spherical ~ d ~ e [ ~ ~ ~ ~ ~ ~  
nanocrystals have revealed a permanent dipole moment as 
a result of surface trapped charges, while the contribution 
of the noncentrosymmetric lattice is negligible in the size 
range studied. 

However, the surface charge model does not address 
the direction of the permanent dipole moment, nor does 
the dielectric dispersion measurement itself because it 
does not distinguish the uniaxial nature of the spherical 
nanocrystals. The elongated shape of the CdSe nanorods 
gives us an opportunity to answer this question. 

Transient electric birefringence (TEB) is a method that 
has been widely used to study the rotational diffusion, 
size, shape, and polarization properties of objects with 
anisotropic geometry, especially macromolecules and 
biological systems such as DNA, viruses, and pro- 
t e i n ~ . ' ~ ~ , ~ ~ '  The transient behavior of the birefringence 
reflects the alignment mechanism of these molecules in 
response to a pulsed electric field. In particular, for a 
suspension of elongated objects with axial symmetry and 
a large aspect ratio (> 5), the rising (An,) and falling (Anf) 
edges of the birefringence (difference between the 
refractive indices of the sample along and perpendicular 
to the applied electric field) on application and removal of 
an external electric field are given, respectively, by["] 

Aq(t)  = An, exp(-6DRt) (1) 

where An, = An,(t 4 a), y = pL2/[kb~(all - al)], p', is 
the screened value of the electric dipole moment along the 
long axis of the rods, all and a, the static electric 
polarizability along and perpendicular to the long axis, 
respectively, and DR the rotational diffusion constant 
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around an axis normal to the long axis of the rods. 
According to Eq. 1, the rise time of the birefringence will 
be slower than the fall time only when there is a 
permanent dipole moment along the long axes of the 
nanorods. ~eno i t '~ ' ]  used this method to study tobacco 
mosaic virus (TMV), and from the symmetric falling and 
rising edges he concluded that TMVs do not have 
permanent dipole moment in aqueous solution. 

To measure the electric birefringence we use the 
procedure of O'Konski and ~ i m m , [ ~ ' . ~ ~ ]  as described in 
detail in Ref. [43]. The quantum rods under electric field 
have birefringence of the same sign as nitrobenzene, 
indicating that the nanorods align along (rather than 
perpendicular to) the electric field. Fig. 5A shows a 
typical transient electric birefringence curve measured for 
CdSe n a n ~ r o d s . [ ~ ~ ]  As suggested by Eq. 1, the asymmetric 

Volume (nrn3) 

Fig. 5 (A) A typical TEB curve (in linear scale) on the appli- 
cation and subsequent removal of the electric field. The asym- 
metric rising and falling edges indicate the existence of a 
permanent dipole moment along the long axis of the quantum 
rods. In this particular case, the CdSe quantum rods are 4.8 nm 
wide and 30 nm long. (B) The unscreened dipole moment of 
CdSe quantum rods with different sizes. The solid triangles are 
the values measured with the TEB method, and the straight line is 
the best fit, with a slope of 0.19 p ~ / c m 2 .  (Modified with permis- 
sion from Ref. [43]. Copyright 2003 American Physical Society.) 

falling and rising edges indicate the existence of a 
permanent electric dipole moment along the long axis. 
The hexagonal symmetry of CdSe nanorods allows us to 
approximately treat them as being axially symmetric, thus 
we can fit the TEB curves with Eq. 1 to obtain the 
rotational diffusion constants and the ratio of permanent 
dipole moment to the polarizability anisotropy (y). 

To get the permanent dipole moment from y ,  we 
calculate the electric polarizability of CdSe nanorods by 
assuming a revolute prolate shape for the nanorods, so 
that the principle axes of polarizability coincide with 
the geometrical axes. The polarizabilities are calculated 
by [441 

where v is the volume of individual nanorod, ~ ' s  the 
relative dielectric constants between nanorods and the 
solvent along (11) or perpendicular (I) to the long axis of 
the nanorods, and A's the geometrical factors that can be 
calculated from the dimension of the n a n o r o d ~ . [ ~ ~ ]  The 
dielectric constants of CdSe nanorods are taken as bulk 
material values (q= 10.2, ~ ~ = 9 . 3 3 ) ,  and that of cyclo- 
hexane is taken as 2.02. 

The unscreened permanent dipole moments p, of five 
nanorod samples are plotted in Fig. 5B vs. their volume. 
Considering the ensemble nature of the measurement, 
these are the root mean square dipole moment of the 
samples. It is an average not only over the finite size 
distribution, but also over the possible structural distribu- 
tion. An empirical pseudopotential calculation showed 
that the dipole moment strongly depends on the detailed 
structure of the nanocrystals and can vary significantly on 
small structural changes.[351 Within the experimental 
error, however, a linear dependence of p, vs. volume is 
obtained, and no correlation between rod length or width 
and p, can be realized. This is consistent with theoretical 
analyses that the polarity is intrinsic to the crystallo- 
graphic lattice of CdSe because of the lack of inversion 
symmetry. Our results are not consistent with a random 
dipole moment resulting from trapped surface charges, as 
proposed for spherical CdSe nanocrystals. From the slope, 
we get the polarization of CdSe nanorods to be 0.19 pCI 
cm2 along the c crystallographic axis, which is in good 
agreement with the value of 0.6 p ~ / c m 2  as estimated[341 
from a phenomenological rule that was proved experi- 
mentally only for ferroelectric materials. 

LYOTROPIC LIQUID CRYSTALLINE PHASE 
OF CdSe QUANTUM ROD DISPERSION 

The anisotropic properties of the quantum rods may find 
applications in devices such as solar cells, polarizing light- 
emitting diodes, and electro-optical switches. However, to 
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achieve this, it is important to align the quantum rods on a 
large scale. Recently, enormous effort has been devoted to 
aligning the geometrically anisotropic nanoscale ob.jects 
such as nanowires, nanotubes, and n a n o r o d ~ . [ ' ~ ~ ~ ~ '  On 
the other hand, it has been well known that rodlike 
or disclike objects, when dispersed in a solvent to a high 
enough concentration, will spontaneously form lyotropic 
liquid crystalline phases in which the geometrically 
anisotropic objects are orientationally ordered. This is 
clearly illustrated by the rigid rod model proposed by 
Onsager in 1949.'~'~ In this model, the free energy of a 
dispersion of long, thin spherocylinders (aspect ratio > 100) 
in a solvent can be obtained by a virial expansion,[481 

AF 
- = - + l n ( ~ ~ ~ )  - 1 + f (Q) ln[4nf (Q)] dSZ NkT kT 

where XQ) is the orientational distribution function of 
the rodlike objects, and p the number density of the 
spherocylinders. The first term in the curved bracket 
is called orientational entropy, which favors a random 
orientational distribution; while the second term is 
called packing entropy, which favors an orientationally 
ordered phase. The packing entropy term dominates 
only when the density of the rods is high enough so that 
a nematic lyotropic phase can spontaneously form. Fa- 
mous examples include rodlike organic macromolecules 
such as poly(y-benzyl a,~-glutamate) (PBLG)'~~'  rodlike 
tobacco mosaic virus,'501 etc. Lyotropic liquid crystal- 
line mesophases based on all-inorganic minerals have 
also been known for quite a long time, and have been 
reviewed by several a ~ t h o r s ; ' ~ ~ ~ ~ ' ~ ~ ~ '  ho wever, this area 
has rarely been explored because of the lack of the 
interest other than purely academic purposes, in contrast 
with their thermotropic counterpart. The recent success 
in the synthesis of the highly soluble and processible 
metallic semiconductors and magnetic nanocrystals with 
anisotropic and the need for aligning 
them in order to use their anisotropic properties have 
provided us a new opportunity to study these liquid 
crystalline phases. 

The most important requirement for the formation of 
lyotropic liquid crystalline phases is the high dispersion 
concentration, which is not trivial for most of the 
inorganic nanocrystals. Recently, we have succeeded in 
making the nematic phase of solution of CdSe quantum 
rods in organic solvent.r531 The solvent we use is anhy- 
drous cyclohexane or anhydrous hexanes, which can dis- 
solve CdSe quantum rods to a volume percentage up to 

60%. Dilute solutions of quantum rods in a vial are con- 
centrated by blowing with dry nitrogen, and a birefringent 
phase starts to appear at a certain concentration as ob- 
served under an optical polarizing microscope. The solu- 
tions are then transferred to NMR tubes or capillary tubes 
foir further study. Special care has to be taken during the 
process to avoid the exposure of the solution to the air, 
because the inclusion of even trace amount of water would 
result in thermoreversible gelation,"4-561 which is also 
often seen in suspensions of organic rodlike polymers and 
has been attributed to the degradation of the solvent. 
Fig. 6A shows isotropic-liquid crystalline phase separa- 
tion in a 300-pm-diameter capillary tube, and the 
characteristic disclinations for a nematic phase observed 

Fig. 6 (A) Isotropic-liquid crystalline phase separation oh- 
served between crossed polarizers. The birefringent liquid 
crystalline phase is on the bottom due to the high density, while 
the isotropic phase on the top is not visible because of the 
complete extinction of the transmitted light. (B) The typical 
defect structures observed in a thin film of liquid crystalline 
solution of CdSe nanorod solution. The arrows point to the 
disclinations. The red color is due to the absorption of the CdSe 
nanocrystals. (Modified with permission from Ref. [53]. 
Copyright 2002 American Chemical Society.) (View this art 
in color at www.dekker.com.) 
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in a thin layer of the solution of CdSe 3.8 x 40-nm 
quantum rods. The red color is due to the absorption of 
this quantum rod sample. 

The formation of the liquid crystalline phase allows us 
to align the quantum rods by taking advantage of the 
collective behavior in a liquid crystalline solution.[571 
Various methods have been applied to align the liquid 
crystalline materials such as electric and magnetic fields 
as well as curved surfaces. Fig. 7 shows the X-ray 
diffraction patterns of a liquid crystalline solution of CdSe 
quantum rods in a 300 pm capillary tube.[581 These rods 
have a length of -60 nm and width of 3.0 nm. In both 
figures, the capillary tube remains vertical. In Fig. 7A, the 
sharp arcs in the vertical position are due to (002) planes 
of the CdSe crystalline lattice within individual quantum 
rods. The high intensity and sharpness of the arcs are 
determined by the elongated shape of the CdSe quantum 
rods. The anisotropy of the pattern demonstrates macro- 
scopic alignment of the long axis of the rods. Consistently, 
in Fig. 7B the diffuse arcs in the equator direction cor- 
respond to the lateral distance of the quantum rods, 
suggesting the short axis is aligned as well. Together, the 
patterns demonstrate the preferential alignment of the 
CdSe quantum rods along the capillary tube axis direction, 
which is attributed to the curved surface of the capillary 
tube. It can be estimated that about 70% of the quan- 
tum rods are oriented within 20" from the axis of the 
capillary tube. 

Alignment of lyotropic liquid crystalline solution with 
magnetic fields has been reported.[591 Even when none of 
the components is ferromagnetic, the anisotropy of the 

magnetic susceptibility of individual constituent mole- 
cules adds up because the long-range orientational 
correlation in the liquid crystalline phases, and therefore 
the energy gain because of the alignment can easily 
exceed the thermal fluctuation kT. The alignment of CdSe 
quantum rods in a liquid crystalline solution under a 
magnetic field is observed with NMR. A few drops of 
deuterated chloroform are added into a solution of CdSe 
quantum rods in cyclohexane, which has a high enough 
concentration to have both isotropic and liquid crystalline 
phases present. Fig. 8 shows our preliminary result of 
DNMR spectrum observed in a 500-MHz spectrometer at 
30°C. The central peak is confirmed to be due to the 
isotropic part of the solution, while the other two peaks are 
due to the quadruple splitting of the deuterium nuclei in 
the anisotropic liquid crystalline medium. The comparison 
of the spectrum with a typical Pake powder pattern[60.6'1 
indicates the alignment of the C-D bond in CDC13, 
presumably as a result of both the alignment of the 
quantum rods by the magnetic field and the interaction 
between the nanorods and CDC13 molecules. The exact 
mechanism is still under investigation. 

In spite of the formation of the liquid crystalline phase 
of the CdSe quantum rod solution, tremendous challenges 
exist in the alignment of the CdSe quantum rods, es- 
pecially on a substrate. It is not straightforward to apply 
the techniques used in liquid crystal display industry such 
as rubbed surfaces.[621 Furthermore, the volatile nature of 
the solvent in the CdSe liquid crystalline solution and the 
propensity of the solution to gel on the exposure to the air 
or water make the solution difficult to handle. 

Fig. 7 Wide-angle X-ray diffraction and small-angle X-ray scattering of the same nematic solution of CdSe quantum rods in a 300- 
pm-thick capillary tube show the preferential alignment of these quantum rods along the axis of the capillary tube. In both 
measurements, the capillary tube is held vertically. (A) Wide-angle X-ray diffraction pattern. The vertical sharp, intense arcs correspond 
to the (002) planes of wurtzite CdSe lattice. At about the same radius, weak arcs corresponding to the (100) and (101) planes can also be 
seen, but they are much more diffuse. (B) Small-angle X-ray scattering pattern. The two diffuse arcs at Q- 1.5 nm- ' on the equator 
corresponds to the lateral spacing between the rods in the nematic phase. The arcs corresponding to the longitudinal spacing are not 
resolved. (Reproduced with permission from Ref. [%I. Copyright 2003 Wiley-VCH.) 
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sion efficiency is still on the way, which includes the 
alignment of the quantum rods perpendicular to the film, 
the improvement to the interface between the nanocrys- 
tals and the polymer, and using nanocrystals of other 
m,aterials such as CdTe. Other possible applications in- 
clude polarizing light-emitting diodes and electro-optical 
switches by taking advantage of the anisotropic linear and 
nonlinear optical properties of these quantum rods. 

CONCLUSION 
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Fig. 8 The deuterium NMR spectrum of a solution of CdSe 
quantum rods at 30°C in which isotropic phase and liquid 
crystalline phase coexist. The solution is doped with CDCI,. The 
central peak is caused by the isotropic part of the solution, which 
significantly broadens because of the high viscosity of the 
solution, while the two side peaks are caused by quadruple 
splitting of the deuterium nuclei in the liquid crystalline phase. 
The comparison with a powder pattern indicates the alignment 
of the quantum rods in the liquid crystalline solution. 

POTENTIAL APPLICATIONS 

Even though the development of the devices with semi- 
conductor quantum rods is still in the early stage. the 
recent success in using CdSe quantum rods-conjugated 
polymer composite to make solar cell with high power 
conversion efficiency[631 has demonstrated the huge 
potential of the nanocrystals as an active component in 
electro-optical devices. The solar cells made with inor- 
ganic-organic composite take advantage of both the high 
carrier mobility in inorganic semiconductors and the easy 
processibility of organic polymers. Furthermore, the pres- 
ence of the interface between two materials with very 
different electron affinities enhances the charge separation 
of the photo-excited carriers. The high extinction coeffi- 
cient of CdSe nanocrystals makes a very thin film (-- 100 
nm) of the composite adequate to absorb all of the solar 
radiation. The application of CdSe quantum rods in the 
composite, as compared to the nearly spherical nanocrys- 
tals, provides a natural path for electrical transport after 
the charge separation, so that the probability of recombi- 
nation of photocan-iers is reduced. Recently, a power 
conversion efficiency of 1.7% has been achieved by 
mixing 7 x 60-nm CdSe quantum rods with poly(3- 
hexylthiophene) (P3HT). The rod length dependence 
study shows that the charge transport improves substan- 
tially when the aspect ratio of the quantum rods increases 
from 1 to 10. Further improvement to the power conver- 

In summary, we have discussed the recent development in 
the study of CdSe quantum rods. It is just the beginning of 
the investigation of the shape-dependent properties of 
semiconductor nanocrystals, and we believe the advent 
of the new methods to make nanocrystals with more 
complicated shapes, such as tetrapods and even dendritic 
inorganic n a n ~ c r ~ s t a l s , ~ ~ ' ~ ~ ~ ~  will further advance this 
kiind of study. In addition, the success in the macroscopic 
alignment of the nanorods provides us unique opportuni- 
ties to investigate some anisotropic ensemble properties 
such as optical or X-ray absorption, surface selectivity of 
ligands, interaction between nanorods and solvent, etc. 
However, much work still needs to be done to make the 
nanorods applicable for devices. Currently work is under 
way in our laboratory to make the liquid crystalline 
solutions more robust so that they can survive various 
prlocessing procedures. Furthermore, methods to align the 
nanorods on substrates have to be developed. 
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INTRODUCTION 

Natural carbon exhibits its distinct properties in two 
forms: diamond, an insulator, gives the strongest mechan- 
ical strength; graphite, a brittle material, conducts elec- 
tricity at room temperature. A recently synthesized carbon 
form, the carbon nanotube (CNT), combines the mechan- 
ical strength of diamonds with the electric conductivity of 
graphite. However, the as-grown form of this almost 
perfect new material is actually a mixture of semicon- 
ducting and metallic tubes, in the approximate 2:l ratio 
estimated by the tight binding model.['] Furthermore, as- 
grown single-wall nanotubes (SWNTs) generally possess 
a very high aspect ratio of length to diameter (on the order 
of 1000: 1). They tend to bundle together as ropelike 
hydrophobic aggregates-not an individual tube of either 
semiconductor or metallic tube. However, controlling 
growth and follow-up processing and treatment conditions 
can change the metallic and semiconducting ratio in the 
mixture (see "Carbon Nanotubes"). 

To take advantage of their unique electronic properties, 
mixed SWNT bundles can be dispersed and separated to 
tailor to various device applications. One ideal matrix for 
separation and self-assembly is a scheme using polymers 
consisting of a carbon backbone because of their structural 
compatibility. The electric conductivity of the filler-based 
polymer composite is substantially increased with CNT 
loading. Raman frequency shifts have demonstrated their 
noncovalent interfacial interactions, through tensile and 
strain as well as compression transferred by the outer and 
inner layers of the multiwalled nanotube (MWNT), 
respectively."'31 These interfacial interactions, along with 
the high aspect ratio ( D L  in the order of 1:1000), are 
believed to enhance conduction path through hopping and 
tunneling in the composite. 

The study and design of the CNTIpolymer composite 
emerged with increased knowledge of the interactions in 
the composites. Most recently, CNT-based composites 
appear promising for applications in telecommunica- 
t i ~ n , ' ~ '  photovoltaic cells,'71 light-emitting 
diodes (LEDS),'~] field emission'" and radiation shield- 
ing.'"" The performance and lifetime of devices are 
enhanced through CNT composites. This also opens a 

venue for many nonconducting polymer applications with 
good structural stability and flexible processability. 
Because mobility can be increased to avoid electrostatic 
effect, the composites can be used for passive electronic 
components as well as electromagnetic shielding.'"] By 
fo~ming the CNT composites, we overcome the disad- 
vantages pertinent to nonconducting polymers to improve 
their performance as a result of the superior electric, 
thermal, and mechanical properties of CNT. 

RAMANSPECTROSCOPYBACKGROUND 

The interfacial molecular structure studied by the high- 
throughput micro-Raman probes is correlated with mac- 
roscopic physical properties. In particular, resonant 
Raman spectroscopy probes the electronic density of 
states (DOS) singularity band gap by tuning the Raman 
ex~citation energies. The optical approach has the advan- 
tage of eliminating the contact between the electrode and 
the nanometer-scale material. It has become a very 
powerful technique to study the electronic properties of 
nanostructured materials. 

Fig. 1 shows the energy level diagram of the Raman 
effect. When the monochromatic light excites matter 
(solid, liquid, or gas), it scatters light as a result of 
relaxation from virtual states, which are short-lived and 
distorted by the oscillating electric field of the incident 
light. A photon is immediately emitted or absorbed during 
the scattering. Depending on higher or lower vibration 
states, it relaxes back, resulting in stoke and antistoke 
scatterings, respectively. A small percentage of light 
scatters the same frequency as the incident light when it 
relaxes back to the same vibration state as the initial state 
(called Rayleigh scattering). When the incident light 
matches the electronic transition states, resonance scat- 
tering occurs with an intensity of up to 10' over the 
nonresonance intensity. Thus the electronic band gap can 
be measured. 

Raman spectroscopy emerged as a powerful tool to 
s t ~ ~ d y  carbonaceous materials in recent years with the 
breakthrough in charge-coupled detectors and laser 
radiation sources. Both polymer and CNT have very high 
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Fig. 1 Energy level diagram of Raman scattering effect. 
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chemical structural changes of polymers can be estab- 
lished.["' In the CNT composite, the polymer structure 
changes caused by the CNT loading can be monitored by 
the Raman frequency shift and lines shape analysis. 

Fig. 2 shows the Raman spectra of crystalline dia- 
monds, graphites, and SWNTs. Like its parent forms of 
diamond and graphite, SWNT also processes distinct 
spectroscopic signatures. The characteristic D-band and 
G-band correspond to s p h n d  sp2 vibration modes 
displayed in diamonds and graphites, respectively. The 
quasi one-dimensional (I-D) CNT also displays nanome- 
ter-scale signatures in tangential modes (TMs) and radial 
breathing modes (RBMs) regions. The rich information 
about structure provided by Raman spectroscopy has 
been also demonstrated in probes of CNT chirality, size, 
and defects. 

A detailed analysis of SWNT structures and SWNT 
Raman modes can be found in an excellent review['' and 
the entry on "Single-Walled Carbon Nanotubes: Geom- 
etries, Electronic Properties, and Actuation." Briefly, 
SWNT is a graphene sheet rolled into a cylindrical shape 
with very high aspect ratio. The axial symmetry exhibits 
the spiral conformation called chirality. The CNT belongs 
to Dlrh (n is even number), Dnd (n is odd number), and Cn 
(achiral) groups. The G-band is formed through graphite 
Brillouin zone folding. According to group theory, the TM 
exhibits A,, El,  and E2 symmetries that are Raman-active; 
the characteristic Raman signature consists of TMs 
including G-bands around 1590 c m p l  and D-bands 
around 1350 cm-' ;  another signature band is the 
second-order Raman mode at 1730 c m  ' in the single- 
walled CNT. In the TM region, the line shape displays a 
symmetric profile around 1590 cm-I for semiconductor 
SWNTs; a broad asymmetric G-band around 1560 cm- I, 
as well as a sharp band around 1580 cm-I are char- 
acteristic features associated with metallic SWNT sin the 
b ~ n d l e . " ~ '  Usually, Breit-Wigner-Fano (BWF) line 
shape is used to fit the lower-frequency component of 
the G-band. This phonon and electron continuum Raman 
line shapes can be obtained from: 

where Io, coo, llq, and r are intensity, renormalized 
frequency, the interaction of the phonon with continuum 
states, and the broadening parameter, r e ~ ~ e c t i v e l ~ . ' ' ~ ~  

The energies of allowed optical transitions (ATOs) are 
determined by both the diameter and the chirality of the 
SWNT,"~' as schematically illustrated in Fig. 3. 

Below 500 cm- I, the frequencies are contributed from 
the RBM R. The SWNT diameter d is computed['69171 

0.0 I I I I I I I 1 
0.6 0.8 1 1.2 1.4 1.6 1.8 2 

Diameter (nm) 

Fig. 3 Allowed optical transitions for SWNT with various 
diameters and chiralities calculated in the zone folding scheme. 
Black areas correspond to semiconducting tubes; dashed areas 
correspond to metallic tubes. The laser energies are labeled in 
write frames. The maximum of Raman intensity is expected for 
RHMs and TMs at the high and low limit of the frames, 
respectively. (OAPS, 2001.) 

from the low-frequency Raman spectra region using a 
phenomenological Eq. 2: 

QRBM (cmp' ) = a /d  (nm), 

where a = 248 cmp' nm (2) 

The MWNT consists of tens of SWNTs. The stacking 
and assembly of each tube rarely align perfectly. Two 
forms are commonly observed in experiments: bamboo 
structure and cone shape stacking. Tube stacking gener- 
ally lowers the symmetry of the CNT. The Raman mode 
resulting from these two stacking assemblies gives the 
secondary defect-induced mode at about 1612 c m  as a 
shoulder peak in the D-band. The cap at the end of the 
tube is usually open with the larger-diameter CNTs and 
chemical treatments. This feature can be monitored for 
MWNTs undergoing purification and dispersion because 
of their interactions with chemical agents and the 
chemical environment. The G-band to D-band ratio is 
substantially lower than that of SWNTs. 

The confocal microscopic Raman probe enables the 
study of unique properties exhibited in nanometer-scale 
composite materials in the volume order of 1 pm. Var- 
ious techniques such as polarized Raman and Raman 
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Fig. 4 The schematic illustration of a typical micro-Raman 
instrument setup. (Courtesy of Renishaw, Inc.) 

imaging[18' became possible for the study of SWNT 
interactions in nonconjugated polymer matrices in high 
spatial resolution. The interfacial van der Waals inter- 
action of SWNTs in the polymer composite demonstrates 
important contributions to many physical properties. 

The Raman instrument is generally composed of three 
parts: the excitation light source, the spectrometer, and the 
detection apparatus. Fig. 4 is the schematic setup of a 
typical micro-Raman from Renishaw, Inc. The setup 
enables relative low laser power (2-3 mW) focused on the 
1+m2 sample spot, providing the necessary high spatial 
resolution for nanomaterial studies. 

SYNTHESIS OF 
CNTIPOLYMER COMPOSITES 

In Situ Growth 

It is a challenge to control the growth process, but 
managing it effectively is nevertheless an effective way to 
obtain homogeneous composite films and to achieve a 
uniform CNT dispersion. 

UV and chemical-polymerized composites were pro- 
cessed by polymerization of monomers in the presence of 
SWNTs (an initiator sometimes is added as needed) in the 
sonication bath. The same polymerization can incorporate 
SWNTs into a polymer matrix through ionic surfactant 
solution, with a concentration slightly higher than the 
critical micelle concentration. This second polymerization 
approach is so-called "emulsion-processed." Either oil or 
water-soluble initiators maybe added to accelerate the 
polymerization. The third method is electropolymeriza- 
tion. The CNTs will be used either as the electrode onto 

which the polymer is deposited, or as part of the 
electrolyte to be codeposited. When the CNT array is 
used as the electrode, the composite formed through the 
polymerization occurs on the surface of the CNT elec- 
trode. As the nanotube is dispersed with a monomer in the 
organic solution as a mixed electrolyte, the composite 
forms homogeneously onto a conventional electrode 
such as platinum. The redox potential, oxidation-reduc- 
tion cycle time, and choice of dopant ions['99201 in the 
electrolyte and the functional group in the CNT all act 
as control parameters to adjust composite film thickness 
and conductivity. Conducting polymers, such as poly- 
pyrrole (PPy), are commonly synthesized with either 
scheme.[213221 

Shear Field Processing 

SWNTs are added to a solution of polymer in toluene or 
N,N-dimethylformamide solution. High sonic power is 
briefly (a few minutes) used to break up the CNT 
aggregates, and then low power is applied to the sonic 
bath for a few hours. Generally, a few percent of CNTs 
remain in the solution other than those precipitated as 
aggregates. After a few days of settlement, the polymer1 
CNT composite from the supernatant can either be piped 
out and cast as thin film, or further thermally blended. In 
the latter, the composite can be dried in the oven and then 
melt-pressed above its glass transition temperatures a few 
times to ensure uniform mixing. The anisotropic effect 
introduced in the melt-blended process may seem pre- 
dominant than in situ-polymerized composites. Some 
 researcher^[^" believe that the different thermal expan- 
sions between SWNTs and PMMAs can significantly 
contribute to their interfacial adhesion. This causes stress 
and improves alignment between the two components in 
the melt-blended composite in anisotropic directions. For 
example, molecular dynamic simulations of polyethylenes 
and SWNT composites show that the polyethylene 
diffusion coefficient is 30% higher in the direction in 
which its backbone is parallel to the SWNT axial direction 
than perpendicular to it. 

INTERFACIAL INTERACTIONS IN THE 
COMPOSITE OF INCREASED 
ELECTRIC CONDUCTIVITY 

Some of the processing conditions have subtle, yet pro- 
found, impacts on composite properties. Raman studies 
show that applied sonication shear field strength during 
CNT composite formation can introduce defects to the 
CNT sidewall, change its diameter,[24x251 or even open the 
end caps on the tubes. The defect sites are usually the most 
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active sites where the charge transfer most likely occur. 
The chemical interaction usually occurs on the CNT tip 
because the fullerene-like cap is more reactive. The less 
invasive noncovalent interaction generally happens along 
the CNT sidewall in the form of van der Waals, hydrogen 
bond, or electrostatic interactions, all of which are more 
commonly observed in the polymer composites. Raman 
analysis is a very sensitive technique for investigating 
these interactions. The G-band and D-band ratio in the 
Raman shift can illustrate processing and growth-related 
mechanisms. However, the backbone conformation 
changes of the polymer in conjunction with the diameter 
changes of the CNT routinely probed by Raman spec- 
troscopy are likely the causes of the constituent com- 
ponents electronic conductivity increases in the 
polymer composites. 

In many cases, the measured conductivity change 
depends on interactions on the molecular level for 
nanometer-scale composites. Raman spectroscopy has 
demonstrated that the electronic DOS band gap of CNTs 
in the composite can be influenced by interactions formed 
during the composite formation. 

PMMAISWNT Composites 

The polymethyl methacrylate (PMMNCNT) composites 
are among the most studied composites. The electronic 
conductivity of the MWNT composite is increased by 
several orders of rnagn i t~de . '~~ '  Because there is no con- 
jugated bond in PMMA to interact with the CNT, the 
interfacial interactions are likely to play important roles in 
composite formation. Therefore this is an ideal system to 
investigate the structure and conductivity changes simul- 
taneously. These changes can be interplayed with direct 
conductivity measurements, as well as optical probes to 
electronic DOS through resonant Raman spectroscopy. 

The PMMAISWNT composite is fabricated into a spun 
fiber by the melt-processed film and analyzed by Raman 
spectroscopy.'271 The SWNT could either position itself to 
the fiber axis, or isotropically disperse in the composite. 
Fig. 5 shows the polarized Raman spectra of the com- 
posite. The intensity dependence of the RBMs with re- 
spect to the laser incident angles demonstrates that the 
SWNT is highly anisotropically aligned with the fiber 
axis. This corresponds to the much higher conductivity 
directly measured in the fiber axial direction, as opposed 
to the lower conductivity perpendicular to the processing 
flow direction. 

Apparently, further investigations are needed of the 
PMMA and SWNT structural details that affect the 
change of conductivity. The changes of SWNT sizes with 
loading have been studied with Raman spectroscopy by 
using multiple wavelength  excitation^.^^^' At both 514- 
and 1064-nm excitations, Fig. 6a shows that SWNT RBM 
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Fig. 5 Raman spectra of SWNTJPMMA nanocomposite fiber 
at the indicated fiber angles with respect to the incident laser 
polarization axis. Spectra were recoded using the 647.1-nm 
excitation, with the analyzed polarization parallel to the incident 
polarization. The angle-dependent intensity of the breathing 
mode of the SWNTs (202 c m L )  was used to determine the 
extent of nanotube alignment relative to the fiber axis. (OElse- 
vier Science B.V., 2000.) (View this art in color at www. 
dekker.com.) 

frequency upshifts toward larger-diameters distributions 
as calculated from Eq. 2. The PMMA composites with 
SWNT loadings of 2.5%, 5%, lo%, and 20% are also 
studied with resonant conditions at 1064 and 647 nm for 
semiconducting and metallic SWNTs, respectively. These 
two excitations correspond to the first semiconducting and 
metallic DOS singularity bandgaps, respectively. In the 
1064-nm excitation that corresponds to the semiconduct- 
ing SWNT, Fig. 6b shows that among the five compo- 
nents in the TM region (1553, 1568, 1573, 1592, and 
1597 cm- '), the intensities of the three peaks located at 
1553, 1568, and 1573 cm-' decrease in the composites. 
More drastically, in the 633-nm laser excitation that 
corresponds to the metallic SWNT, the relative ratio of 
154311558 cmp'  in the G-band is reversed from the 
pristine SWNT. This is an indication of the increased 
percentage of metallic SWNT because the G-band line 
shape featured by the BWF fit in Eq. 1 in the metallic 
SPJNT resonant condition. The other possibility is that 
PMMAISWNT interaction replaces the interface in the 
SWNT bundles. Furthermore, the interaction between 
SWNT and PMMA is investigated in full width at half 
maximum (FWHM). The FWHM increases with SWNT 
loadings, and decreases with excitation wavelengths go 
from 458, 514, 676, to 1064 nm. The observed G-band 
blue shifts and the SWNT diameter increases, clearly 
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Fig. 6 (A) Raman spectra of PMMNSWNT composites and SWNT films in the frequency range 1500-1650 cm-' with 1064 nm 
excitation. The spectra are resolved for PMMAISWNT composites of 2.5% concentration and SWNTs. (B) Decomposition of low- 
frequency bands: (a) SWNT film with 1064 nm excitation; (b) PMMNSWNT film for 2.5% concentration with I064 nm excitation; 
(c) SWNT film with 514.5 nm excitation; and (d) PMMAJSWNT film for 2.5% concentration with 514.5 nm excitation. (%Elsevier 
Science S.A., 2000.) 

demonstrating the van der Waals interaction between 
SWNTIPMMA in the composites, in place of intertube 
interactions in the pristine SWNT. 

The interfacial interaction in SWNTIPMMA compos- 
ites can be further illustrated by Raman studies on two 
differently processed composites.'291 Fig. 7a gives the 
Raman results of melt-processed and UV-polymerized 
composites in the metallic resonant excitation energy at 
633 nm (1.96 eV). SWNT Raman spectra are used for 
reference. Comparing to both UV-polymerized compos- 
ites and pristine SWNTs, the melt-blended composite 
exhibits a significant difference in the SWNT G-band line 
shape profiles around 1590 c m ' .  The G-band in UV- 
polymerized composites retains the same Lorentzian line 
shape as that of the pristine SWNT. The broader G-band 
feature in the thermally treated composite can be fit with 
the BWF line shape for the SWNT diameter between 1.2 
and 1.6 nm in the AOT,[~'] as discussed in Fig. 3. The 
BWF line shape is the signature of metallic SWNTs 
resulting from the coupling between the phonon and the 
electronic continuum.["' The predominant metallic fea- 
ture shown in Fig. 7a demonstrates a significant increase 
of the metallic SWNT percentage in the melt-blended 
composites. The SWNT in the UV-polymerized compos- 

ite, in which PMMA exhibits no anisotropic effect, retains 
the same chirality as in the pristine SWNT sample. 

The anisotropic interfacial interaction between PMMA 
and SWNT in the melt-blended composite can be 
monitored by the PMMA backbone conformation change, 
especially when the C-H stretching in the backbone is 
amplified by Fermi resonance.'323331 The stretching sym- 
metry contributions from the backbone relative to the side 
chain are significantly different in the two composites 
examined. The relative ratio of the C-H2 stretch bands to 
the side-chain C-C and C-0 stretching mode is 30% 
higher in the melt-blended composite than that in the UV- 
polymerized composite. Schematically, the C-H2 stretch- 
ing is little affected by the anisotropic SWNTIPMMA 
interactions in Fig. 7b; however, it is hindered by isotropic 
SWNTPMMA interactions in Fig. 7c. Because the side- 
chain vibrations are not sensitive to the orientation of 
PMMAISWNT interaction, the higher intensity of the 
C-H2 stretching band suggests the likely stronger aniso- 
tropic interaction between PMMAs and SWNTs. This 
interaction is believed to cause metallic SWNT enrich- 
ment in the melt-blended composite. 

The electric conductivity increase investigated by 
Raman spectroscopy was also confirmed by composite 
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Fig. 7 (a) Raman spectra of the two PMMAISWNT composites and pristine SWNT excited at 633 nm. The G-band of SWNTs in the 
melt-blended composite around 1590 cm- ' is distinctly different. This line shape fits with the BWF line shape and is recognized as the 
signature for a metallic SWNT. The G-band in UV-polymerized composites retains the same Lorentzian line shape as in pristine SWNT. 
(b, C) Schematic illustrations of the PMMA and SWNT anisotropic and isotropic interactions in the melted-blended and UV- 
polymerized composites, respectively. The anisotropic interaction between SWNT side wall and PMMA backbone has little effect on 
side-chain vibrations, but will affect the backbone C-H2 stretch because axial stretching can be blocked by SWNTIPMMA if 
not aligned. 

dielectric  measurement^.'^^' The higher dielectric con- 
stant is obtained for the melt-blended composite than for 
the UV-polymerized composite. This is consistent with 
the possible dipole interaction enhanced by the aniso- 
tropic interaction between the PMMA and SWNT in the 
melt-blended composite. The strain-induced band gap 

possibly could also contribute to the increase 
of the metallic percentage of SWNTs in the melt- 
blended composites. 

Other Polymer Composites 

The similar interfacial interaction effect on the conduc- 
tivity in PMMAISWNT composites has been observed in 
several other polymer composites. 

The in situ-polymerized rigid polymer poly(p-phenyl- 
ene)benzobisoxazole (PBO)/SWNT composite is simi- 
larly prepared as UV-polymerized PMMAISWNT 

composites."61 Its measured conductivity remained the 
same as that of the neat polymer, possibly because of a 
lack of strong interfacial interactions in the composite, 
which is not detectable from Raman studies. 

The conductivity of polystyrene and SWNT compos- 
ites formed from a miniemulsion process increases by ten 
order of magnitude at 8.5% SWNT The 
interactions between polystyrene and SWNT in the 
composites are both exhibited in the Raman spectra. The 
SWNT G-line at 1580 cm- ' shifted to higher frequencies 
whereas the RBM upshifted. The loss of intensity of 
polymer C=C stretch modes at 1670 cm-' is also 
observed among the polystyrene Raman modes. 

Polyimide (PI)-based composites appeared to increase 
electric conductivity with SWNT loading. Conductivity 
peircolation is reached with SWNT loading between 
0.02% and 0.1%.['~' The interactions in CNTPI nano- 
composites can be controlled to increase polaron mobility 
and quantum efficiency. The Raman results of this 
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photovoltaic electrolyte material suggest the charge 
transfer mechanism correspondingly.[391 

CHARGE TRANSFER AND STRONG x 
INTERACTION IN COMPOSITE WITH 
INCREASED ELECTRIC CONDUCTIVITY 

The SWNT G-band is very sensitive to the doping and 
charge process. The Raman frequency shifts depending on 
the types of donor or acceptor. The charge transfer 
between halogen or alkali metal and SWNT was first 
demonstrated by Raman studies[401 shown in Fig. 8. The 
TM frequency shifts in the SWNT sidewall around 
1550 cmp '  show the changes in accordance with the 
corresponding diameter changes in RBM. The charge 
transfer soften mode is identified as BWF interference 
in the alkali metal-doped SWNT bundle. The n electron 

wave numbers 

Fig. 8 Raman scattering spectra for pristine SWNT bundles 
reacted with various donor and acceptor reagents. From top 
to bottom: 12Br2, pristine SWNT, Rb, and K. The backscat- 
tering spectra were taken at T = 300 K using 514.5 nm 
radiation. In the spectra for both halogen-doped SWNT bun- 
dles, a harmonic series of peaks (indicated with asterisk) is 
observed, which are identified with the fundamental stretch- 
ing frequency w,: - 220 c m  ' (I2) and - 324 cm- ' (Br2). The 
spectra have been scaled so that the strongest SWNT feature 
appears to have the same intensity. In the vicinity of the strongest 
high-frequency mode around 1550 cm- I ,  the Raman spectra for 
SWNTs doped with K or Rb are fitted with superposition of 
Lorentzian functions and an asymmetric BWF line shape on a 
linear continuum. (OMacmillan Publishers, 1997.) 

Fig. 9 1-Pyrenebutanoic acid succinimidyl ester 1 irreversibly 
adsorbing onto the sidewall of a SWNT via n-stacking. (GACS, 
2001 .) 

transfer from the carbon to the acceptor (Br2, 12) or 
donor (K, Rb) is believed to introduce both TM and 
RBM changes. 

The n-stacking of the planar pyrenylene n-moiety in 
the 1-pyrenebutanoic acid succinimidll ester with the 
CNT graphite basal plane forms a very stable self- 
assembled which changes the SWNT from 
hydrophobic to hydrophilic nature. This structure interac- 
tion was schematically illustrated in Fig. 9. Although 
Raman studies are not reported for this composite, the 
strong interaction was investigated b j  another similar 
polymer composite in terms of charge transfer. The 
Raman studies of composites of the aromatic perylene- 
doped SWNTs are believed to have a charge transfer in 
the G-band modes.[421 Fig. 10 shows the similar Raman 
shifts as observed in alkali and halogen doping in the 
SWNT. Although the strong perylene modes, such as 
1296 c m  ', are not observed in the areas investigated by 
Raman spectra, the inactive SWNT vibrational modes 
around 1542, 1549, and 1610 cmp '  in the G-band 
emerge in the composite and exhibit different degrees of 
enhancement because of perylene doping interaction. 

The PmPV composite is well studied by various 
spectroscopy techniques. PmPV is an important photo- 
voltaic and LED material in optoelectronic applications. 
The CNT composite is expected to improve device 
performance by optimizing the SWNT loading, tube 
length, and its chirality. The scanning tunneling micros- 
copy (STM) results indicate that PmPV, as a coiling 
polymer, is interacting with SWNT with periodical 
surface wrapping,[431 as shown in Fig. 11. The wrappings 
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Fig. 10 Typical Raman spectra in different areas. (a) Spectrum 
of pristine nanotube G-band is fitted by Lorentzian curves 
peaking at 1559 c m  ' (E2, mode), 1569 c m  ' (Al,), 1594 
cm- ' (AI,+EI, modes), and 1609 cm- ' (E2, mode). (b) 
Spectrum of perylene-doped tubes in zone B. (c) Signatures of 
perylene-tube interaction after subtraction of the asymmetric 

are refractive and conform to the sidewall lattice structure 
of the SWNT. The electric conductivity increased up to 
eight orders of magnitude at 8.5% MWNT loading. At less 
than 7% SWNT loading, an increase of one order of 
magnitude to 1.5 x lop9  S/m was observed; between 7% 
and 11% loading, an increase in conductivity of eight 
orders of magnitude has been observed; whereas the 
conductivity plateaus to 3 S/m after 36% loading.r441 The 
interactions in the composite possibly enhance polaron 
mobility through the change of the polymer backbone 
conformation and through a better hopping and tunneling 
path. It is believed that PmPV significantly reduces 
electron delocalization and vibrational freedom after the 
interaction with SWNT in the composite. 

The dependence of increased conductivity on CNT 
loading in the composites is established by Raman studies 
under resonant conditions of the semiconducting and 
metallic SWNTs, respectively.r451 At 676 nm wavelength 
excitation resonant with the metallic SWNT, the polymer 
vinylene ~tretch mode at 1627 cm- ' evolves into two 
well-defined modes at 1630 and 1625 cm- I. The SWNT 
TM of 1598 cmp ' is simultaneously downshifted to 
1593 c m ' .  whereas the 1568 cm-I mode disappears. 
The RBMs measured with laser excitation energies res- 
onant at the semiconducting condition display the 
upshifts by about 7 c m  '; the relative intensity ratio 
of the individual frequencies is also changed. The 

background and of the growing fluorescence background in zone Fig. 11 STM image of two PmPV-coated SWNTs lying on 
B. (dl Spectrum of perylene-doped tubes in another area. HOPG substrate. The ordered coating can be seen in the tube on 
(c)Elsevier Science B.V., 2002.) the right. There are two Individual tubes on the left, separating at 

the. bottom. (:( )ACS, 2002.) 
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SWNT diameter distributions derived from Eq. 1 
indicate that the diameters shift toward smaller size 
distribution in the composites. However, the D-band to 
G-band ratio is significantly changed, which suggests 
that sp3 carbon may act as the active site that interacts 
with PrnPV. The spectroscopy evidence of these vibra- 
tion symmetry changes from both PmPV and SWNT, 
combined with STM studies, show the helix wrapping of 
PmPV backbone around the MWNT sidewall with strong 
interactions. The luminescence study shows no quench- 
ing, which is usually associated with the charge transfer 
mechanism. Therefore it can be concluded that the com- 
posite conductivity increases are because of the PmPV 
backbone's strong K-K interactions with the SWNT 
sidewall, rather than charge transfer mechanism. 

The majority of the pristine LED polymer materials 
needed to be doped to achieve high-enough carrier mobility 
for device application. The polaron and bipolaron ratio not 
only reflects the conductivity of the composite, but also is 
the direct result of the symmetry change of the polymer 
because of the interaction of the CNT with the polymer. 

The electropolymerized polypyrrole (PPy)/CNT thin 
film composite has attracted considerable attention. 
Being a conjugated polymer, PPy has strong electron 
and phonon interactions (called polaron) in the lattice. It 
resembles an ionic lattice, so bipolaron can form through 
interactions between neighboring polarons. Two signif- 
icant changes in the MWNT symmetry mode are shown 
in the curve-fitting results of Raman spectra at 633 nm 
e ~ c i t a t i 0 n . l ~ ~ ~  First, the defect-induced MWNT shoulder 
peak D' at 1612 c m '  substantially decreased after the 
composite film formation. The normalized intensity ratio 
of D-band to G-band significantly decreases from 2.5 in 
the MWNT arrays to 0.4 in the composite film. This 
indicates that the MWNT sidewall sp3 graphitic carbon 
interacts with PPy. The observed decrease of the D-band 
intensity is similarly demonstrated in the PmPVISWNT 
composite as Therefore the symmetry of both 
MWNT and PPy is expected to change. Examine the 
bipolaron (labeled with *) and polaron (labeled with t) 
pair[47~ in . Fig. 12. MWNT composites have much higher 
bipolaron contributions than in the CPE composite. 
Furthermore, bipolaron-only[481 mode at 1247 cm- ' is 
only observed in the MWNTIPPy composite film. 
However, the polaron mode at 1044 cmp' is more 
predominant in the CPEIMWNT film. In addition, the 
skeletal band[491 C-N stretching mode at 1487 cmp' 
shoulder is higher in the MWNTPPy composite, indi- 
cating stronger backbone vibrations. All the Raman 
results suggest better PPy backbone conjugation in the 
MWNT composite than that in the CPE composite. When 
PPy electropolymerized onto the highly orientated elec- 
trode array, its backbone conforms to the MWNT 
sidewall. Therefore the polymer chain deformations, 
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Fig. 12 Raman spectra of PPY electropolymerized at 
(a) MWNT array electrode, and (b) at carbon paste electrode. 
In the MWNTPPy composite, the dipolaron modes at 986 
and 105 1 cm- ' (labeled with *) corresponding to polaron modes 
(labeled with t) 986 and 105 1 c m  ' are much higher than that in  
the CPElPPy composite. The bipolaron mode at 1247 cm- is 
only observed in the MWNTPPy composite. However, the 
polaron mode at 1044 cmpl is more predominant in the 
CPEIMWNT film. The skeletal band C-N stretching mode at 
1487 cm- shoulder is higher in the MWNTPPy composite, 
indicating stronger backbone vibrations. 

kinks, twists, and angle distortions between aromatic 
ring planes can be reduced. The high bipolaron density 
enhances conjugation in the MWNTPPy composite film. 
Thus the resultant film is structurally very stable and 
highly conductive. This preferred configuration is con- 
firmed by the SEM image of the MWNT after composite 
formation. The remarkable uniformitj. of this widely 
~ t u d i e d ' ~ ~ , ~ "  composite film can be understood because 
of its unique nanostructural interactions. 

Recently, Raman analyses have become a powerful 
technique to identify the separation of metallic and 
semiconductor SWNTs in both the bulk quantity and the 
nanoscale approach. 

Resonant Raman analysis is used to probe the conduc- 
tivity of SWNTs treated in the polar organic solvent, with 
octadecylamine (ODA) possibly self-assembled onto 
SWNTS.[~~]  The Raman line shape analysis around fre- 
quency of TMs is used for gauging semiconducting and 
metallic features under the respective resonant conditions. 
The resonant Raman spectroscopy concludes the pre- 
dominant semiconducting and metallic compositions in 
the supernatant and precipitant, respectively. 
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Raman study of CNT conductivity has also been 
successful in nanode~ices.~~" Both RBM and TM fre- 
quencies are used to analyze compositions in the electrode 
and in the suspension after the a.c. electric field on a pair 
of microelectrodes laid out on the oxidized Si substrate. 
The induced dipole moment migrates the metallic SWNTs 
to the electrodes, leaving the semiconducting SWNT in 
the suspension. The polarized Raman also shows the 
highly aligned nanotube along the electric field. In this 
application, the in situ microscopic Raman probe demon- 
strates the ideal technique to study CNT conductivity 
beyond macroscopic chemical environments. 

CONCLUSION 

Recent research progress in Raman spectroscopy demon- 
strates that it is an ideal technique to study the electronic 
conductivity of the CNT and polymer composites in two 
approaches. In the first approach, the vibration symmetry 
studies of the CNT and polymer are directly correlated 
with conductivity measurements, providing possible 
mechanisms of the composite electronic conductivity 
change caused by nanostructural interactions. In the 
second approach, ' Raman spectroscopy directly probes 
the composite electronic DOS band gap through resonant 
scattering. The implications of interfacial interaction, as 
well as charge transfer between the constituent compo- 
nents in the composite are studied by Raman spectrosco- 
py. The Rarnan spectroscopy study will guide processing 
conditions, including thermal treatment and shear field 
strength, as well as polymerization specifications for 
better control in electronic and optical applications. 

REFERENCES 

1. Saito, R.; Dresselhaus, G.; Dresselhaus, M.S. 
Physical Properties of Carbon Nanotubes; Imperial 
College Press: London, 1998. 

2. Wagner, H.D.; Lourie, 0 . ;  Feldman, Y.; Tenne, R. 
Stress-induced fragmentation of multiwall carbon 
nanotubes in a polymer matrix. Appl. Phys. Lett. 
1998, 72, 188. 

3. Schadler, L.S.; Giannaris, S.C.; Ajayan, P.M. Load 
transfer in carbon nanotube epoxy composites. Appl. 
Phys. Lett. 1998, 73, 3842. 

4. Chen, Y.-C.; Raravikar, N.R.; Schadler, L.S.; 
Ajayan, P.M.; Zhao, Y.P.; Lu, T.-M.; Wang, 
G.-C.; Zhang, X.-C. Ultrafast optical switching 
properties of single-wall carbon nanotube polymer 
composites at 1.55 pm. Appl. Phys. Lett. 2002, 81 
(6), 975. 

5. Landi, B.J.; Raffaelle, R.P.; Heben, M.J.; Alleman, 

J.L.; Van Derveer, W.; Gennett, T. Single wall 
carbon nanotube-nafion composite actuators. Nano 
Lett. 2002, 2 (2), 1329. 
Baughman, R.; Cui, C.; Zakhidov, A.A.; Iqbal, 
Z.B.J.N.; Spinks, G.M.; Wallace, G.G.; Mazzoldi, 
A.; De Rossi, D.; Rinzler, A.G.; Jaschinski, 0 . ;  
Roth, S.; Keresz, M. Carbon nanotube actuators. 
Science 1999, 284, 1340. 
Kymakis, E.; Amaratunga, G.A.J. Single-wall car- 
bon nanotubelconjugated polymer photovoltaic 
devices. Appl. Phys. Lett. 2002, 80 (I), 1 12. 
Curran, S.A.; Ajayan, P.M.; Blau, W.J.; Carroll, 
D.L.; Coleman, J.N.; Dalton, A.B.; Davey, A.P.; 
Drury, A.; McCarthy, B.; Maier, S.; Strevens, A. A 
composite from poly(m-phenylenevinylene-co-2,5- 
dioctoxy-p-phenylenevinylene) and carbon nano- 
tubes: A novel material for molecular optoelectron- 
ics. Adv. Mater. 1998, 10, 1091. 
Alexandrou, I.; Kymakis, E.; Amaratunga, G.A.J. 
Polymer-nanotube composites: Burying nanotubes 
improves their field emission properties. Appl. Phys. 
Lett. 2002, 80, 1435. 
Muisener, P.A. O'Rourke; Clayton, L.; D'Angelo, 
J.; Harmon, J.P.; Sikder, A.K.; Kumar, A.; Cassell, 
A.M.; Meyyappan, M. Effects of gamma radiation 
on poly(methy1 methacry1ate)lsingle-wall nanotube 
composites. J. Mater. Res. 2002, 17, 2507. 
Chung, D.D.L. Electromagnetic interference shield- 
ing effectiveness of carbon materials. Carbon 2001, 
39, 279. 
Yacoby, Y.; Enrenfreund, E. Light Scattering in 
Solids VI. In Topics in Applied Physics; Cardona, 
M., Giintherodt, G., Eds.; Springer: Heidelberg, 
1991; Vol. 68. 
Rao, R.; Richter, E.; Bandow, S.; Chase, B.; Eklund, 
P.C.; Williams, K.A.; Fang, S.; Subbaswamy, K.R.; 
Menon, M.; Thess, A.; Smalley, R.E.; Dresselhaus, 
G.; Dresselhaus, M.S. Diameter-selective Raman 
scattering from vibrational modes in carbon nano- 
tubes. Science 1997, 275, 187. 
Klein, M.V. Light Scattering in Solids I; Cardona, 
M., Ed.; Springer-Verlag: Berlin, 1983; 169. 
Brown, S.D.; Corrio, P.; Marucci, A.; Dresselhaus, 
M.S.; Pimenta, M.A.; Kneipp, K. Anti-stokes 
Raman spectra of single-walled carbon nanotubes. 
Phys. Rev., B. 2000, 61, R5137. 
Jorio, A.; Saito, R.; Hafner, J.H.; Lieber, C.M.; 
Hunter, M.; McClure, T.; Dresselhaus, G.; Dressel- 
haus, M.S. Structural (n, m) determination of 
isolated single-wall carbon nanotubes by resonant 
Raman scattering. Phys. Rev. Lett. 2001, 86 (6), 
11 18. 
Alvares, L.; Righi, A.; Guillard, T.; Rols, S.; 
Anglaret, E.; Laplaze, D.; Sauvajol, J.L. Resonant 



Raman study of the structure and electronic 
properties of single-wall carbon nanotubes. Chem. 
Phys. Lett. 2000, 316, 186. 
Debarre, A.; Jaffiol, R.; Richard, A.; TchCnio, P. 
Raman hyperspectral imaging applied to chemical 
co-localization in diluted samples of perylene- 
doped nanotubes. Chem. Phys. Lett. 2002, 366, 
274. 
Liu, Y.; Hwang, B.-J. Identification of oxidized 
polypyrrole on Raman spectrum. Synth. Met. 2000, 
113, 203. 
Iriyama, Y.; Hanawa, M. Plasma polymerization of 
pyrrole and structures and properties of the poly- 
merized films. Polym. J. 2001, 33, 419. 
Chen, G.Z.; Shaffer, M.S.P.; Coleby, D.; Dixon, G.; 
Zhou, W.; Fray, D.J.; Windle, A.H. Carbon 
nanotube and polypyrrole composites: Coating and 
doping. Adv. Mater. 2000, 12 (7), 522. 
Chen, J.H.; Huang, Z.P.; Wang, D.Z.; Yang, S.X.; 
Wen, J.G.; Ren, Z.F. Electrochemical synthesis of 
polypyrrole/carbon nanotube nanoscale composites 
using well-aligned carbon nanotube arrays. Appl. 
Phys., A 2001, 73, 129. 
Wei, C.; Srivastava, D.; Cho, K. Thermal expansion 
and diffusion coefficients of carbon nanotube- 
polymer composites. Nano Lett. 2002, 2 (6), 647. 
Cinke, M.; Li, J.; Chen, B.; Cassell, A.; Delzeit, L.; 
Han, J.; Meyyappan, M. Pore structure of raw and 
purified HiPco single-walled carbon nanotubes. 
Chem. Phys. Lett. 2002, 365, 69. 
Liao, K.; Li, S. Interfacial characteristics of a carbon 
nanotube-polystyrene composite system. Appl. 
Phys. Lett. 2001, 79, 4225. 
Sandler, J.; Shaffer, M.S.P.; Prasse, T.; Bauhofer, 
W.; Schulte, K.; Windle, A.H. Development of a 
dispersion process for carbon nanotubes in an epoxy 
matrix and the resulting electrical properties. 
Polymer 1999, 40, 5967. 
Haggenmuller, R.; Gommans, H.H.; Rinzler, A.G.; 
Fischer, J.E.; Winey, K.I. Aligned single-wall 
carbon nanotubes in composites by melt processing 
methods. Chem. Phys. Lett. 2000, 330, 219. 
Stephan, C.; Nguyen, T.P.; Lamy de la Chapelle, 
M.; Lefrant, S.; Journet, C.; Bernier, P. Character- 
ization of single-walled carbon nanotubes-PMMA 
composites. Synth. Met. 2000, 108, 139. 
Chen, B.; Cinke, M.; Li, J.; Meyyappan, M.; Chi, Z.; 
Harmon, J.P.; Muisener, P.A.O.; Clayton, L.; 
D'Angelo, J. Modifying electronic property of the 
single-walled carbon nanotube through anisotropic 
polymer interaction: A Raman study. Adv. Funct. 
Mater., submitted for publication. 
Kataura, H.; Kumazawa, Y.; Maniwa, Y.; Umezu, 
U.; Suzuki, S.; Ohtsuka, Y.; Achiba, Y. Optical 

Raman Spectroscopy Studies of Carbon Nanotube-Polymer Composites 

properties of single-wall carbon nanotubes. Synth. 
Met. 1999, 103, 2555. 
Brown, S.D.M.; Jorio, A.; Corio. P.; Dresselhaus, 
M.S.; Dresselhaus, G.; Saito, R.; Kneipp, K. Origin 
of the Breit-Wigner-Fano lineshape of the tangen- 
tial G-band feature of metallic carbon nanotubes. 
Phys. Rev., B 2001, 63, 155414. 
Bulkin, B.J.; Krishnamachan, A. Vibrational spectra 
of liquid crystals: IV. Infrared and Raman spectra of 
phospholipid-water mixtures. J. Am. Chem. Soc. 
1972, 94, 1109. 
Gabor, B.P.; Peticolas, W.L. On the quantitative in- 
terpretation of bromembranal structure. Raman spec- 
troscopy. Biochim. Biophys. Acta 1977,465,260. 
Chen, B.; Li, J.; Lu, Y.; Cinke, M.; Au, D.; 
Partridge, H.; Meyyappan, M.; Harmon, J.P.; 
Muisener, P.A.O.; Clayton, L.; D'Angelo, J. Char- 
acterizations of enriched metallic single-walled 
carbon nanotubes in polymer composite. Macromol. 
Symp., submitted for publication. 
Yang, L.; Han, J. Electronic structure of deformed 
carbon nanotubes. Phys. Rev. Lett. 2000,85 (1). 154. 
Kumar, S.; Dang, T.D.; Arnold, F.E.; Bhattachar- 
yya, A.R.; Min, B.G.; Zhang, X.; Varia, R.A.; Park, 
C.; Adams, W.W.; Hauge, R.H.; Smalley, R.E.; 
Ramesh, S.; Willis, P.A. Synthesis, structure, and 
properties of PBOISWNT composites. Macromole- 
cules 2002, 35, 9039. 
Barraza, H.J.; Pompeo, F.; O'Rear, E.A.; Resasco, 
D.E. SWNT-filled thermoplastic and elastomeric 
composites prepared by miniemulsion polymeriza- 
tion. Nano Lett. 2002, 2 (8), 797. 
Park, C.; Ounaies, Z.; Watson, K.A.; Crooks, R.E.; 
Smith, J., Jr.; Lowether, S.E.; Connell, J.W.; Siochi, 
E.J.; Hanison, J.S.; St. Clair, T.L. Dispersion of 
single wall carbon nanotubes by in situ polymeri- 
zation under sonication. Chem. Phys. Lett. 2002, 
364, 303. 
Wise, K.E.; Park, C.; Siochi, E.J.; Harrison, J.S. 
Stable dispersion of single wall carbon nanotubes in 
polyimide: The role of noncovalent interactions. 
Chem. Phys. Lett., submitted for publication. 
Rao, A.M.; Eklund, P.C.; Bandow, S.; Thess, A.; 
Smalley, R.E. Evidence for charge transfer in doped 
carbon nanotube bundles from Raman scattering. 
Nature 1997, 388, 257. 
Chen, R.J.; Zhang, Y.; Wang, D.; Dai, H. Non- 
covalent sidewall functionalization of single-wall 
carbon nanotubes for protein immobilization. J. Am. 
Chem. Soc. 2001, 123, 3838. 
DCbarre, A,; Jaffiol, R.; Richard. A.; TchCnio, P. 
Raman hyperspectral imaging applied to chemical 
co-localization in diluted samples of perylene-doped 
nanotubes. Chem. Phys. Lett. 2002, 366, 274. 



Raman Spectroscopy Studies of Carbon Nanotube-Polymer Composites 3279 

McCarthy, B.; Coleman, J.N.; Czenv, R.; Dalton, 
A.B.; in het Panhauis, M.; Maitis, A.; Drury, A.; 
Bernier, P.; Nagy, J.B.; Lahr, B.; Byrne, H.J.; 
Carroll, D.L.; Blau, W.J. A microscopic study of 
interactions between carbon nanotubes and a conju- 
gated polymer. J. Phys. Chem., B 2002, 106, 2210. 
Coleman, J.N.; Curran, S.; Dalton, A.B.; Davey, 
A.P.; McCarthy, B.; Blau, W.; Barklie, R.C. 
Percolation-dominated conductivity in a conju- 
gated-polymer-carbon-nanotube composite. Phys. 
Rev., B 1998, 58 (12), R7492. 
Dalton, A.B.; Stephan, C.; Coleman, J.N.; 
McCarthy, B.; Ajayan, P.M.; Lefrant, S.; Bernier, 
P.; Blau, W.J.; Byrne, H.J. Selective interaction of a 
semiconjugated organic polymer with single-wall 
nanotubes. J. Phys. Chem., B 2000, 104, 10012. 
Chen, B.; Li, J. ;  Delzeit, L.; Partridge, H.; 
Meyyapan, M. Raman analysis of in-situ electro- 
polymerized carbon nanotube and polypyrrole 
composite. Nano Lett., submitted for publication. 
Mikat, J.; Orgzall, I.; Hochheimer, H.D. Raman 
spectroscopy of conducting polypyrrole under high 
pressure. Phys. Rev., B 2002, 65, 174202. 
Furukawa, Y.; Tazawa, S.; Fujii, Y.; Harada, I. 

Raman spectra of polypyrrole and its 2,s-13c- 
substituted and C-deuterated analogues in doped 
and undoped states. Synth. Met. 1988, 24, 329. 

49. Jenden, C.M.; Davidson, R.G.; Turner, T.G. A 
Fourier transform-Raman spectroscopic study of 
electrically conducting polypyrrole films. Polymer 
1993, 34, 1649. 

50. Chen, J.H.; Huang, Z.P.; Wang, D.Z.; Yang, S.X.; 
Li, W.Z.; Wen, J.G.; Ren, Z.F. Electrochemical 
synthesis of polypyrrole films over each of well- 
aligned carbon nanotubes. Synth. Met. 2002, 125, 
289. 

5 1. Gao, M.; Huang, S.; Dai, L.; Wallace, G.; Gao, R.; 
Wang, Z. Aligned coaxial nanowires of carbon 
nanotubes sheathed with conducting polymers. 
Angew. Chem., Int. Ed. Engl. 2000, 39, 3664. 

52. Chattopadhyay, D.; Galeska, I.; Papadimitrakopou- 
los, F. A route for bulk separation of semiconduct- 
ing from metallic single-wall carbon nanotubes. J. 
Am. Chem. Soc. 2003, 125, 3370. 

53. Krupke, R.; Hennrich, F.; v. Lohneysen, H.; Kappes, 
M. Separation of metallic from semiconducting 
single-walled carbon nanotubes. Science 2003, 301, 
344. 





Ring Structures from Nanoparticles and 
Other Nanoscale Building Blocks 

Zhen Liu 
Rastislav Levicky 
Columbia University, New York, New York, U.S.A. 

INTRODUCTION 

Over the last two decades nanomaterials have attract- 
ed growing interest because of their unique, potentially 
useful electronic, magnetic, and optical properties. For 
example, carbon nanotubes possess tunable electronic 
structure from metals to insulators. Nanoparticles can act 
as "artificial atoms" which, when assembled into meso- 
or macroscopic structures may lead to novel functional 
materials. Thus self-assembled particle arrays not only 
preserve the properties of individual particles but can also 
exhibit new behaviors due to interparticle correlations and 
coupling. The ability to organize nanoscale components 
into specific geometrical arrangements, with defined in- 
terconnections, underpins much of their promise for future 
applications as well as current fundamental studies. Here 
we focus on the organization of nanoparticles and, to a 
lesser extent, other nanoscopic building blocks into 
ringlike arrangements ranging over five decades of length 
scale, from macroscopic (- 1 mm) to nanoscopic (- 10 
nm). In addition to the simple geometry or a ring, a variety 
of other arrangements have been realized. For example, 
following earlier reports of close-packed crystalline 
nanoparticle superstructures,"-51 Korgel et al. analyzed 
nanoparticle self-assembly into superlattices in detail 
highlighting the effects of size-selection, ligand coverage, 
and interparticle attraction.[" Detailed reviews on the 
fabrication and properties of nanoparticle superlattices are 
now a ~ a i 1 a b l e . l ~ ~ ~ '  Other efforts have focused on organiz- 
ing nanoparticles according to highly specific biological 
 interaction^[^-^^] or using self-organized polymeric media 
such as block copolymers to spatially template nanopar- 
ticle synthesis and d i s t r i b ~ t i o n . ~ ~ ~ - ~ ~ '  Albeit the focus of 
this review restricts it from broadly considering the 
general theme of nanomaterial self-assembly, the above 
and related efforts continue to make critical advances 
toward functional materials and devices incorporating 
nanoscale components. 

The formation of ringlike assemblies, whether over 
macroscopic or nanoscale dimensions, is intriguing for 
reasons other than simple curiosity about their physical or 
chemical origin. Thus continuous rings, for example, will 
develop circulating currents when magnetic flux is applied 

across the ring.[291 This "persistent" current has a pe- 
riodicity as a function of the enclosed magnetic flux. 
Moreover, the electronic states of the ring are likewise 
functions of the applied field, leading to magnetically 
tunable optical and other properties that, in addition to 
being fundamentally interesting, may provide unique 
capabilities in applications. While a variety of routes to 
microscopic rings have been reported, including lithogra- 
phy,[301 direct chemical synthesis,["'] and diffusive coales- 
cence on free liquid surfaces,r32J self-assembly of ring 
structures using wetting and capillary phenomena has 
perhaps been the most common. By its nature, self-as- 
sembly often provides a facile fabrication route, and gen- 
erally similar methods can be effectively used to organize 
different particle types, making these methods fairly 
general. In what follows, various mechanisms that have 
led to the formation of ring structures will be described. 

SELF-ASSEMBLY OF MACROSCOPIC RINGS 

Ringlike patterns formed by precipitated solute particles 
that are visible to the naked eye, such as coffee rings, are 
familiar phenomena. The formation of macroscopic 
(- 1 mm to - 1 cm) ring patterns from nonwetting drop- 
lets placed on a solid support was investigated by Deegan 
et al.["] The mechanism presented by these authors 
invoked pinning of the contact line of the drying droplet 
as the carrier solvent evaporates. In order to maintain 
the contact line pinned at its initial position in the face 
of continued evaporation, a capillary flow of solvent is 
engendered from the interior of the droplet to its perim- 
eter. Dispersed solute particles are carried by this resulting 
outflow to the edge where they accumulate (Fig. la). 
When the droplet fully dries, a ringlike residue consisting 
of the accumulated particles remains. Notably, in this 
mechanism the ring formation is largely independent of 
the nature of the underlying surface, the deposited solute 
palrticles, and the carrier solvent. Maenosono and collab- 
orators formed millimeter scale annular rings by precip- 
itating 4-6-nm CdS and CdSe nanoparticles from a sus- 
pension droplet (Fig. lb).1341 These authors postulated 
that, in addition to the pinning of the droplet's contact line 
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Fig. 1 (a) Motion of microspheres driven by the capillary flow 
of solvent from the interior to the periphery in an evaporating 
water droplet.[331 (b) Optical microscope photograph of a CdS 
ring with an outer diameter of 0.23 cm. (From Ref. [34].) (View 
this art in color at www.dekker.com.) 

as discussed by Deegan et al., convection from the sus- 
pension droplet to its perimeter where ring assembly 
occurs could be driven by the capillary pressure from 
the meniscus curvature within the porous, drying ring of 
nanoparticles. In this model, the capillary pressure 
produces an effective pressure-driven suction of solvent 
into the ring. Both mechanisms are potentially operative 
in the formation of macroscopic rings of nanoparticles 
and provide useful insights into how such arrays may 
be assembled. 

SELF-ASSEMBLY OF MICRON-SIZED RINGS 

A number of investigators reported micron-scale annular 
ring assemblies of various nanometer subunits such as 
nanocrystals, nanotubes, and even small organic mole- 
cules. The origins of these microscopic structures are 
likely very different from those of macroscopic rings. 
Ohara and Gelbart observed micron-sized rings of nano- 
particles,[351 possibly originating from the accumulation 
of particles along the rims of dewetting holes formed 
during the evaporation of nanoparticle suspensions on 
solid supports.[361 In these studies, the particle suspensions 
wetted the underlying support. Maillard and coworkers 
presented that thermocapillary flows engendered within 
an evaporating particle suspension could also lead to 
microrings and even hexagonal meshes of nano- 

Stowell and Korgel observed the self- 
assembly of nanoparticles into rings and honeycomb 
networks.[391 The selection of a particular geometry was 
attributed to the variation of the thermal susceptibility of 
the suspension's surface tension because of the presence 
of nanoparticles, triggering a transition from hole nucle- 
ation in the evaporating film to Marangoni instability- 
induced convective flow. Microrings formed from other 
materials include a report by Schenning et al. of such 
structures generated from disk-like porphyrin molecules. 
These authors suspected that the rings formed as a result 

of hole nucleation possibly induced by foreign parti- 
c l e ~ . ' ~ ~ ]  In the following discussion some of these mech- 
anisms are examined in greater detail. 

Thermocapillary Mechanisms 

As discussed by Maillard et al. and convec- 
tive flow driven by variations in surface tension at the free 
interface of a thin evaporating liquid film can engender 
film rupture and hence the formation of holes or dry 
patches around which nanoparticles deposit. The physical 
origins of thermocapillary flows in liquid films have been 
well documented (e.g., see Ref. [41] for a review). For 
sufficiently thin (less than about 1 mm) volatile liquid 
films, evaporation generates a temperature gradient be- 
tween the film's lower and upper boundaries due to the 
removal of latent heat, leaving the free upper surface 
cooler. Local fluctuations in the extent of cooling cause 
variations in the interfacial tension of this interface, with 
surface tension y typically decreasing with temperature T 
according to a thermal coefficient B= - dyldT. As a result, 
the liquid from warmer surface regions where the 
interfacial tension is lower is pulled along the surface to 
spread over the cooler regions, where it is forced to move 
downward into the film as it cannot accumulate without 
limit. Simultaneously, warm liquid is fed upward to the 
warmer surface regions. Viscous coupling propagates this 
convective flow throughout the film to establish three- 
dimensional convective cells as illustrated in Fig. 2. 

As evaporation proceeds, the thinning film may even- 
tually rupture at the accompanying depressions, exposing 
the nearly bare substrate to form holes.[42A' Evaporation 
andor  interfacial dewetting then drive the growth of 
the holes. When film rupture and subsequent hole growth 
occur in a suspension layer of nanoparticles. the particles 
can collect at the expanding hole rims eventually leaving 
behind drying patterns in the shape of rings (Fig. 3a). 
Possibly, the hole rims become pinned before complete 
drying of the film due to a build-up of frictional 

High surface tension 
Low surface tension ! 

Fig. 2 Illustration of thermocapillary convective flows in 
volatile liquid films. The mean temperature drop across the film 
is AT. i is a characteristic wavelength of the induced con- 
vective cells. 
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Fig. 3 (a) Microrings formed from femte nanocrystals precipitated out of hexane after deposition on a TEM grid under (b) A 
microring of organically functionalized Ag nanocrystals precipitated out of hexane solution.[351 (c) Porphyrin rings generated from 
evaporating chloroform solutions.'401 (d) Microrings of gold nanocrystals prepared by spin coating from octane solutions on a polymer 
film (surface defects were indicated by red circles). (e) Nanotube rings fbrmed after irradiation of bulk suspensions with ultrasound. 
(From Ref. [SO].) (View this art in color at www.dekker.com.) 

interaction between particles accumulated at the hole rim 
and the underlying surface. 

A dimensionless Marangoni number, M,=(BATh)I 
( ~ v K ) ,  is customarily used to compare the time scale for 
the propagation of temperature disturbances across the 
thickness of the film with that needed to establish 
convective f l o ~ . ' ~ ~ , ~ ~ '  Temperature perturbations leading 
to the establishment of convective flow must be suffi- 
ciently long lived, corresponding to a critical Ma value 
above which convective flow becomes possible, and 
below which Marangoni instabilities will not appear. The 
critical Ma depends on the boundary conditions at the 
film's At the most basic level, convective 
flow is favored by greater temperature variation across 
the film (AT), film thickness (h), and susceptibility of 
interfacial tension to variation in temperature (B), but 
is suppressed by increases in the liquid's kinematic vis- 
cosity (v),  density (p), or thermal diffusivity (K). 

Wetting Mechanisms 

For apolar liquids and surfaces interacting purely via long- 
range dispersive forces, a drop of solvent placed on a solid 
support is typically characterized as either "wetting," 
meaning it thins so as to fully cover the support, or 
"nonwetting," meaning it beads up and forms a finite 
contact angle with the solid support. More completely, a 
set of classification rules can be devised that incorporate 
not only long-range apolar interactions but also short- 
range "contact" forces due to polar  interaction^.'^^' By 
appropriate balancing of short polar and long-range apolar 
interactions, additional wetting states become possible 

including coexistence of thin wetting films with macro- 
scopic, nonwetting droplets, and of dewetting thin films 
even when thicker layers of the same liquid wet. In 
considering the formation of microring assemblies from 
evaporating films, the approximation of either strictly 
(i.e:., irrespective of film thickness) wetting or nonwetting 
liquids is usually sufficient as the surfaces and organic 
solvents used have been largely apolar in nature. 

Ohara and Gelbart theoretically analyzed microring 
formation from evaporating particle suspensions when 
the suspension wets the surface.[351 Their analysis was 
motivated by accompanying experiments in which dilute 
narioparticle solutions in wetting organic solvents such as 
hexane or toluene were spread on carbon-coated TEM 
grids and allowed to Drying patterns consisting of - I -ym-diameter rings were found (Fig. 3b). As a wetting 
liquid film evaporates, it will continue to thin until the 
film thickness decreases to nearly molecular dimensions, 
on the order of a few nanometers. At this stage, further 
thinning leads to increasing loss of attractive liquid-liquid 
dispersive interactions, which prefer to thicken the film. 
Ohara and Gelbart argue that, rather than dry uniformly to 
zero thickness, the film may seek to maintain a minimal 
thickness t, to counteract the loss of favorable liquid- 
liquid interactions, following a previous theoretical 
analysis for nonvolatile liquid films by de ~ e n n e s . [ ~ ~ '  In 
their model, as evaporation proceeds, the drying film will 
develop holes which will expand so as to maintain 
remnant wetted regions at the thickness t,. The holes 
would open once the film thickness decreases sufficiently 
for free energy barrier to hole nucleation to become 
comparable to the thermal background kT, where k is the 
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Boltzmann constant. For typical solvents this occurs at 
thicknesses of --I nm. Once holes open and grow, 
nanoparticles can collect at the receding rims in a manner 
analogous to that described above for thermocapillary 
flows, leaving behind drying patterns in the shape of rings. 
Alternately, for sufficiently thin wetting films, holes can 
nucleate simply by spontaneous local evaporation of 
liquid molecules to form a dry patch or because of the 
presence of surface heterogeneities (e.g., a small non- 
wettable region). 

Schenning et al. observed micron-sized ring assemblies 
composed of porphyrin molecules.[401 Their experimental 
procedure was similar to those used to form rings of 
nanoparticles. A droplet of porphyrin molecules in a 
solvent such as chloroform was placed on a substrate and 
allowed to evaporate for 10 sec, followed by draining of 
the remaining solution with filter paper. These authors 
suggested that the ringlike patterns originate from the 
nucleation of holes engendered by possibly combined 
influences of 1) nonwetability of the surface by the liquid; 
2) progressive thinning of the liquid due to evaporation; 
and 3) deposition of foreign particles (e.g., from the labo- 
ratory ambient) that lowers the free energy bamer for hole 
nucleation. As the holes nucleate and grow, porphyrin 
molecules would accumulate at the rim increasing their 
concentration. Eventually, the concentration will exceed 
solubility and a condensed porphyrin phase will precip- 
itate out to form the ring structures (Fig. 3c). 

Liu and Levicky observed that spin coating of na- 
noparticles from organic solvents on polymer films 
produced micron-sized rings very similar to those reported 
by Ohara et al. and others.[35401 Spin coating instead of 
droplet drying was used to better control deposition 
conditions. Samples for transmission electron microscopy 
(TEM) were prepared as reported previously.[281 From 
TEM micrographs, these authors identified that micro- 
rings formed around defects in the polymer film (Fig. 3d). 
Based on this evidence, ring formation was attributed to 
defect-induced nucleation of holes in the spin-coated 
particle solution followed by particle accumulation at the 
hole rims, leaving microring drying patterns as discussed 
above. The defects appear white in the images (Fig. 3d), 
suggesting that the polymer film is thinner (possibly 
punctured) at those locations. Others have similarly 
connected surface topography with nucleation of holes 
and subsequent formation of drying patterns. For example, 
step edge defects on highly oriented pyrolytic graphite 
surfaces led to the formation of ringlike patterns from 
drying collagen solutions.1491 

Microring assembly will, in general, also depend on 
other factors such as solute concentration and evaporation 
speed. Clearly, rings cannot form if the solute (e.g., 
nanoparticle) concentration is too low because of the 
insufficiency of available material. Moreover, microring 

formation, at least in wetting systems, appears favored by 
faster rates of evaporation. For instance, in experiments by 
the present authors in which nanoparticle suspensions 
were spin coated from relatively low volatility, wetting 
solvents such as octane, microrings did not form if the 
deposition speed was below 100 rpm or if static 
evaporation was used. Presumably, under such wetting 
conditions, a nucleated hole can quickly seal unless 
solvent evaporation from the hole rim is sufficient to 
ensure hole growth. 

Other Types of Microrings 

Microrings of carbon nanotubes hake also been re- 
ported.'503511 Martel and coworkers obherved microrings 
of single-walled carbon nanotubes (SWNTs) following 
ultrasound irradiation of nanotubes in a warm solution 
of sulfuric acid and hydrogen peroxide (Fig. 3e). This 
process shortens the SWNTs and evidently can cause 
them to coil into rings. The physical origin of coiling was 
suggested to stem from tube bending due to the nucleation 
of bubbles on the hydrophobic surfaces of the SWNTs 
during ultrasound irradiation, followed by subsequent 
bubble collapse. Once a tube becomes coiled into a ring, 
the strain energy of bending can be balanced by physical 
van der Waals attraction along the nanotubes. This ren- 
ders the rings highly permanent, sufficiently so that they 
can be recovered by filtering. High yields of rings, up to 
50%, were reported. 

SELF-ASSEMBLY OF NANOSCALE RINGS 

Rings with diameters ranging from 10 to 100 nm have 
been made out of magnetic nanoparticles or metal 
nanocrystals by several groups. In contrast to micron- 
sized rings, these structures are approximately one particle 
wide along their perimeter (Fig. 4). The self-assembly 
mechanisms, as may be expected, are distinct from those 
effective for forming macro- or microrings and involve 
magnetostatic particle interactions in the case of magnetic 

Fig. 4 (a) Nanorings formed by 16-nm cobalt nan~~ar t ic les ."~~ 
(b) Nanorings composed of 2.5-nm gold nanocrystals, formed 
by spin coating from octane solutions. 
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n a n ~ ~ a r t i c l e s . ' ~ ~ , ~ ~ ~  The present authors have also assem- 
bled nanoscopic rings from metal nanoparticles by spin 
coating nanoparticle solutions on thin polymer films. 

Magnetostatic Mechanisms 

Tripp et al. synthesized weakly ferromagnetic cobalt 
nanoparticles (-30 nm in diameter), possessing a 3- to 
0.4-nm oxide layer.1521 The nanoparticles were dispersed 
in toluene or CH2C12 in the presence of a resorcinarene as 
a stabilizing surfactant. Droplets of nanoparticle solution 
containing surfactant were deposited on carbon-coated 
TEM grids and allowed to dry. If the concentration of 
surfactant was sufficiently high, this procedure produced 
a large population of nanorings with diameter in the 
range of 50 to 100 nm. A possible mechanism for ring 
formation is minimization of magnetostatic energy real- 
ized when a string of magnetic dipoles (i.e., a string of 
"head-to-tail" aligned ferromagnetic Co nanoparticles) 
closes, thus eliminating unpaired magnetic poles at its 
ends. Notably, without sufficient surfactant the Co na- 
noparticles aggregated into dense, continuous layers or 
"rafts." The need for the nonvolatile resorcinarene 
surfactant in the assembly of rings was believed to stem 
from kinetic stabilization attributed to the enhancement of 
the viscosity of the deposited particle layer. Otherwise, at 
low surfactant concentrations, the nanoparticles were 
sufficiently mobile to rearrange into more thermodynam- 
ically stable, dense aggregates. Other aggregate structures, 
such as oriented strings of particles, were also identified 
with preference for a particular geometry somewhat ad- 
justable by application of external magnetic fields. 

A previous report by Puntes et al. similarly described, 
among many other structures, the self-assembly of nano- 
rings from ferromagnetic Co nanoparticles (Fig. 4a).lS3l 
Closed motifs, such as nanorings, did not form with 
smaller Co nanoparticles that were superparamagnetic 
rather than ferromagnetic. These results indicate that the 
permanency of the particles' magnetic dipole plays a 
crucial role in facilitating the formation of closed loops or 
rings. In the work of Puntes et al., the Co nanoparticles 
had a thin organic coating and were deposited onto car- 
bon-coated TEM grids from evaporating suspensions. 

Assembly of Nanorings on Polymer Films 

Polymer media have been used to template spatial 
distributions of nanometer-sized particles in a variety 
of ways, including in situ synthesis of nanoparticles 
in ordered block copolymer mat rice^,'^^-^^] introduction 
of premade nanoparticles into the bulk or on the surface of 
such media,'25357-611 or via additional routes exploiting 
polymeric m i ~ e l l e s [ ~ ~ . ~ ~ '  or multilayered 
Liu and coworkers have been investigating the organiza- 

tion of nanoparticles in polymer "brushes,"r281 which 
are monolayers of polymer chains tethered by one end 
to a planar support. The polymer brushes consist of poly- 
(ethylenepropylene) (PEP) chains and are typically be- 
tween 5 and 20 nm in thickness. The PEP chains incor- 
porated a shorter polystyrene (PS) endblock to provide 
anchoring to an underlying film of PS homopolymer. 
Dodecanethiol-stabilized gold nanoparticles about 2.5 nm 
in #diameter were spin coated on top of the polymer brush 
from octane and their drying patterns imaged by TEM. On 
some specimens, rings of nanoparticles 10 to 50 nm in 
diameter were observed in high yields (Fig. 4b). The 
underlying physical cause of ring assembly has not yet 
been identified. 

CONCLUSION 

Fabrication of structures at submicron length scales is 
a difficult yet crucial capability in advancing devices 
and technologies that may one day incorporate nanoma- 
terials. Prospective examples of applications include 
novel analytical tools, ultrasmall chemical sensors, opto- 
electronics, and new reagents and catalysts for use in 
chemistry and biology. The last few years have seen 
rapid developments in the self-assembly of a variety of 
structures from nanoparticles and other components such 
as nanotubes or nanorods. This brief review has spe- 
cifically emphasized the methods for organizing tiny 
budding blocks into ring-shaped assemblies, with the pre- 
dominance of the responsible physical phenomena traced 
to wetting and hydrodynamics of thin liquid films. Even 
as the theme of self-assembly in nanomaterial science 
coiitinues to expand, as illustrated by this report, at least 
for specific geometries general methods can begin to 
be formulated. 
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Risk Assessment and Benefits 

Douglas Mulhall 
Marsh Harbour, Bahamas 

INTRODUCTION 

Risk assessment is the foundation of our capacity to 
evaluate economic, health, and ecological impacts. Yet, a 
wave of scientific discovery is transforming our under- 
standing of not only risk but also the environments that 
sustain us. This will force basic changes to how we eval- 
uate risk and make decisions to restrict new technology. 

Until we acknowledge such changes and incorporate 
them into our assessment of risk, it will not be possible for 
detractors or supporters of nanotechnologies to accurately 
evaluate their risks and benefits. 

OVERVIEW 

Some critics perceive the risk of nanomaterials as too 
great to go ahead with until we study them further.['] The 
most often-cited example is the risk that out-of-control 
nanomachines, which use carbon-based life forms for an 
energy source, will turn everything alive into "gray goo" 
as they multiply. Technology luminaries such as Eric 
Drexler and Robert Freitas,= Ray Kurzweil and Bill J O ~ , ~  
along with science fiction writers such as Michael 
Crichton" have explored such potential threats. Related 
debates have often spilled over into the legislative arena as 
governments have limited development of biotechnolo- 
gies such as stem cell re~earch, '~ '  while initiating inves- 
tigations into ways of restricting nanotechnology.[71 

These debates are similar to those presented in the 
early 1950s when it was postulated that nuclear prolifer- 
ation would get out of control and lead to contamination 
of the whole world. As with the nuclear argument, critics 
say that this new generation of technologies may be too 

"The term "gray goo" was put forward by Eric Drexler in 1986 in 
Ref. [2] and has been extensively quoted and misquoted. For a summary 
of the gray goo discussion, see Ref. 131. 
b ~ u n  Microsystems co-founder Bill Joy 14"' revitalized the concept of 
voluntary relinquishment of dangerous technologies that was put forward 
by other scientists in relation to earlier technologies such as nuclear 
weapons. Inventor Ray Kurzweil disagrees with this approach. A sum- 
mary of the discussion is found in Ref. [4b]. 
'Eric Drexler's 1980's description of uncontrollable nanobots was given 
great popularity by the science fiction novel: Ref. [S]. 

volatile to control. Similar arguments were made about 
th~e machine gun at the turn of the century. As every new 
major technology comes along, fears are expressed that it 
m,ay annihilate humanity. 

Many scientists disagree with these arguments and say 
that the potential benefits outweigh the potential risks.d 
They point to near-term benefits such as nanoscale 
m~ethods that can detect and target diseases far more 
precisely and less invasively than we do today. Vast 
improvements in energy efficiency created by a new 
generation of solar cells may also solve our energy supply 
problems, they argue. They say further that while the 
de:structive power of technologies has been growing 
enormously, this has not hindered the expansion of civili- 
zation on Earth so far. 

So we are faced with a familiar quandary: risk the 
benefits or eliminate the risks? 

Principles for controlling powerful technologies, so 
that we can manage risks and get benefits, have been 
around for some time. For example, as early as 1950 the 
well-known science fiction writer Isaac Asimov put for- 
ward his "Laws of ~ o b o t i c s . " [ ~ ~ ' ~ ~  Organizations that 
specialize in nanotechnology, such as the Foresight In- 
stitute have developed principles for managing nano- 
technology  risk^.^"' Still other organizations such as the 
Center for Responsible Nanotechnology have drafted 
ethical guidelines to help cope with disruptive economic 
and social impacts.[' 

These works are each helpful. Together they may 
constitute the beginnings of a regulatory framework for 
administering technology risks. Yet by themselves and 
together they are still incomplete. 

This article briefly describes three considerations that 
could transform the debate: Technologies that merge with 
ecology, enhanced intelligence, and punctuated equilib- 
rium. Finally, the article shows how these discoveries 
may completely change the regulatory paradigm. This 
entry is necessarily limited on space and I encourage the 
interested reader to look at my book-length work Our 
Molecular ~ u t u r e [ ' ~ '  and the reference list for more 
de.tails and information. 

d ~ p d a t e s  on the nanoethics debates, are found in the December and 
February newsletter of Ref. [$I. 
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BACKGROUND 

Some scientists have begun to describe a point known as 
the "Singularity," where the rate of technology conver- 
gence makes it impossible for human beings to accurately 
forecast the near future. If this point is approaching, then it 
seems that all the present discussions by environmen- 
talists, scientists, and government regulators over how to 
regulate nanotechnologies may soon become moot, be- 
cause the process will be out of our hands regardless of 
what we do, unless we impose a draconian ban on all new 
technology development. Given our history, such a ban 
seems improbable; therefore we must consider the im- 
plications of exponentially accelerating technologies. 

The ideas that Homo sapiens-as we are presently 
constituted-won't be able to control our own destiny, 
and that some other form of development that we can't 
comprehend right now may take over from present para- 
digms, seem so fatalistic that many people don't dare to 
consider such thoughts. These confound the basic human 
tenet of belief in the future. Yet with technology rapidly 
progressing, and with the particularly accelerating ad- 
vances in nanotechnologies-that are described through- 
out this encyclopedia-we must consider such a pos- 
sibility as a starting point in the discussion over how to 
regulate the risks posed by new technologies. Nor do we 
need to be fatalistic about it, because there are avenues 
whereby we can participate in the accelerated evolution 
that has begun to occur. 

Just in the same way that the atomic bomb transformed 
the concepts of security and war, so advanced technolo- 
gies are already upending conventional notions of evolu- 
tion. For example, it has now become clear that computers 
have started to solve problems in ways that their human 
designers do not comprehend. Chess Grand Master Gary 
Kasparov acknowledged this reality many years ago 
when, after having been defeated by a computer at his own 
game, he stated that he had lost to "an alien."[14] This was 
rapidly followed by the development of genetic comput- 
ing where software using genetic algorithms was used to 
design circuits in ways that human designers couldn't 
fully comprehend.['51 

Why is this so relevant right now to the discussion over 
regulation of nanotechnology? 

The extrapolation to be drawn from this is that because 
some computers already exceed human intelligence in 
limited areas, that nanotechnology-enabled artificial in- 
telligence will increasingly supercede our own. Given that 
it would be extremely difficult to regulate something that 
is smarter than a human, again we are confronted with this 
possibility that the regulatory discussion is moot. 

However, such a viewpoint-and the fears expressed 
about "runaway" technology--overlook one central de- 
velopment. Human intelligence and machine intelligence 

are beginning to merge. As they do, the possibilities for 
anticipating and regulating development of further tech- 
nologies take on a new light. 

The perceptual problem that we face today is that 
most discussions over regulation of nanotechnologies are 
based on the assumption that while technology continues 
to evolve rapidly, Homo sapiens will somehow continue 
to evolve as we have for millennia: slowly and biolog- 
ically. If this is true, then we can stop the discussion 
over regulation, because the rate of technological evo- 
lution is already exceeding the rate of biological evo- 
lution, and will render Homo sapiens intelligence 
obsolete or at least inferior. 

However, this article looks at another possibility: that 
evolution of human intelligence is about to accelerate past 
our biological limitations into another realm. If so, this 
will transform the regulatory landscape. 

Furthermore, our growing understanding of the natural 
environment is showing us that we may have no choice 
but to proceed, because history demonstrates that sooner 
or later nature will create conditions that make our exis- 
tence on Earth difficult or untenable unless we take 
measures to protect ourselves. 

NEW FACTORS THAT MAY TRANSFORM 
RISK ASSESSMENT 

using Life Cycle Assessment m e t h ~ d o l o ~ i e s , [ ~ ~ ~ ~ ~  
combined with an examination of new technological de- 
velopments and new discoveries about the natural en- 
vironment, these emerging theories and technologies can 
be identified as having the potential to profoundly trans- 
form the present paradigm of technology regulation. 

Technologies That Merge with 
the Natural Environment 

Ray Kurzweil, who pioneered technologies such as the 
flatbed scanner, argues that technology is a continuation 
of evolution by other rnean~."~'  This implies that our 
technologies are becoming an integral part of the ecology. 
What are the physical manifestations of this'? 

Smart ~ u s t [ ' ~ ]  comprises a massive array of micro- 
machines made of nanoscale components that ride on air 
or water currents, undetectable to the human eye. Each 
expendable machine can have a camera, communications 
device, and varying sensors for chemicals, temperature, 
and sound. It has its own rechargeable energy source. It 
can serve as the eyes, ears, nose, and guidance mechanism 
for everyone from soldiers to hurricane watchers. It may 
soon cost a fraction of a penny to manufacture, and its 
prototype exists today. It forms part of a massive array 
that delivers information to one or hundreds of computers 
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in one or many locations. It may soon be in our envi- 
ronment in the trillions, delivering information about 
everything from troop to sewage movements. 

This nanoscale level of incursion into--and integration 
with-the ecology suggests emergence of an intelligent 
environment. Just as the natural environment exercises its 
own type of intelligence by passing on information from 
generation to generation via DNA, so we are creating an 
intelligent human-built environment not just alongside 
that, but also as part of it. An intelligent environment has 
elements that are able to sense virtually every part of the 
ecology, from the epicenter of earthquakes to the heart of 
a hurricane and the heartbeat of every species, then in- 
terpret what this means and how to react. Right now, we 
are only at the very first primitive stages of this, but our 
sensing capacities are accelerating. 

Such intelligent particles are also gaining the capacity to 
self-assemble. Several universities have pioneered self- 
assembling photovoltaic materials that generate and con- 
duct an electric current (see entry on "Photovoltaics for the 
Next Generation: Organic-Based Solar Cells").[211 These 
materials can be painted onto surfaces, thus eliminating 
the need for solar panels. Such chemical self-assembly 
is only a primitive precursor to molecular assembly that 
is described in other entries to this encyclopedia. 

When we combine self-assembly with intelligent 
sensing at the nanometer scale, then multiply it a trillion- 
fold, we see that our technology is becoming an integral 
part of the ecology instead of just impacting it, and that 
human technologies may soon be indistinguishable from 
the natural environment. This is a profound transition. 

Furthermore, such pervasive intelligence is develop- 
ing outside the human brain, but also in deep contact 
with it. 

Enhanced Intelligence Changes 
the Groundrules 

Hans Moravec, of Carnegie Mellon's Robotics Institute, 
has shown convincingly-as have others-that the rate 
of acceleration in information processing is logarith- 
 mi^.[^^' Not only is the capacity to process ones and 
zeros multiplying, but the rate at which it is multiplying 
is also increasing. 

For millennia, this exponential rate was barely per- 
ceptible, because it took thousands, then hundreds, then 
tens of years for such capacity to multiply, from the 
abacus to the microprocessor, and now the nanoprocessor. 

Today, this exponential acceleration enables super-fast 
manufacturing by machines and software. An example of 
this is desktop manufacturing that is transforming desktop 
printing into three-dimensional desktop manufacturing of 
products.1231 

Such hyperchange is upending the ground rules 
for intelligence, and by extension for environmental 
risk management. 

Most risk assessment today implicitly assumes that 
evolution of human intelligence will proceed in the same 
way that it has over the past few thousands of years-that 
is, gradually. 

Here are examples of why this assumption may 
be wrong. 

In 2001, a computer used "genetic computing"[241 to 
build a thermostat and actuator that were superior to the 
counterparts designed by a human. The computer's pro- 
grammers were unable to trace how the computer reached 
its conclusion. This is because genetic algorithms allow 
computers to solve problems in their own way without 
human intervention. 

Machines with enhanced intelligence do certain things 
far faster and better than we do. Not everything, but many 
things. Stockbrokers now use algorithms that forecast 
commodity markets more accurately than humans do.[251 
Satellites that repair themselves and make unilateral data 
transmission decisions are already in orbit.[261 

Moreover, massive networks are enhancing our own 
intelligence. It is now possible for the layperson to per- 
form Internet searches in real time to get answers to 
complex questions. This acceleration in data retrieval by 
the general population constitutes a mass enhancement to 
our own memories. 

At the more specialized level, remote robotic surgery is 
creating a networked medical "mind" that can perform 
operations in and from many locations at once.[271 

The extraordinary development is that human intelli- 
gence and primitive forms of machine "intelligence" are 
merging already. This is apparent from the use of artificial 
retinas for the blind, where computer microchips are 
implanted in the eye then connected to the optical nerve. 
They interpret and relay visual information to the brain. 
The merging of human intelligence with genetic algo- 
rithms and massive networks is being applied to modeling 
of, for example, climate change, but it has only just begun 
to be applied to evaluation of phenomena such as those 
described below. 

Understanding Punctuated Equilibrium 

The theory of punctuated equilibrium["] was first pro- 
posed in 1972 by Niles Eldredge and Harvard evo- 
lutionary biologist Stephen Jay ~ o u l d . ~ ~ ' ~  This holds that 
evolutionary change occurs relatively rapidly in compar- 
atively brief periods of environmental stress, separated by 
longer periods of evolutionary stability. After many years 
of skepticism, their theory is now gaining acceptance. 
This is because proof is emerging. 
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Intelligent tools, such as those described earlier, are 
helping us to discover that the natural ecology experiences 
periodic instability that threatens our society; not just in 
the extended time frames that we used to think. 

In 1994, Comet Shoemaker-Levy 9 (SL9) hit Jupi- 
ter,[291 blasting holes the size of Earth in its atmosphere. 
Had this hit the Earth, human life would have been vir- 
tually extinguished. Only recently have we developed the 
tools to see such distant impacts, and until such technol- 
ogies were invented we could only theorize about how 
often catastrophic collisions occur. 

Before that, it was thought that such upheavals hap- 
pened only every few million years and that we'd have 
lots of time to see them coming. SL9 demolished this idea. 
It demonstrated that we live in a galaxy where life can be 
snuffed out on a planetary scale without warning-in this 
era, not just the distant past. 

Furthermore, scientists have found that smaller events 
have upset the ecology here on Earth. Ice core and tree 
ring records show that around the year A.D. 536 an un- 
known event triggered a catastrophic cooling of the 
Northern Hemisphere, resulting in years without summers 
that led to wholesale crop failures and starvation.[301 

Thousands of samples taken from ice cores and tree 
rings around the world show that naturally induced cli- 
mate flips occur more frequently than we once thought 
they do, and that they don't only unfold over centuries but 
also erupt in a few years.[31~321 

At the regional scale, in 1700, a fracture at the Cas- 
cadia subduction zone produced a gigantic tsunami that 
scoured much of the Pacific coast for miles inland, where 
many of our cities now stand.[331 In 1958, a 1,500-foot 
wave swept away a forest after a mountain collapsed into 
Lituya Bay, ~ l a s k a . [ ~ ~ '  

At the nanometer scale we are also getting a surprise. 
Researchers have discovered vast numbers of nanoscale 
organisms that are a hundred times smaller than most 
bacteria. In geology, they are named nanoba~ter ia , [~~]  
nanobes, and n a n ~ a r c h a e a . ~ ~ ~ ]  In human ecology, a simi- 
lar-sized entity has been labeled Nanobacteriurn sun- 
guineurn or blood n a n ~ b a c t e r i a . ~ ~ ~ ]  Despite the name, it 
may not be a bacterium at all, but instead seems to be a 
newly discovered infection with the unusual ability to 
form a tough shell consisting of the same type of calcium 
found in many diseases. For decades, researchers have 
seen evidence that epidemic illnesses such as heart disease 
are triggered by infection.[381 This was proven for stomach 
ulcers decades ago, but for other illnesses no one could 
find a culprit. Now it seems that one has been discov- 
ered,[391 as chronicled in the book Has Heart Disease 
Been ~ u r e d ? [ ~ O ]  

If the existence of such organisms turns out to be valid 
after the hot discussion over them is resolved, then it may 
fundamentally alter our understanding of how ecology 

works, what constitutes an ecosystem, and how epidemics 
decimate populations. 

The reality that has been overlooked by environmental 
agencies and theorists is that many of these nano- and 
macro-scale phenomena pose deep threats to our society. 
Agencies such as the United States Federal Emergency 
Management Agency (FEMA) and United States Envi- 
ronmental Protection Agency (EPA) have few defenses 
against them. Such agencies usually do not consider how 
to adapt to climate altering super-volcanoes or epidemics 
from strange nano-organisms, because these are perceived 
as indefensible, or they haven't entered the awareness of 
the organizations yet. 

Thus, punctuated equilibrium is not part of the risk 
assessment framework. As such, a chunk of the equation is 
missing. This is especially true when considering the 
relative risks and benefits posed by nanotechnologies. 
Such technologies may be driving the next "punctuation" 
in evolution by upending longstanding paradigms. At the 
same time they may give us the tools to protect ourselves 
from newly discovered big natural threats. Such is the 
contradictory reality of the two-edged sword. 

MATCH NATURE'S COMPLEXITY 

The convergence of these discoveries may let us achieve 
something that we have only dreamed of until now: how 
to match nature's complexity. 

Right now, most of our technologies are unable to 
match the complexity of natural environments. For ex- 
ample, we use antibiotics to cure bacterial infections, 
but they lose their potency when the environment that 
they work in adapts to them. We build power lines to 
survive ice storms, but our miscalculation of the worst 
scenarios leads to collapses that paraly~e our high-tech- 
nology infrastructures. 

Most of our agricultural, medical, energy, transporta- 
tion, and housing systems are in a constant struggle to 
respond to the complexity of the natural environment. 

Yet this imbalance may shift. Molecular technologies 
are empowering us to find solutions that replicate natural 
processes at the molecular level (for some examples, see 
entries on "Biomedical Applications: Tissue Engineer- 
ing, Therapeutic Devices, and Diagnostic Systems" and 
"Nanomaterials: New Trends."). We may see energy 
grids based on solar "paint" that slash the political and 
economic risks associated with fossil fuel infrastructures. 
Our drugs may be so precise that they backfire only oc- 
casionally instead of generating widespread immune 
responses as they do now. 

This nascent capacity to match nature's complexity 
constitutes the next environmental revolution. Over the 
centuries, such efforts to replicate natural processes have 
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been criticized as arrogant and unachievable approaches 
to nature, and today are sparking a political and religious 
furor. Nonetheless, they may soon force us to redefine the 
boundaries of risk assessment. 

WHAT TO DO 

These new realities-enhanced intelligence, technologies 
that merge with the environment, and newly understood 
evolutionary paradigms-are the elephants in the room of 
risk assessment. To cope with them, we must initiate a 
new regulatory discussion. We must first acknowledge 
that the yardsticks for measuring risk are being moved 
dramatically by our own rapidly expanding knowledge. 

Just a few small examples: Although nanoscale or- 
ganisms have been identified in geological formations and 
the human body since the early 1990s, few projects have 
examined the implications for human or natural ecology 
or for environmental chemistry. NASA is studying it, as 
are the universities of Texas, McGill (Canada), Regens- 
burg (Germany), Kuopio (Finland), Melbourne (Aus- 
tralia), and others. However, no major government 
initiative is considering the implications. At the opposite 
end of the scale, few if any governmental, environmental, 
or disaster preparedness agencies are examining newly 
discovered mega-scale anomalies such as the naturally 
induced climate flip of circa A.D. 536, or the giant west 
coast tsunami of 1700. These would certainly disrupt 
natural ecosystems and civilized society if they recurred 
today, and evidence suggests that they may. 

No disaster preparedness or environmental agency yet 
examines how nanotechnologies might be used for 
adapting to such phenomena. Future initiatives may de- 
velop, but at this time they are not apparent. To rectify 
this, the author has suggested that a forum be held under 
the auspices of one or several of the nanotechnology Non- 
Governmental Organizations such as The Foresight In- 
stitute or Center for Responsible Nanotechnology, to ex- 
amine such an issue. 

Examples of technologies that might help us to adapt to 
"nature's time bombs," and to explosive risks that may 
be posed by nanotechnologies themselves, include: 

Artificially intelligent software that is transforming 
the way that we make products and carry out business. 
The role that artificial and enhanced intelligence will 
play in risk assessment is so far under-studied and 
overlooked. This takes us to the heart of the issue of 
evolution of human intelligence relative to thousands 
of years of biological evolution. Likewise, technolo- 
gies that are merging with the human body and mind, 
such as artificial retinas and other implants, merit far 
greater attention, as these are the stepping stones to 

development of Homo sapiens who have enhanced 
evaluative capacities. 
Superstrong nanostructured materials such as aerogels 
that exist now and that may let human settlements 
withstand mega-hurricanes, earthquakes, and torna- 
does without causing more environmental damage than 
they prevent. Furthermore, the self-assembling and 
disassembling properties of other newer materials may 
protect us from more serious near-earth object threats 
that are now considered impossible to defend against, 
and that have been badly misjudged as too infrequent 
to worry about. 
"Desktop manufacturing" that may replace thousands 
of polluting factories while producing materials such 
as self-assembling solar materials that may stabilize 
our energy supplies. 
Nanomedicine that is opening the doors to new 
solutions for many prevalent diseases, and that may 
stop epidemics that have retarded human progress 
for millenia. 
Many other technologies that are cited throughout 
this encyclopedia and constitute an excellent basis to 
start with. 

Of equal importance is the process used to evaluate 
them. By expanding the interdisciplinary approach to 
technology, it is possible and necessary to bring to- 
gether experts in fields that are infrequently combined. 
These include: 

Computer scientists who have applied artificially in- 
telligent software to technologies that might be used 
for environmental adaptation and risk assessment. 
Biochemists, geologists, and physicians who discov- 
ered nanobacteria in the environment and human body, 
and also developed treatments that seem to reverse 
nanobacterial infections. 
Climatologists, geologists, and astronomers who un- 
covered evidence of recurring climate disruptions, gi- 
ant tsunamis, and near-earth object collisions. 
Scientists who have developed adaptive technologies 
such as desktop manufacturing and self-assembling 
photovoltaic materials that may let us adapt rapidly to 
big ecological changes. 
Critics who have proposed moratoria on nano- 
manufacturing . 

CONCLUSION 

By focusing such wide-ranging expertise on the chal- 
lenges depicted in this article, risk assessment could be 
made into a more effective tool for proponents, detractors, 
and users of advanced technologies. 
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Apatite, surface free energy, 1573 
APT. See Advanced Powder Technology 
Arginine, 266 

properties of, 3082 
Armchair single-walled carbon nanotubes, 

3607-3608 
Aromatics alkylation, mesoporous materials, 

1807 
Artificial self-assembling systems, 289-291 
Artificial transmembrane ion channels, 

3444-3445 
Asparagine, 266 

properties of, 3082 
Aspartic acid, 266 

properties of, 3082 
Aspergillus oryzae, imaging, 134 
Atmosphere, environmental nanoparticle in, 

1151 
Atmospheric nanoparticle, 95-107 

formation, growth, 1 W 1 0 4  
coagulation, 103 
condensational growth, 1 W 1 0 2  
homogeneous nucleation, 102-103 

physicochemical properties, 97-100 
chemical composition, 99-100 
physical characterization, 97-98 

size distributions, 95 
sources, 95-96 

Atom probe field ion microscopy, 2312 
Atom transfer radical polymerization, 2039 
Atom trapping, metal-oxide interface, oxide 

vacancies, nucleation, 19W1901 
Atomic force microscope lithography, 

262 1-2622 
Atomic force microscope nanolithography, on 

organized molecular films, 
109-118 

anodization A M  nanolithography, 
11 1-1 16 

constructive nanolithography, 110-1 11 
current sensing AFM, nanolithography 

using, 11 1 
dip-pen nanolithography, 109-1 10 
nanografting lithography, 1 10 

Atomic force microscopy, 1 19-1 3 1, 284, 35 1, 
2033, 2070, 2101, 2278, 2357, 

2409. 2508, 2552, 2609, 2621, 
2687. 2705, 2783, 2899 

direct force measurement of liposomes, 
933-942 

dynamic, heterogeneous surfaces, 
987-1000 

receptor-ligand interactions, dynamic 
measurements, 995 

steric forces, dynamic measurements, 
994-995 

tapping mode atomic force microscope, 
988-99 1 

hydrogen-bonded nanostructures studies, 
155-167 

imaging artifacts. 143-153 
scanner artifacts, 150-15 1 

metal ion sorption, 169-178 
microbial cell surface\, 132-142 
probing DNA, 120-124 
probing polysaccharides, 125-1 27 
probing proteins, 124-125 
protein adsorption, 3041-3064 

adsorbed protein structure, 3048-3049 
adsorption mechan~sms, 3054-3060 
artifacts, 3044-3045 
atomic force microscopy techniques, 

3042 
electrostatic effects. 3054-3055 
force interactions, .3051-3054 
growth mechanism\, 3056-3058 
kinetics, 3055-3055 
measurement techn~ques, 304-3042 
multilayer formation, 3058 
nonuniform surfaces, 3049-305 1 
protein structure, 3058-3060 
supramolecular organization, 3045-3048 

small amplitude, 3641 -3654 
Atomic hydrogen, carbon nanotube 

electrodes, 429 
Atomic scale 

data storage on, 1477 
heterogeneous catalysts, 179-193 

Attenuated total reflection Fourier transform 
infrared, 2034 

Axle molecules, threaded through 
macrocycles, 195-204 

daisy-chain polyrotaxane, 195 
equilibrium constants, 198-203 

chain length, branching, effects of, 
2 w 2 0 2  

pseudo-[2]-rotaxane formation, 
197-198 

solvent, effect of, 198-200 
steric effects, 200 
substituent effects, 200 
terminal groups, intluence of, 202-203 

molecular threading, 195-197 
riveted polyrotaxane, 195 

Bacillus cereus, nanopart~cle decontamination, 
244 

Bacillus subrilis, nanoparticle 
decontamination, 244 

Bacterial biosensor development, targets for, 
347 

Bacteriophage MI 3, 324 
Bacteriorhodopsin, properties of, 3082 
Bacterium detection, porous s~licon 

microcavities, 345-349 
Barcoded nanowire, 205-2 12 

assays using, 208 
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Barcoded nanowire (cont.) 
barcoded rods, nonfluorescent bioassay 

using, 208 
biological multiplexing, 207-209 
bulk metals, reflectance values for, 207 
characterization, 206-207 
nanoelectronics, 207 
nanowire synthesis, 205 
reflectance image of nanowire, 206 
striped nanowire synthesis, 205-206 
synthesis, 205-206 
tagging, nonbiological, 209 
uses for, 207-209 

Barium strontium titanate, 2441 
Barrier properties, ordered multilayer polymer 

nanocomposites, 21 3-224 
multilayered polymer-polymer 

nanocomposites, 22&22 1 
polymer-layered aluminosilicate 

nanocomposites, 2 14-220 
Basic nanostructured catalysts, 225-234 

basicity, defined, 225-226 
historical perspective, 225 
nanostructured materials, 226-232 

carbogenic molecular sieves, 23 1-232 
hydrotalcite, 232 
mesoporous (alumino) silicates. 230-23 1 
zeolites, 227-230 

Batteries, carbon nanotubes, 5 14 
BD. See Brownian dynamics 
Bending modulus 

composite nanowires, 1776-1778 
nanobelt, 1780-1781 
of oxide nanobelts, 1778-178 1 

Benzaldehyde, surface tension, 1573 
Benzene, surface tension, 1573 
Bernoulli's law, ferrohydrodynamic. 1735 
Beta-ketoesters, hydrogenation, on nickel, 

1115-1117 
Bicontinuous liquid crystalline nanoparticle, 

cubosomes, 88 1-892 
cubic phase, 881-883 
cubosome manufacture, 885-886 
hexagonal liquid crystalline phase, 889 
monoolein, molecular structure of, 882 
other liquid crystalline phases, formation 

of, 89 
sponge phase. 889 
systems forming, 886-887 

Bilayers, supported, 2507-2508 
Bimetallic nanoparticle 

iron-group element composed of, 1875 
platinum-group element, composed of, 

187.5 
platinum-group elements composed of, 

1874-1 875 
Binary alloys, nanoporosity, 893-902 
Binding kinetics on biosensor surfaces, fractal 

analysis of, 1191-1202 
dual-fractal analysis, 1 193 
single-fractal analysis, 1192-1 193 
surface plasmon resonance biosensor, 

l l9 l - l l92  
Bioactive substances, nanoencapsulation of, 

2339-2354 
controlled release, 2339-2340 
liposomes, 2340-2343 
molecular inclusion complexes, 2348-2350 

polymer nanocapsules, 2345-2348 
polymer nanospheres, 2343-2345 

Bioaugmentation, 332 
Biocatalytic single enzyme nanoparticle, 

235-245 
catalytic stability, 237-238 
enzyme stabilization approaches, 236 
kinetics, 238 
mass transfer, 238 
methacryloxpropyltrimethoxysilane, 236 
synthesis, 235-236 
transmission electron microscopy, 

236-237 
Biocompatibility, nanobiomedical implants, 

265-266 
BioDelivery Sciences, 256 
Bioelectrochemical sensors, 5 13-5 14 
Bioengineering, hybrid nanostructures for, 

355-356 
Biofiltration, 335-336 
Bioinertness, proposed mechanism for, 399 
Biological membranes, halide transport 

through, structural base, 
3697-37 1 1 

Biological sensors, electrically functional 
microstructures from, 1032-1034 

Biological weapon decontamination, by 
nanoparticle, 241 -;!45 

Biomedical applications, 247-261 
cell-substratum contact sites, 249 
diagnostic relevance, 248 
diagnostic systems, nanotechnology in, 

251-253 
dip-pen nanolithography, 247 
miniaturization, controlled ,drug delivery 

devices, 254-256 
nanobiotechnology companies, 256 
nanomedicine, 247-248 
nanoscale, 247 
nanotechnology, cellular, tissue 

engineering, 248-25 1 
research challenges, 254 
therapeutic relevance, 248 
therapeutics, nanotechnology in, 253-256 

Biomedical implants from nanostructured 
materials, 263-275 

amino acid 
charge, hydrophobicity, surface tension, 

266 
in proteins, 266 

characteristics, 265 
fibrous encapsulation, newly implanted 

materials, 263-264 
future developments, 272-:!73 
hydroxyapatite fibers, 266 
implant biocompatibility, 265-266 
nanophase ceramics, as nanobiomedical 

implants, 266-269 
nanophase materials, surfac:e properties of, 

265 
nanophase metals, as nanobiomedical 

implants, 269 
nanophase polymers, as nanobiomedical 

implants, 269-270 
nanoscale surface, potential implants, 266 
nanostructured composites, as 

nanobiomedical implants, 270-272 
potential risks, 272 

soft tissue wound healing, sequential events 
of, 264 

surface-enhanced Raman scattering 
technique, 268 

Bio-microarrays, based on functional 
nanoparticle, 277-286 

dip coating of nanoparticle, 279 
ethylene glycol dimethacrylate, 281 
layer-by-layer technique, 283-284 
lithographic microstructuring, particle 

deposition, 278 
methacrylic acid, 28 1 
microamdyer, 284 
microcontact printing, 284 

of nanoparticle layer, 279 
microspotting, of nanoparticle layer, 281 
microstructured surface preparation, 

277-283 
nanoparticle, applied in microarray 

preparation, 281-282 
patterned monolayers of functional 

nanoparticle, 282-283 
photoablation, 278-279 
photolithography, 284 
protein binding polymer nanoparticle, 282 
surface activation, 277-278 

Biomimetic macrocyclic receptors, for 
carboxylate anion recognition, 
295-309 

charged receptors, 295-300 
hydrogen bonding receptors, 301-306 
metal centers, carboxylate coordination to, 

300-301 
Biomimetic self-assembling systems, 287-294 

artificial self-assembling systems, 289-291 
constrained self-assembly, 289-290 
dynamic self-assembling systems, 291 
hierarchical self-assembly, 290 
self-healing structures, 290-291 
shape complementarity, recognition by, 290 

Biomineralization, 2452 
Biomolecular, polymeric nanostructures, 

scanning probe lithography, 
2973-2983 

Biomolecular nanostructures, scanning probe 
lithography, 2973-2983 

Biomolecular structure at interfaces, 3 1&3 19 
Biomolecules, analytical techniques for 

detection of, 35 1-352 
Bionanomaterials, 245 1-2453 

biomineralization, 2452 
nanoparticle probes, 2452 
supramolecular materials, 245 1-2452 

Bionanoparticle, 321-330 
adenovimses, 327-328 
cowpea chlorotic mottle virus, 322-323 
cowpea mosaic virus, 324-327 
fenitins, 321-322 
gene delivery, 327-328 
MI 3 bacteriophage, 324 
tobacco mosaic virus, 323-324 

BioOral nanocochleates, 256 
Bioremediation, environmental contaminants. 

331-341 
anaerobic organisms, 332 
bioaugmentation. 332 
biostimulation, 332 
environmental pollutants, 331-334 

This is an inclusive index for all five volumes. Volume breaks are as follows: 'Volume I: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
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Bioremediation, environmental contaminants 
(con?.) 

hydrocarbons, 33 1-333 
metals, 334 
polycyclic aromatic hydrocarbons, 

333-334 
Exxon Valdez oil spill bioremediation 

project, 336338 
lessons from, 337-338 

techniques, 334-336 
biofiltration, 335-336 
groundwater bioremediation, 334-335 
phytoremediation, 336 

BioSante Pharmaceuticals, 256 
Biosensor platform, components of, 25 1 
Biosensor surface 

binding kinetics on, fractal analysis of, 
1 191-1202 

dual-fractal analysis, 1193 
single-fractal analysis, 1192-1 193 
surface plasmon resonance biosensor, 

l l9 l - l l92  
engineering of, 35 1-360 

Biosensors 
based on carbon nanotubes, 361-373 
for chemical warfare agent detection, 

375-388 
air, detection of chemical warfare agents 

in, 375, 377-378, 38G381, 
383-386 

cell chamber, 379 
fluorescence measurements, 379 
water, detection of chemical warfare 

agents in, 375-379, 381-383, 385, 
386 

water quality monitoring, toxic agents 
used for, chemical structures, 379 

porous silicon microcavities, 343-350 
bacterial biosensor development, targets 

for, 347 
bacterium detection, 345-349 
DNA detection, 344 
lipopolysaccharide, structure of, 347 
virus detection, 344-345 

Bioseparations, nanotube membranes for, 
3663-3664 

Biostimulation, 332 
Biosurfaces, 389403 

bioinertness, 389 
cell adhesion, resisting, 39G391 
D-mannitol-terminated self-assembled 

monolayers, adsorption of protein 
on, 397 

D-mannonic 1,5-lactone, 2, 401 
polymer polydimethylsiloxane elastomers, 

395 
polymer-colloidal science, 391-392 
polyol-terminated self-assembled 

monolayers, 395-398 
protein adsorption, resisting, 389-390 
tools for measuring, 394-395 

Biphenylthiol, electrostatic surface potential, 
692 

Birefringence in quantum dot arrays, 
3101-3105 

numerical estimates, 3 102-3 105 
planar array, 3 105 

Bloch bands, expansion in linear combination 
of, 3216-3217 

Bloch law, 167G1673 
Block copolymer, templating polymer crystal 

growth using, 3853-3865 

amorphous systems, block copolymer phase 
separation, 3853-3854 

large areas, patterning semicrystalline block 
copolymers over, 3862-3863 

moderately-segregated systems, 3860-3861 
rubbery block copolymers, strongly- 

segregated semicrystalline, 
3861-3862 

semicrystalline systems, microphase 
separation in, 3854-3855 

semicrystalline-glassy block copolymers, 
crystallization in nanoscale 
environments, 3855 

semicrystalline-poor block copolymers, 
3855-3858 

semicrystalline-rich block copolymers, 
3858-3860 

semicrystalline-iubbery systems, 3860 
Block copolymer micelle 

coronas, 2906-2907 
nanoparticle formation in, metallation, 

2903-2907 
Block copolymer nanoparticle, 405414 

dilute solution, 405407 
enantiomeric lactide sequences in solution, 

4 0 7 4  12 
Block-type carbon nanotube electrodes, 426 
Blood-brain barrier, anticancer drug delivery 

across, 256 
Boehmite, energetic parameters, 1148 
Bolaform amphiphiles, layer-by-layer 

assembly, 1607-1622 
Bonding, nanoceramics, 2240 
Bonding nature of carbon atoms, 475-476 
Bovine pancreatic trypsin inhibitor, 28 19 
Brain, gene delivery, polymer nanoparticle 

for, 2945 
Brillouin zone, graphite electron, 479 
Bronsted acid sites, 636 
Brookite, energetic parameters, 1 148 
Brownian, gravitational coagulation kernels, 

compared, 38 
Brownian coagulation, collision kernels, 

3 6 3 7  
Brownian dynamics, 2131 

counterions around DNA, 2 137 
Buckminster fullerend C60r 1225 
Bulk enantiomorphic crystals, surfaces of, 

1117-1118 
Bulk ferromagnetic materials, magnetic 

properties, 17 18-17 19 
Bulk nanocrystalline substances, 

microstructure, 2298-2300 

Cadmium selenide 
quantum dots made of, 3 167-3 176 

formation of, 3 168-3 170 
microphotoluminescence, 3 170-3 17 1 
optical properties, 3 170-3 174 
selectively excited photoluminescence, 

3171-3174 
quantum rods made of, anistropy, optical 

properties, 3256-3259 
Cadmium sulfide nanocrystals, 787-796 

optical, electronic properties, 789-790 
quantum mechanics/molecular mechanics 

calculations, 793-795 
semiconductor nanocrystals, 787 
semiempirical calculations, 791-793 

Calcite, surface free energy, 1573 
Calcium phosphate, orthopedic implant, 269 

Calix-4-hydroquinone, 2-127 
Calixarenes, 1312-1313. 1337-1340 
Cambridge Structural Database, 2 126 
Cancer, drug delivery across blood-brain 

barrier, 256 
Canonical Monte Carlo himulation, electrical 

double layer formation, 1M&1007 
Capacitors, carbon nanotubes, 537-546 

capacitor performance, 538 
conducting polymer composites, 543-545 
multiwalled nanotubes. 540-543 
single-walled nanotubes, 539-540 

Capillaries, micromolding in, 261 9-262 1 
Capillary condensation. adhesion, self- 

assembled monolayers, 1-3 
Capillary electrophoresis separation, single- 

walled carbon nanotubes, 
36 17-3628 

Capillary forces, assembly of electrical 
circuits by, 1026-1027 

Capsules, hollow, 870-875 
Carbogenic molecular sieves, 231-232 
Carbon atom, cohesive energy per, carbon- 

related structures, 478 
Carbon forms structured by energetic species, 

4 15-424 
amorphous carbon forms, structuring of, 

4 17-420 
crystalline carbon forms, structuring, 

422423 
ion beam structuring, 416417 
ordered forms, structuring of, 4 2 M 2 2  

Carbon fullerenes, 1447 
Carbon monoxide oxidation, gold nanoparticle 

on titania, 1299-1301 
Carbon nanotube chemistry, 1473-1476 
Carbon nanotube electrodes, 425434 

atomic hydrogen, 429 
block-type carbon nanotube electrodes, 426 
electrochemical capacitors, 425427 
electrochemical sensors, actuators, 

electrodes in, 1 3 M 3  1 
functionalization of carbon nanotubes, 427 
molecular hydrogen, 429 
secondary hydrogen battery, fuel cells, 

electrodes in, 429430 
secondary lithium ion batteries, anodes, 

427-429 
Carbon nanotube field effect transistors, 2190 
Carbon nanotube interconnects, 435459 

interconnect architectures, integration in, 
44 1-442 

internanotube contacts. 439-1141 
junctions, crossed-tube, 439-441 
synthesis, 435439 

directed, 437439 
nondirected, 436417 

Carbon nanotube-conducting polymer 
composites 

Raman spectroscopy studies, 3267-3279 
charge transfer, 32743277 
interfacial interactions, 3270-3274 
shear field processing, 37-70 

in supercapacitors, 447459 
polymer composite, conducting, 

447-1149 
prototype devices, 454-455 
supercapacitors, 4 4 9 4 5  1 

Carbon nanotubelpolymer nanocomposites, 
2923-2925 

electrical properties, 29242925 
mechanical properties, 2924 
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Carbon nanotubelpolymer nanocomposites 
(cont.) 

optical properties, 2924-2925 
Carbon nanotubes, 475492, 507, 1203-121 1 

atoms, foreign 
doping by, 486489 
intercalation, 486-489 

biosensors based on, 361-373 
carbon, fibrous forms of, 481486 
carbon atoms, bonding nature of, 475-476 
chemistry, 493-506 

chemically functionalized carbon 
nanotubes, applications of, 
501-502 

covalent functionalization, 496-500 
noncovalent functionalization, 500-501 
purity evaluation, 494-495 
reactivity, 495496 
structure of, 493-494 

cohesive energy per carbon atom, carbon- 
related structures, 478 

disordered carbons, 476-480 
electrochemical modification, 507-5 17 

actuators, 5 14 
batteries, 5 14 
(bio) electrochemical sensors, 5 13-5 14 
bulk electrodes, 507-509 
covalent modification, 509-510 
electrochemical applications, 5 13-5 14 
film electrodes, 507 
fuel cells, 5 14 
hydrogen storage, 514 
microbundle electrodes, 508 
nanotube electrodes, 507-509 
noncovalent modification, 510-5 12 
paper electrodes, 507 
paste electrodes, 507 
powder microelectrodes, 507 
single-nanotube electrode, 509 

electronic switches, 1104-1 107 
electro-osmotic flow control in membranes, 

519-528 
electrochemical derivatization, effect on 

electrosomotic flow, 525-526 
electroosmotic flow, effect of applied 

current density on, 522-523 
electroosmotic flow velocity, 522 
ionic strength, effect on electroosmotic 

flow, 523-524 
solution pH, effect on electrosomotic 

flow, 524-525 
transport properties, carbon nanotube 

membranes, 521-522 
foreign molecules 

doping by, 486489 
intercalation, 486489 

fullerene solid, 1207-1209 
doped fullerenes, 1208 
polymerization, 1209 
superconductivity, 1208-1209 

functionalization of, 427 
gas adsorption, 547-556 

confined spaces, matter in, 550-55 1 
gas chemisorption, carbon nanotubes. 

55 1 
gas physisorption, 547-549 
gas storage capacity, 549-550 

graphite, fibrous forms of, 481486 

graphite Brillouin zone, graphite electron, 
479 

graphites, 4 7 H 8 0  
hydrogen chemisorption, 529-536 

armchair nanotubes, models of, 530 
chemisorption studies, 532-534 
hydrogen storage, 534-535 
investigations of hydrogen adsorption, 

531-535 
models, 530-531 
nanotube small cluster model, 532 
nanotube structure, 529-530 
physisorption studies, 532 

hydrogen storage, 557-566 
room temperature, 560-564 
single-walled carbon nanotubes, 557 
sorption mechanisms, 559-560 
temperature-programmed-desportion 

system, 558 
ice nanotubes inside, 1415--1424 

continuous freezing, 1420-1422 
experiments, 1423-1424 
freezing, 1417-1422 
freezing into ice nanotube, 1418-1420 
melting behavior, 1417- 1422 
phase diagram, 1422-1423 
simulations, 1423-1424 
structure, 1415-1417 

molecular modeling, 461473 
molecular properties, l205--1207 

electrical conduction in, 1206-1207 
electronic states in 0 ,  1205-1 206 
nanotubes, electrical conduction in, 

1206- 1207 
molecular structure, 1203-1204 
within multilayered polyelectrolyte films, 

567-574 
muti-wall carbon nanotubes, 4 8 W 8 1  
optical properties, 575-586 

optical absorption, 580-586 
parameters, 577 
resonance Raman process, 583-586 
van Hove singularities, 576-580 

oxidation, 496 
single-wall carbon nanotubes, 480-481 
single-walled, 3605-3615, 3629-3639 

actuation upon charge injection, 
3610-3611 

graphite intercalation compounds, 
3610-3611 

armchair, 3607-3608 
capillary electrophoresis separation, 

3617-3628 
chiral, 3608 
density functional theory study, field 

emission propertie,s, 3597-3604 
electronic properties, 3608-3610 
geometry of, 3607-3608 
graphene, structures from, 3629-3630 
helical, rotational symmetries, 

3631-3633 
translational symmetries, 3630-3631 
zigzag, 3608 

supramolecular mechanics, 587401 
coalescence of nanotubes, as reversed 

failure, 597-598 
elastic shell model, supramolecular 

morphology changes, 591-593 

failure, relaxation mechanisms, 593-596 
linear elastic properties, 588-589 
strength-failure evaluation, kinetic 

approach, 596-597 
supramolecular scale, tensegrity at, 

598-599 
van der Wads interactions, 589-591 

synthesis, 1204-1205 
thermal properties, 603410 
vapor-grown carbon fibers, 484-486 

Carbon orthopedic implant, 269 
Carbon paste electrodes, modified, 

electrochemical sensors based on, 
1053-1057 

Carbon (pyrolitic), orthopedic implant, 269 
Carbon structures, ferromagnetism in, 

1661-1662 
Carbonates, 1149 
Carbon-based nanomaterials, design, 

24262427 
Carbon-derived fibers, nanostructured 

composites using, 255 1-2561 
carbon fibers, 2551-2552 

surface chemistry, 2552-2553 
composites, 2559-2560 
fiber-matrix interface, buried, monitoring, 

2557-2559 
nanotubes, 2559-2560 
x-ray photoelectron spectroscopy, 

2553-2557 
Carboxylate anion recognition, biomimetic 

macrocyclic receptors for, 295-309 
charged receptors, 295-300 
hydrogen bonding receptors, 301-306 
metal centers, carboxylate coordination to, 

300-301 
Carboxytetramethylrhodamines, 2377 
Carrier lateral transport, quantum dot lasers, 

3121 
Catalysis, by supported gold nanoclusters, 

611420 
adsorbate binding energies, 614-615 
catalyst deactivation, 6 18 
catalytic properties, 61 3-614 
characterization, 61 2-61 3 
cluster sintering, 618 
cluster sublimation energies, 616-618 
electronic properties, 615-616 
model catalysts, 612418 
synthesis, 612 

Catalyst, nanocrystalline metal oxide as, 
2535-2536 

Catalyst nanostructures, x-ray absorption 
studies, 3953-3972 

catalyst deactivation, 3964-3966 
by coking, 3965-3966 
cycles, 3966 
by poisoning, 3965 
by sintering, 3965 

catalyst preparation, 3956-3960 
catalyst regeneration, cycles, 3966 
future developments, 3966 
heterogeneous catalysts, 3955-3956 
structural characterization, 3960-3964 

Catalysts 
heterogeneous, atomic scale studies, 

179-193 
metal nanoparticle as, 1869-1 880 
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Catalysts (cont.) 
bimetalic nanoparticle, formation of, 

1876 
C-C bond formation, 1878-1879 
characterization, 1873-1 874 
hydration, 1878 
iron-group element, composed of, 1875 
oxidation, 1878 
platinum-group elements, composed of, 

1874-1875 
preparation, 187 1-1874 
reduction, 18761877 
structure control, 1874-1876 
visible-light-induced hydrogen 

generation, 1877 
nanoparticle supported, 2531-2535 
nanostructured, 226-232, 253 1-2537 

basic, 225-234 
basicity, defined, 225-226 
carbogenic molecular sieves, 231-232 
historical perspective, 225 
hydrotalcite, 232 
mesoporous (alumino) silicates, 230-231 
zeolites, 227-230 

Catalytic applications, polymerization 
catalysts, 1803 

Catalytic cracking, mesoporous materials, 
1803-1 804 

Catalytic functions, zeolite membranes, 
1162-1163 

Catalytic processes, over supported 
nanoparticle, 62 1 4 3 2  

Catalytic properties 
micro-, mesoporous nanomaterials, 

633-647 
nanocrystal dispersed platinum particles, 

2259-2268 
transition metal oxides, 1913-1914 

Catenanes 
hydrogen bonding, self-assembly directed 

by, 3405-3406 
switchable, computational analysis, 

797-805 
binding site selectivity origin of, 801 
catenane systems dynamics, 799-801 
co-conformational isomerism, 801-802 
structural fundamentals, 798-799 

Cation-arene interactions, molecular probes, 
2123-2130 

Cation-chloride cotransporter, 3699 
Cavitand-based coordination cages, self- 

assembly of, 3415-3430 
enlarged nitrile-based coordination cages, 

3422-3423 
nitrile-based coordination cages, 

341 7-3422 
pyridine-based coordination cages, 

3423-3426 
Cell adhesion, resisting, 39G391 
Cell surface receptors, biologically 

functionalized tips for probing of, 
138 

Cell-substratum contact sites, 249 
Cellular delivery, micro-Inanoscale needles 

for, 254-255 
Cellulose, surface free energy, 1573 
Cellulose acetate, 2400, 2401 
Cellulose nitrate, surface free energy, 1573 
Ceramics 

functionalization of surface layers on, 
1277-1285 

alkali-resistant surface layer, 1283-1284 

gradient titanilayer, photocatalytic fiber 
with, 1283 

new process, 1277-1279 
photocatalytic fiber, 1279-1 283 
surface gradient structures, 1277 

mesoporous, functionalization of, 
1 1 2 6 1  127 

nanophase, as nanobiomedical implants, 
266269 

Cethyl trimethyl ammonium bromide, 2317 
Cethyl trimethyl ammonium chloride, 2317 
Cetyltrimethylammonium bromide, 2898 
Chain polymerization, controlled, polymer 

nanowires by, 295 1-2958 
photopolymerization, 2953 
scanning tunneling microscope, 2954-2955 
self-ordered molecular layer, 295 1-2953 

Channel lattices, nanosized, heterogeneous 
surfaces with, 1357-1367 

Chaotic transport in antidot lattices, 649466 
Aharonov-Bohm oscillation, 654-664 
Altshuler-Aronov-Spivak oscillation, 

657458 
commensurability peaks, 6 5 M 5 4  
magnetic focusing, leading to fundamental 

commensurability peak, 65 1 
scattering, from two adjacent antidots, 652 
scattering matrix formalism, 658-664 
triangular antidot lattices, 65-57 

Charge canier dynamics, nanoparticle, 
667482 

metal nanoparticle, charge canier dynamics 
of, 673-675 

semiconductor nanoparticle, charge canier 
dynamics in, 667473 

Charge transfer in metal-molecule 
heterostructures, 683498 

Moore's law, 683 
Charge transport properties, multilayer 

nanostructures, 699-707 
nanoscale multilayer structures, 699-700 

Chemical deposition, formation of electrical 
circuits by, 1027-1028 

Chemical force microscopy, 2709 
Chemical imaging, 2703-27 12 
Chemical selectivity, 1505-15 14 

interfacial phenomena and, 1505-15 14 
molecular interactions, 15061 5 1 1 
molecular organization, 1508-1 5 1 1 
molecular recognition, at interfaces, 

1505-1 506 
molecular structure, 1 5 6 1 5 0 8  
surfaces, chemical selectivity of, 

1 5 6 1 5 1 1  
Chemical sensors 

design theory, 2425-2426 
electrically functional microstructures 

from, 1031-1032 
Chemical switches, 2 146-2 149 

chemical bimolecular reactions, 2149 
molecules in interaction, 2 147-2 149 
simple chemical conversions, 2 1 4 6 2  147 

Chemical synthesis, lab-on-a-chip micro 
reactors for, 1547-1564 

Chemical transport reactions, inorganic 
nanotubes synthesized by, 
1457-1466 

applications, 1465 
crystal flakes, instability against bending, 

1459- 1460 
interlayer distances, nanotube chirality, 

146G1461 

lattice structure, 1458-1459 
multiwall nanotubes, 1457-1461 
nucleation, 1458-1459 
plate-like crystal structures, 1457-1458 
silver, nanotube alloyed with, 1461-1465 
stacking-order, tube diameter and, 1460 

Chemical warfare agent, 381 
structures of, 242, 378 

Chemical warfare agent decontamination, by 
nanoparticle, 14 1-242 

Chemical warfare agent detection 
biosensors for, 375-388 

in air, 375, 377-378, 380-381, 383-386 
cell chamber, 379 
fluorescence measurements, 379 
toxic agents, 379 
in water, 375-379, 381-383, 385-386 
water quality monitoring, toxic agents 

used for, chemical structures, 379 
sensor response to, 385 

Chemically functionalized carbon nanotubes, 
applications 01'. 501 -502 

Chemicurrents, sensors based on, 3527-3537 
Chemiresistor sensors, metal nanoparticle 

monolayers, 1864-1 865 
Chip-detection, DNA-conjugated metal 

nanoparticle 
marker application, for DNA chip readout, 

959 
molecular nanotechnology, 959-960 
networks in solution based, 955-956 
preparation, 955 
solid substrates, immobilization onto, 

956958 
surface immobilization of DNA, 957 
whole substrate incubation, immobilization 

technique, 958 
Chiral, pseudochiral molecules at interfaces, 

self-assembly, 343 1-3438 
Chiral nanostructures 

enantioselectivity on surfaces with, 
11 13-1 123 

surfaces with, enantioszlectivity, 
11 13-1 123 

achiral bulk crystal structures, chiral 
surfaces from, 1 1 18-1 120 

bulk chiral materials, surfaces based on, 
1117-1118 

chiral organic modifiers, surfaces 
templated with, 1 115-1 117 

chiral surfaces, 11 14-1 115 
molecules, chirality of, 1 113-1 114 
solids, chirality of, 1 113-1 114 
surfaces, chirality 01'. 11 13-1 1 14 
technological impact of chiral surfaces, 

1120-1 121 
Chiral organic modifiers, surfaces templated 

with, 1115-1117 
Chiral pair self-assembled monolayers, 

scanning tunneling microscopy, 
3305-33 13 

iodination products of oleic acid, elaidic 
acid, monolayer of, 3309-33 11 

oleyl alcohol iodination product monolayer, 
3307-3309 

Chiral single-walled carbon nanotubes, 3608 
Chiral switches based on enantiomers, 

2159-2160 
Chiral switches based on pseudoenantiomers, 

2160-2162 
Chiral templates, 11 1 6 1  1 17 
Chirality in gold nanoclusters, 1292-1293 
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Chiroptical molecular switches, sterically 
overcrowded alkenes as, 
2159-2166 

Chiroptical switching, in polymeric matrices, 
2165-2166 

Chitosan, polymeric gene carrier, 2943 
Chlorella biosensor, 377, 381-382 
Chloride channel, 3699 
Chloride complex, x-ray crystal structure, 64 
Chloride pumps, conversion of proton pumps 

to, 3707 
Chloride-conducting membrane proteins, Saier 

nomenclature, 3699 
Chloroform, surface tension, 1573 
Chromophore-receptor systems, 2749 
Circuit, integrated, 2211-2212 
Citrate method, magnetic nanomaterial 

synthesis, 1685-1686 
Classical computing, limits of energy 

dissipation vs. performance, 2199 
Clay, in soil, 1 149 
Clay surfaces, polymer brushes from, 

2959-297 1 
Clay-nanoparticle polymer composites, 

3000-300 1 
Closed-shell carbon clusters, magnetic 

properties of, 1655-1656 
Cluster sublimation energies, gold 

nanoclusters, 616418 
Coagulation, 3 5 4 4  

atmospheric nanoparticle, 103 
of monodisperse aerosols, 35-36 

Coagulation equation, aerosol nanoparticle, 36 
solutions, 4 M 3  

coagulation in nanoparticle synthesis, 43 
moment method, 4 2 4 3  
sectional method, 40-41 
self-preserving solution, 41-42 

Coating of titanium dioxide, on stainless steel, 
391 8-3925 

Coatings, nanoceramics, 2243-2244 
Cobalt 

anion templated system, 55-57 
tungsten carbide, nanocomposites, 

3943-3952 
Cobalt alloys, orthopedic implant, 269 
Cobalt/chromium multilayers, thin film 

structural transition, 3740 
Cobaltkopper multilayers, thin film structural 

transition, 3738-3739 
Cobalt/manganese multilayers, thin film 

structural transition, 3739 
Cohesive energy, per carbon atom, carbon- 

related structures, 478 
Coking, catalyst nanostructures deactivation, 

3965-3966 
Collagen, properties of, 3082 
Collision kernels, 36-39 

Brownian coagulation, 3 6 3 7  
electrostatic coagulation, 39 
gravitational coagulation, 37-38 
turbulent coagulation, 38-39 

Colloid solutions, nanocrystalline powders 
precipitation, 2292-2293 

Colloid systems, 709-715 
colloids, 709-7 10 
micelles, 7 10-7 11 
nanocrystals, superlattices, 71 1-7 14 

nanoreactors, schematic of, 7 12 
Colloidal assembly, fabrication of electrical 

circuits via, 1026103 1 
Colloidal crystals 

assembly by alternating cuuent chaining, 
dielectrophoretic forces, 
1035-1036 

assembly by electrophoretic forces, 
1034-1035 

Colloidal germanium nanoparticle, 717-723 
Colloidal gold films 

tunable nanocrystal distribution, 15 15-1 523 
electrostatic interactions. particle 

deposition, 15 15-15 17 
gold nanocrystals, 1517--I 51 8 
kinetics, nanocolloidal gold adsorption, 

1519-1520 
nanocolloidal gold suspension, 15 17 
quantitative analysis, 152&1521 
saturation coverages, 15 18-15 19 
size distribution, 15 17-1518 
spatial distribution, 15 18-15 19 

tunable nanocrystal distribution in, 
1515-1523 

electrostatic interactions. particle 
deposition, 1515-15 17 

gold nanocrystals, 15 l7--l5 18 
kinetics, nanocolloidal gold adsorption, 

1519-1520 
nanocolloidal gold suspension, 15 17 
quantitative analysis, 15:20-1521 
saturation coverages, 15 18-1 5 19 
size distribution, 15 17-15 18 
spatial distribution, 1518-1519 

Colloidal gold nanocrystals, tumor necrosis 
factor bound to, vector with 
docking site for gene therapy, 256 

Colloidal micro nanostructures, assembled on 
patterned surfaces, 725-738 

3-D colloid assembly, 726-728 
fundamental interactions in colloid systems, 

725-726 
planar surfaces, 728-729 
structured colloid assemblies, 729-736 

Colloidal nanometals, as fuel cell catalyst 
precursors, 739-759 

metal salt reduction method, 741-743 
wet chemical reduction, 741-748 

Colloidal nanoparticle, 717-7:23 
electrokinetic characterization, 773-786 

composite particles, synthetic process of, 
778-785 

concentrated dispersion, 775-778 
diluted suspension, measurements of 

particles in, 773-7'75 
model molecular surfaces, aggregation 

patterns, 761-772 
Colloidal particle, solid, liquid, interfacial 

forces between, 149 1-1503 
deformable interfaces, interactions 

involving, 1493-1494 
direct measurement, 1494-1498 

deformable surfaces, 1496-1497 
force curve analysis, 141)7-1498 
surface force measurement, 1494-1496 

interfacial forces, 1491-1493 
surface forces measurement, 1491 

Colloidal particles 

electrically functional microstructures 
from, 1031-1034 

biological sensors, 1032-1034 
chemical sensors, 1031-1032 
quantum electronics nanoparticle 

devices, 1034 
multiplayer assembly on, 2369-2371 

Colloidal self-assemblies, nanocrystals 
synthesized in. 2317-2327 

direct micelles, 23 17 
divalent surfactant, 23 18 
ferrite nanocrystals, 2323-2324 
reverse micelles, 23 17-23 18 
self-assemblies differing by sizes, shapes, 

23 18-2323 
Colloidal suspensions, electrical field-induced 

forces in, 1025-1026 
Combustion flame-chemical vapor 

condensation, 2469 
Complementary molecular field effect 

transistors, 2092 
Composite nanowires, bending modulus of, 

17761778 
Composites, nanostructured, using carbon- 

derived fibers, 255 1-2561 
carbon fibers, 2551-2552 

surface chemistry, 2552-2553 
fiber-matrix interface, buried, monitoring, 

2557-2559 
nanotubes, 2559-2560 
x-ray photoelectron spectroscopy, 

2553-2557 
Computational analysis, 823-844 

computational analysis 
computational analysis, normal mode, 

simplified, 824 
normal mode, 824 

Hessian matrix evaluation, 827 
multiparticle soft matter systems, 

828-829 
coupled rotational modes, 829 
indifferent modes, 828-829 
particle vibrational modes, 829 
spectator modes, 829 

normal mode, 824 
simplified, 824 

sparse matrix diagonalization, 827-828 
switchable catenanes, 797-805 
switchable rotaxanes, 807-821 

Computer-aided design, DNA-based 
nanoinstruments, 833-844 

measurement principle, 834-836 
polyacrylamide gels, detection of DNA 

deformation in, 841 
solution, DNA deformation measured in, 

836-841 
at surfaces, detection of DNA deformation, 

841-843 
Computing, limits of energy dissipation vs. 

performance, 2 199 
Condensational growth, atmospheric 

nanoparticle, 100-102 
Conducting polymers, nanostructures based 

on, 2615-2626 
atomic force microscope lithography, 

2621-2622 
capillaries, micromolding in, 2619-2621 
inverse opal formation, 261 8-26 19 

This is an inclusive index for all five volumes. Volume breaks are as follows: 'Volume 1: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
pages 1797-2676; Volume 4: pages 2677-3296; Volume 5: pages 3297-3980. 
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Conducting polymers, nanostructures based on 
(cont.) 

lithography, 2619-2623 
mask techniques, 2619-2623 
masks, 2622-2623 
polarized infrared absorption spectroscopy, 

26162617 
scanning tunneling microscopy lithography, 

262 1 
solvent-assisted micromolding, 2619 
template synthesis, 2615-2619 

Conduction in molecular wires, 2 188-21 89 
Conductivity, thermal, nanoceramics, 

3867-3872 
Confocal laser scanning microscopy, 2357 
Constructive nanolithography, 110-111 
Contacting nanowires, nanoarrays, 

electrochemical self-assembly, 
1076 

Continuous water quality monitoring, 
experimental apparatus, 379 

Continuum solvent models, DNA counterion 
distributions, 21 33-2127, 
2138-2139 

Controlled chain polymerization, polymer 
nanowires by, 2951-2958 

photopolymerization, 2953 
scanning tunneling microscope, 

2954-2955 
self-ordered molecular layer, 2951-2953 

Controlled drug delivery 
miniaturization devices, 254-256 
nanoscale polymer carriers, 255-256 

Coordination framework topology, 
multimodal ligands, 845-853 

coordination framework design, 845-846 
coordination polymers, 848-852 

three-dimensional architectures, 
848-849 

two-dimensional architectures, 849-852 
coordination preferences, 847-848 
multimodal ligands vs. unimodal ligands, 

846847 
Copolymers, block 

nanoparticle, 405414 
dilute solution, 405407 
enantiomeric lactide sequences in 

solution. 4 0 7 4 1  2 
templating polymer crystal growth using, 

3853-3865 
amorphous systems, block copolymer 

phase separation, 3853-3854 
large areas, patterning semicrystalline 

block copolymers over, 3862-3863 
moderately-segregated systems, 

3860-3861 
rubbery block copolymers, strongly- 

segregated semicrystalline, 
3861-3862 

semicrystalline systems, microphase 
separation in, 3854-3855 

semicrystalline-glassy block copolymers, 
crystallization in nanoscale 
environments, 3855 

semicrystalline-poor block copolymers, 
3855-3858 

semicrystalline-rich block copolymers, 
3858-3860 

semicrystalline-rubbery systems, 3860 
Copper ions, equilibrium state of adsorption, 

174 
Core-shell hydrogel nanoparticle, 855-864 

environmentally responsive microgels, 
855 

fluorescence analysis, 860-862 
mechanical interactions between core, shell, 

858-859 
shell thickness dependence, 859-860 
synthesis, 855-837 
thermodynamic properties, 857-858 

Core-shell latex particles, preformed, 
complexation of, 2901 

Core-shell nanospheres, 865-879 
composite capsules, 875 
hollow capsules, nanobottles, 870-875 

inorganic, 872-875 
polymer, 871-872 

nanosized core-shell spheres, 866870 
with inorganic, composite shell, 868-870 
with polymer shell, 866868 

rare earth complex, encapsulation in 
nanobottles, 875-876 

silica nanobottles, preparation procedure of. 
874 

Cortical bone, orthopedic implant, 269 
Corundum, energetic parameters, 1 148 
Counterion condensation, 2 13 1 
Counterions around DNA 

Brownian dynamics, 2137 
solvent simulations, 2 137-2 140 

Covalent functionalization, carbon nanotubes. 
496500 

Covalent immobilization, surface engineering, 
354-355 

Covalenthonic self-assembly, nonlinear 
optical film fabrication, 3473-3474 

Cowpea chlorotic mottle virus, 322-323 
Cowpea mosaic virus, 324-327 
Cross-linked polyvinylpyrrolidone. hydrogel 

nanoparticle synthesized by, 
1403-1414 

ultrafine poly(N-vinyl pyrrolidone) 
nanoparticle, 1406-14 12 

Cryofracture, transmission electron 
microscopy after, 980 

Cryo-transmission electron microscopy, 2771 
Crystal fibers, photonic, 2853-2867 
Crystal matrix, pseudoenantiomeric switches 

in, 21662167 
Crystal structures, molecular designs for, 

2057-2061 
neutral biimidazolate complex, 2061-2064 

Crystalline carbon forms, structuring, 422423 
Crystallization, organosilanes, molecular 

assembly, organosilane 
monolayers, at air-water interface, 
203 1-2036 

Crystallization at air-water interface, 
organosilane monolayers, 
203 1-2036 

Crystallization kinetics, microgel dispersions, 
1973-1974 

Crystallization structure, intercalated 
polypropylene nanocomposites, 
1485-1486 

Crystals, liquid, protein binding event 
detection, 1635-1 646 

CSD. See Cambridge Structural Database 
Cubic phase structure, cubosomes, 881-883 
Cubosomes, 882 

bicontinuous liquid crystalline nanoparticle, 
881-892 

cubic phase particles, 883 
cubic phase structure, 881-883 

cubosome manufacture, 885-886 
hexagonal liquid crystalline phase, 889 
monoolein, molecular structure of, 882 
other liquid crystallme phases, formation 

of, 89 
sponge phase, 889 
systems forming, 886887 

Cyanide, 2495 
Cyano, to carboxylic terminat~on conversion, 

self-assembled silane monolayers, 
3345-3359 

Cyanobacterium biosensor, 377 
Cyanogels, spin-coated, 3667-3674 

film characterization, 3669 
preparation, 3669 

Cyclic peptides, self-assembly, hydrogen- 
bonded nanotubes, 3439-3457 

application status, peptide nanotubes, 
3450-3454 

Cycloaddition, on lab-on-a-chip micro reactor, 
1556 

Cyclophane hosts, 1318-1321 
Cysteine, 266 

properties of, 3082 
Cytimmune Sciences, 256 

Daisy-chain polyrotaxane, 195 
DARPA. See Defense Advanced Research 

Projects Agency 
Data storage on atomic scale, 1477 
Dealloying, nanoporous metals formed by, 

893-896 
Decontamination, by nanoparticles, 241-245 

biological weapons, 241-245 
chemical warfare agents, 241-242 

Defect reduction techniques, quantum dot 
lasers. 3 1 17-3 1 18 

Defense Advanced Research Projects Agency, 
2077 

Defensin, 3699 
Dehydration, on lab-on-a-chip micro reactor, 

1556 
Dendrimers, nanoparticle formation in, 

metallation, 2907-2909 
Dendritic nanocatalysts, 903-91 1 
Density functional methods, silicon 

nanocrystals, quantum 
confinement, 3567-3570 

Density functional theory. 2086 
Deoxyribonucleic acid. See DNA 
Derjaguin-Landau-Venwy-Overbeek theory, 

169, 171-172. 3807-3809 
surface forces, nanoparticle. 3807-3809 

Design theory, nanomaterials, molecular 
devices, 2423-2433 

Detonation, nanocrystalline powders, 
2292-2294 

Detoxification of nerve agents. 243 
Diacetylene derivatives, photoreactive 

bolaform amphiphiles, 1612-1615 
Diagnostic systems, nanotechnology in, 

247-261 
Dialkyldimethylammonium bromide, 2769 
Diamidopyrrole ligand, Gale's, 77 
Diaspore, energetic parameters, 1 148 
Diazo coupling, on lab-on-a-chip micro 

reactor, 1556 
Diazotization, on lab-on-a-chip micro reactor, 

1556 
Diblock copolymers, self-assembly with, 

2457-2459 
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DiblocMparticle mixtures, nanoparticle- 
polymer mixtures, supramolecular 
networks synthesized in, 
3786-3787 

Dibutyl sulfide, structure of, 378 
Dielectric effects, DNA counterion 

distributions, 2134 
Dielectrophoretic forces, colloidal crystals, 

assembly by, 1035-1036 
Differential scanning calorimetry, 2587 
Diffraction, structural color from, 37 17-37 19 
Diffusion reflectance infrared Fourier 

transform, 2599 
Digermane, 1170-1 172 
Diiodomethane, surface tension, 1573 
Dimensionally graded semiconductor 

nanoparticle films, 913-92 1 
Dimeric copper-complexed rotaxane, 8 17 
Dimethylaminophenylazobenzoic acid, 2763 
Dimethylformide, 2631 
Dimethylsulfoxide, 2187 
Dinuclear triple-stranded helicates, template- 

directed assembly, 3831-3842 
Dip coating of nanoparticle, 279 
Dip-pen nanolithography, 109-1 10, 247, 

923-931,2621,2975-2978 
direct-write, 2978-2979 

Direct force measurement of liposomes, by 
atomic force microscopy, 933-942 

Direct measurement determination, surface 
forces, nanoparticle, measurement 
techniques 

atomic force microscopy, 38 11-38 12 
for nanoparticle, 3812-3816 
surface force apparatus, 3810-381 1 
total internal reflection microscopy, 381 1 

Direct micelles, 2317 
Disilane, 1 170-1 172 
Dissipation of power, performance and. 

(Moore's law) 
limits of energy dissipation vs. 

performance, 2 199 
predictions for CMOS technology, 2 198 
single-electron transistors, 2198-2199 

Distearylphosphatidylcholine, 25 10 
Distributed Bragg, 2874 
Dithiol linked 3-D assemblies, 3826 
Divalent surfactant, colloidal self-assemblies, 

nanocrystals synthesized in, 2318 
Divinylbenzene, 2347 
D-mannitol-terminated self-assembled 

monolayers, adsorption of protein 
on, 397 

D-mannonic 1,s-lactone, 2, 401 
DNA, 2201, 2361 

atomic force microscopy, 120-124 
functionalized emulsions, interactions with, 

977-986 
applications, 984-985 

DNA counterion distributions, molecular 
simulations, 21 31-2143 

analytical theory evaluation, 2 133-2 134 
continuum solvent models, 2133-2127 

compared, 2 138-2 139 
counterions around DNA 

Brownian dynamics of, 2137 
simulations of, solvent, 2137-2140 

dielectric effects, 2134 

ion competition, 2 136 
ions, specific binding of, 2 138 
molecular dynamics of DNA, 2 137 
multiscale simulation, 2139-2140 
multivalent ligands, interaction of DNA 

with, 2136-2137 
polyelectrolyte models, 213'1-21 33 
specific distribution of charges, 

2135-2136 
DNA damage, electrochemical toxicity 

sensors, electroanalytical methods 
for detecting, 1065-1068 

DNA detection, porous silicon microcavities, 
344 

DNA hybridization, electronic control, 
963-975 

DNA toxicity detection, combining 
bioactivation with, 1068-1070 

DNA-based nanoinstmments, computer-aided 
design. 833-844 

measurement principle, 834-836 
polyacrylamide gels, detection of DNA 

deformation in, 84.1 
solution, DNA deformation measured in, 

836-841 
at surfaces, detection of DNA deformation, 

841-843 
DNA-conjugated metal nanoparticle, 

chip-detection 
immobilization onto solid substrates, 

956-958 
marker application, for DNA chip readout, 

959 
molecular nanotechnology, 959-960 
networks in solution based, 955-956 
preparation, 955 
surface immobilization of DNA, 957 
whole substrate incubation, immobilization 

technique, 958 
DNA-nanoemulsions complexes, 977-986 
Dodecane, surface tension, 1573 
Dodecyltrimethylammonium bsromide, 2901 
Dolomite, surface free energy. 1573 
Dots, quantum. See Quantum dots 
Double helicate, Kruger's, mollecular structure 

of, 76 
Double layer formation, electrical, 1001-101 4 

canonical Monte Carlo simulation, 
1006-1007 

Gouy-Chapman theory, 1003-1004 
grand canonical Monte Carlo simulation, 

1004-1006 
nonprimitive model, 1 0 0 6  1007 
primitive model, grand canonical Monte 

Carlo simulation, 1007-1008 
Double-hydrophilic block copolymers, 

2897-2899 
Drug delivery, 256 

fullerene-based, 256 
miniaturization devices, 254-256 
nanobiotechnology in, 247-261 
nanoparticulare platform for, 256 
nanoscale polymer carriers, 255-256 

Drying methods, templating aerogels for 
tunable nanoporosil.y, 3845-3849 

evaporative drying, 38463847 
removal of template materid, 3849 
supercritical drying, 3847-3849 

Dual-mode photoswitching of luminescence, 
2163-3164 

Dual-mode resonance, nanobelts, 1779-1780 
Ductility, structural nanomaterials. 3728-3730 
Dynamic atomic force microscopy, 

heterogeneous surfaces, 987-1000 
receptor-ligand interactions, dynamic 

measurements, 995 
steric forces, dynamic measurements, 

994-995 
tapping mode atomic force microscope, 

988-991 
Dynamic nanostructures 

biological membranes, 2508-2510 
ar nanotechnology building blocks, 

2510-2515 
Dynamic random-access memory, 2075 

Egg yolk phosphatidylcholine, 933 
Elastic shell model, carbon nanotubes, 

supramolecular morphology 
changes, 591-593 

Elasticity of cell walls, force spectroscopy, 
137 

Electric field-induced mechanical resonance 
nanobest, nanowire, dynamic bending 

modulus, nonlinear effect, 
1774-1776 

nanowires, nanobelts, dynamic bending 
modulus, 1773-1776 

experimental method, 1773-1 774 
fundamental resonance frequency, 

1774-1776 
Electrical applications, nanoceramics, 

2242-2243 
Electrical conductivity, molecular assembly of 

nanowires, 2026-2027 
Electrical double layer formation, 1001-1014 

canonical Monte Carlo simulation, 
I 006- 1007 

Gouy-Chapman theory, 1003-1004 
grand canonical Monte Carlo simulation, 

1004-1 006 
in nanopores, 1004-1007 
nonprimitive model, 1006-1 007 

canonical Monte Carlo simulation, 
1008-1012 

primitive model, 1004-1006 
grand canonical Monte Carlo simulation. 

1007-1008 
surface properties, 1001-1003 

Electrical double layer model, mineral 
nanoparticle, 1992 

Electrically conducting polymeric 
nanostructures, one-dimensional, 
1015-1024 

molecular interactions as "soft" templates, 
1017-1018 

synthesized on surfaces, 1019-1020 
using "solid" templates, 1015-101 7 

Electrically conductive inks, metallic 
nanopowders, 1929-1930 

Electrically conductive pastes, metallic 
nanopowders, 1929-1930 

Electrically functional nanostructures, 
1025-1042 

Electrochemical capacitors, 425427 
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Electrochemical deposition, formation of 
electrical circuits by, 1027-1028 

Electrochemical dip-pen nanolithography, 
2622 

Electrochemical heavy metal detection, 1 13 1 
Electrochemical Langmuir trough, 1043-1049 

examples of application, 1045-1048 
molecular conformation, 1045-1046 
open grids, 10461048 

Electrochemical modification, carbon 
nanotubes, 507-5 17 

bulk electrodes, 507-509 
covalent modification, 509-510 
electrochemical applications, 5 13-5 14 

actuators, 514 
batteries, 514 
(bio) electrochemical sensors, 5 13-5 14 
fuel cells, 514 
hydrogen storage. 5 14 

film electrodes, 507 
microbundle electrodes, 508 
nanotube electrodes, 507-509 
noncovalent modification, 5 10-5 12 
paper electrodes, 507 
paste electrodes, 507 
powder microelectrodes, 507 
single-nanotube electrode, 509 

Electrochemical sensors, 1063-1072 
actuators, electrodes in, 4 3 W 3 1  
based on functionalized nanoporous silica, 

1051-1061 
for selective adsorption of metal species, 

1053 
based on modified carbon paste electrodes, 

1053-1057 
DNA damage, electroanalytical methods 

for detecting, 1065-1068 
DNA detection, combining bioactivation 

with, 1068-1070 
DNA electrochemistry, 1065-1066 
enzyme-DNA films, 1063-1065 
microelectrode array modified with 

functionalized nanoporous silica 
thin film, 1057-1059 

toxicity sensing, electrochemical methods 
for, 1066-1068 

Electrochemical synthesis, 746-747 
Electrochemically self-assembled nanoarrays, 

1073-1085 
electrochemical self-assembly, 1073-1076 

anodization, 1075 
contacting nanowires, 1076 
electrodepositing compound 

semiconductor, 1075 
electrodepositing metal, 1075 

nanofabrication, 1073 
quantum dot image processors, 

1079-1084 
dot capacitance, 1084 
interdot resistance, 1082 
measurements of circuit parameters, 

1082 
negative differential resistance, 

1082-1084 
quantum dot based neuromorphic 

architectures, 108CL108 1 
self-assembling neural network, 1082 
"superdot" for image-processing 

applications, 1084 
quantum wire based room temperature 

infrared photodetectors, 
1076-1079 

origin of photoresponse, 1077-1079 
Electrochemistry of DNA, 1065-1066 
Electrodepositing compound semiconductor, 

nanoarrays, electrochemical 
self-assembly, 1075 

Electrodepositing metal, nanoarrays, 
electrochemical self-assembly, 
1075 

Electrokinetic characterization, colloidal 
nanoparticle, 773-786 

composite particles, synthetic process of, 
778-785 

concentrated dispersion, 775-778 
diluted suspension, measurements of 

particles in, 773-775 
Electrokinetics, mineral nanoparticle, 

1991-2005 
double-layer model, 1992 
electrical double layer model, 1992 
electroosmosis, 1999 
electrophoresis, 1999 
electrophoretic mobility, applications of, 

2002-2003 
ions, 1996-1998 
isoelectric point, 1998 
mineral particle interaction mechanisms, 

2000-2002 
point of zero charge, 1998 
properties, 1991-1998 
sedimentation potential, 1000 
streaming potential, 2000 
surface charge, origin of, 1991-1992 
zeta potential, 1998 

applications of, 2002-2003 
measurement, 1998-2000 

Electroluminescence, optical characterization, 
self-formed quantum dots, 
3232-3234 

Electron back scattering diffraction, 2272 
Electron beam direct writing, 2413 
Electron beam lithography, 2413 
Electron beam projection lithography, 2413 
Electron energy loss spectroscopy, 2330 
Electron microscopy imaging techniques, 

environmental, geological science, 
1087-1097 

analytical techniques, 1088-1089 
examples, 1089-1095 
gold nanocrystals, in gold ore deposit, 

1091-1093 
heavy element colloids, at Nevada test 

site, 1091 
lead in early archean zircon, 1093-1095 
uranium nanocrystals, in atmospheric 

particulates, 1089-1091 
conventional techniques, 1087-1088 

Electron projection lithography, 2418 
Electron spin resonance, 2027 
Electronic artifacts, atomic force microscopy, 

151 
Electronic control, DNA hybridization, 

963-975 
Electronic coupling in vertically aligned 

quantum dots, 3 135-3 143 
coupled quantum dots, 314CL3143 
electronic coupling in quantum dot 

columns, 3 138-3 140 
quantum dots columns, 3 135-3 137 
theory, 3 137 

Electronic nanostructures, metal nanoparticle 
self-assembly into, 1829-1 840 

electronic applications, 1830-1 833 

fabrication of ordered arrays, 1834-1838 
I-D arrays, 1838 
2-D arrays, 1835-1 838 
3-D arrays, 1835 

molecularly protected nanoparticle, 1829 
synthesis, 1833-1834 

Electronic switches, 1099-1 11 1 
carbon nanotubes, 1104-1 107 
molecular actuators, 1107-1 109 
nanoparticle, 1099-1 101 
quantum dots, 1099-1 101 
switches, 1101-1 104 

Electroosmosis, 1999 
Electroosmotic flow velocity, carbon 

nanotubes, 522 
Electro-osmotic membrane flow control, 

carbon nanotubes, 5 19-528 
electrochemical derivatization, effect on 

electrosomotic flow, 525-526 
electroosmotic flow 

effect of applied current density on, 
522-523 

velocity, 522 
ionic strength, effect on electroosmotic 

flow, 523-521 
solution pH, effect on electrosomotic flow, 

524-525 
transport properties, carbon nanotube 

membranes, 52 1-522 
Electrophilic substitution, fullerenes, 1217 
Electrophoresis, 1999 
Electrospinning, polymer nanofibers prepared 

by, 2931-2938 
concentration of polymer in solution, 2934 
electrical conductivity, 2933-2934 
electrospun nanofiberh, applications of, 

2935-2936 
electrospun polymer systems, 2934 
fiber formation, 2933-2934 
structure formation, 2934-2935 
surface free energy, 2933 

Electrostatic coagulation. coll~sion kernels, 
39 

Electrostatic forces, nanoparticle, determined 
by direct measurement, 3807 

Electrostatic surface potential. 686-695 
Ellipsometer, 284 
Ellipsometry, spectroscopic. See 

Spectroscopic ellipsometry 
Empirical pseudopotential method, silicon 

nanocrystals, quantum 
confinement, 3564-3567 

Emulsions, functionalized. DNA interactions 
with, 977-986 

Enamine, on lab-on-a-ch~p micro reactor, 
1556 

Enantiomeric switches, in liquid crystal 
matrix, 2166 

Enantiomerically pure compounds, surfaces 
of, 1117 

Enantiomers, chiral switches based on, 
2159-2160 

Enantiomorphic crystals, bulk, surfaces of, 
11 17-1 1 I8 

Enantiomorphic heteroepitaxial growth, 
metals on chiral oxides, 1120 

Enantioselectivity 
naturally chiral metal surfaces, 1120 
surfaces with chiral nanostructures, 

11 13-1 123 
achiral bulk crystal structures, chiral 

surfaces from. 11 18-1 120 
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Enantioselectivity (cont.) 
bulk chiral materials, surfaces based on, 

1117-1118 
chiral organic modifiers, surfaces 

templated with, 11 15-1 11 7 
importance of, 1 1 14- 1 1 1 5 
molecules, chirality of, 11 13-1 114 

naturally chiral metal surfaces, 1 120 
solids, chirality of, 11 13-1 114 
surfaces, chirality of, 11 13-1 114 
technological impact of chiral surfaces, 

1120-1 121 
types of, 11 15-1 120 

on surfaces with chiral nanostructures, 
1113-1123 

Encapsulated metallic nanowires, design, 
2428 

End functionalization, 49&497 
Endohedral fullerene complexes, dynamics of, 

1472-1473 
Endohedral hydrogen physisorption, 531 
Energetic parameters, environmental 

nanoparticle, 1148 
Energetics, metallic nanopowders, 1927-1928 
Energy dispersive x-ray, 2565 
Energy electron loss spectrometer, 2633 
Energy-dispersive x-ray, 2372, 2633 
Enlarged nitrile-based coordination cages, 

self-assembly of, 3422-3423 
Environmental applications, molecular self- 

assembly, 1125-1 135 
actinides, 1 130 
electrochemical heavy metal detection, 

1131 
heavy metal assay, 1 130-1131 
nanoscience, 1 126-1 128 

mesoporous ceramics, functionalization 
of, 1126-1127 

nanostructured materials, 1 126 
self-assembled monolayers, 1 127-1 128 

nuclear assay methods, enhancement of, 
1131-1133 

oxometallate anions, 1129 
radiocesium, 1 129- 1 130 
soft heavy metals, 1128-1 129 
sorbent materials, self-assembled 

monolayers as, 1128-1 129 
x-ray fluorescence, 1 130- 1 13 1 

Environmental catalysts based on 
nanocrystalline zeolites, 
1137-1 145 

assembly, 11 39-1 140 
hydrothermal synthesis, 1137-1 138 
nanocrystalline zeolite materials, 

ll4O-ll42 
environmental remediation, 1 14 1-1 142 
hydrocarbons, partial oxidation reactions 

of, 1140-1141 
organic contaminants, photocatalytic 

decomposition, 1 142 
self assembly, 1137-1 140 
synthesis, 1137-1 140 
templating methods, 1 138-1 139 

Environmental contaminants, bioremediation, 
331-341 

anaerobic organisms, 332 
anaerobic processes, 332 
bioaugmentation, 332 

biostimulation, 332 
environmental pollutants, 331-334 

hydrocarbons, 33 1-333 
metals, 334 
polycyclic aromatic hydrocarbons, 

333-334 
Exxon Valdez oil spill bioremediation 

project, 336-338 
lessons from, 337-338 

techniques, 334-336 
biofiltration, 335-336 
groundwater bioremedia~tion, 334-335 
phytoremediation, 336 

Environmental nanoparticle, 1147-1 155 
in atmosphere, 1 15 1 
beyond earth, 1152 
in deep earth, 1151-1 152 
energetic parameters, 1148 
in minerals, 1149 
physical chemistry, 1147-1 148 
in rocks, 1151-1 152 
in sediments, 1151-1 152 
in soil, 1148-1 151 
in water, 1148-1 151 

Environmental scanning electron microscope, 
2039 

Environmental science, electron microscopy 
imaging techniques, 1087-1097 

analytical techniques, 1088-1089 
examples, 1089-1095 
gold nanocrystals, in gold ore deposit, 

1091-1093 
heavy element colloids, at Nevada test 

site, 1091 
lead in early archean zircon, 1093-1095 
uranium nanocrystals, in atmospheric 

particulates, 1089-,1091 
conventional techniques, 1087-1088 

Enzymatic synthesis, polyphenols, 
polyaromatic amines, 3374-3375 

Enzyme-based fiber optic nanobiosensors, 
2762-2763 

Enzyme-DNA films, electrochemical toxicity 
sensors, 1063-106.5 

Epithelial chloride channel, 38699 
Epoxy layered-silicate nanocc~mposites, 

aerospace applications, 45-54 
aerospace epoxy nanocomposites, 46 
layered organosilicate, 45-46 
layered silicate, 4 5 4 6  
morphology characterization. 46-47 
morphology development, 49-50 

different curing agents, 50-5 1 
primer layer for aircraft coating, 51-52 
processing, 49-50 
properties of, 4 7 4 9  

Escherichia coli, nanoparticle 
decontamination, :!44 

Esterification, on lab-on-a-chi~p micro reactor, 
1556 

Ethane preferred conformation, 1167-1 173 
Ethanol, surface tension, 1573 
Ethyl acetate, surface tension, 1573 
Ethylene glycol, surface tension, 1573 
Ethylene glycol dimethacrylate, 281 
Ethylenediaminetetraacetic acid, 2841 
Ethylene-dioxythiophene, 261 8 
Europium-based cubane structure, 64 

Evaporative drying, templating aerogels for 
tunable nanoporosity, 38463847 

Excited state properties, configuration 
interaction methods, 3570-3571 

Excited state transitions, quantum dot lasers, 
3114-3116 

Exfoliation. 3019-3020 
intercalated polypropylene nanocomposites, 

1485 
Exohedral hydrogen physisorption, 531 
Explosives, metallic nanopowders, 

1928-1929 
Extended x-ray absorption fine structure, 170 
Exxon Valdez oil spill bioremediation project, 

336-338 
lessons from. 337-338 

Fabricating molecular-assembly nanowires, 
202 1-2022 

Fast Fourier Transform, 2103 
Fatigue properties, structural nanomaterials, 

3730-373 1 
Ferrite nanocrystals, 2323-2324 
Ferritins, 321-322 
Ferrohydrodynamic Bernoulli's law, 1735 
Ferromagnetic molecular TDAE-&, 

1656-1657 
Fiber optic chemical nanosensors, 2759-2761 
Fiber optic nanobiosensors, 2761-2763 
Fiber optic nanoimaging 

probe fabrication, 2763-2764 
sensors, 2763-3764 

Fiber-matrix interface, buried, monitoring, 
2557-2559 

Fibrinogen, properties of, 3082 
Fibrous encapsulation, newly implanted 

materials, 263-264 
Fibrous forms of carbon, 481486 
Field emission scanning electron microscopy, 

2410, 2804 
Film electrodes, carbon nanotubes, 507 
Films, nanoparticle, semiconductor, 

dimensionally graded, 913-921 
Finite-size scaling, mesoscopic 

thermodynamics, 3900 
First light-driven unidirectional molecular 

motor, 2169 
Flame atomic absorption spectrometry, 170 
Flame spray pyrolysis, 2008 
Flexible polymer adsorption, 29 
Fluorescein isothiocyanate, 2762 
Fluorescence confocal scanning laser 

microscopy, 2847 
Fluorescence measurements, chemical warfare 

agent detection biosensors, 379 
Fluorescence near-field scanning optical 

microscopy, 2706-2707 
Fluorescence recovery after photobleaching, 

2508 
Fluorescence resonance energy transfer, 

2508 
Fluoride templated helix, Gale's, crystal 

structure of, 77 
Fluorination, on lab-on-a-chip micro reactor, 

1556 
Fluorine-19 nuclear magnetic resonance 

spectroscopy, 1181-1 182 

This is an inclusive index for all five volumes. Volume breaks are as follows: Volume 1: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
pages 1797-2676; Volume 4: pages 2677-3296; Volume 5: pages 3297-3980. 
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Fluorine-like sarin, decontamination by 
nanoparticle, 24 1 

Fluorofullerenes, 1 175-1 190 
chemical properties, 1 184-1 186 

addition reactions, 1 185 
oxafluorofullerenes formation, 

1184-1 I85 
substitution reactions, 11 85-1 186 

physical properties, 1 182-1 184 
fluorofullerene ions, 1184 
solubilities in organic solvents, 

1182-1 184 
thermodynamic properties, 1184 

structural characterization of, 1 178-1 182 
fluorine-19 nuclear magnetic resonance 

spectroscopy, 118 1-1 182 
x-ray crystallography, 1178-1 181 

synthesis of, 11761 178 
Fluorophore-receptor systems, 275G275 1 
Fluorophore-spacer-receptor systems, 275 1 
Force gradient atomic resolution imaging, 

3650 
Force spectroscopy, 135-140 

elasticity of cell walls, 137 
microbial cell surfaces, 133-142 
principle of, 135-136 
spatially resolved force spectroscopy, 

136-137 
Foreign molecules 

doping by, 486-489 
intercalation, 486489 , 

Formamide, surface tension, 1573 
Formate method, magnetic nanomaterial 

synthesis, 1693-1694 
Fourier transform ion cyclotron resonance 

mass spectroscopy, 138 1 
Fractal analysis, binding kinetics on biosensor 

surfaces, 1 191-1202 
dual-fractal analysis, 1 193 
single-fractal analysis, 1 192-1 193 
surface plasmon resonance biosensor, 

1191-1 192 
Fracture, structural nanomaterials, 3730 
Free radical fluorination, on lab-on-a-chip 

micro reactor, 1556 
Fuel cell catalyst precursors, colloidal 

nanometals as, 739-759 
metal salt reduction method, 741-743 
wet chemical reduction, 741-748 

Fuel cells 
carbon nanotubes, 514 
secondary hydrogen battery, electrodes in, 

429430 
Fuels, nanometal powder, 1937-1942 

aluminized gels, development, 1939-1940 
"combustion" in nitrogen, 1942 
gelled aluminized propellants, mechanisms 

of combustion of, 1938-1939 
hybrid propellants, Alex as additive to, 

1938 
ignition delay measurements, 1940 
liquid propellants, Alex as additive to, 

1938 
small rocket engine tests, 1942 
solid propellants, Alex as additive to, 

1937-1938 
Fullerene C70, 1225-1226 
Fullerene C76, 1226 
Fullerene C78, 1226 
Fullerene CS0, 12261227 
Fullerene CS2, 1228 
Fullerene Cs4. 1227-1229 

Fullerene CS6. 1229 
Fullerene CS8. 1229 
Fullerene Cg0, 1230 
Fullerene carbon nanotubes, 3657 
Fullerene chemistry, 1471-1473 
Fullerene solid, magnetism, 1208-1209 
Fullerene-based drug delivery, 256 
Fullerenes, 1203-121 1, 1213-1221, 

1235-1249 
amorphous sp2 carbon, 1244-1 245 
applications, 1219 
chemical reactivity, 1214-1219 

cycloadditions, 1215-1 216 
electrophiles, addition of, 121 61217 
electrophilic substitution, 1217 
higher fullerenes, 12 18-1 2 19 
hydrogenation, 1215 
metal complexes, 12 17-1 2 18 
multiple additions, 1217 
nucleophiles, addition of, 12 16 
oxidation, 1215 
radicals, addition of, 1216 

fullerene solid, 1207-1209 
doped fullerenes, 1208 
polymerization, 1209 
superconductivity, 1208-1 209 

graphene topology, 1238-1 245 
historical background, 1235-1 237 
inorganic, 3933-3942 
molecular properties, 1205-1207 

electronic states in C60, 1205-1 206 
nanotubes, electrical conduction in, 

1206-1 207 
molecular structure, 1203-1204 
nanotubes, 124G124 1 
nuclear magnetic resonance spectra, 

identification of isomers based on, 
1223-1234 

periodic schwarzites, 1241-1244 
polymerization of, 1657 
structure, 1213-1214 

synthesis, 1214 
synthesis, 1204-1205 
topology vs. total energy, 1245-1246 
van der Waals interactions with, 1473 

Functional nanostructures, 2456 
diblock copolymers, self-assembly with, 

2457-2459 
nanofabrication, via self-assembly, 

24562457 
Functionalized nanoporous silica, 

electrochemical sensors based on, 
1051-1061 

for selective adsorption of metal species, 
1053 

Functionalized polysilsesquioxane colloids, 
metallation, nanoparticle formation 
in, 2910-291 1 

Gale's "anion-anion" assembled solid-state 
polymer, x-ray crystal structure, 77 

Gale's diamidopyrrole ligand, 77 
Gale's fluoride templated helix, crystal 

structure of, 77 
Gas adsorption, carbon nanotubes, 547-556 

confined spaces, matter in, 55G55 1 
gas chemisorption, carbon nanotubes, 551 
gas physisorption, 547-549 
gas storage capacity, 549-550 

Gas phase synthesis, nanocrystalline powders, 
229 1 

Gated response, dual-mode photoswitching of 
luminescence. 2 163-3 164 

Gel permeation chromatography, 2739 
Gene delivery 

bionanoparticle, 327-328 
polymer nanoparticle for, 2939-2949 

active targeting, 2944 
brain, 2945 
chitosan, 2943 
liver, 2945 
lung, 2945 
muscle, 2944-2945 
nanoparticle formation, 2939-2940 
nonviral systems, delivery obstacles for, 

294&294 1 
passive targeting, 2944 
poly(2-dimethylamino)ethyl 

methacrylate, 2943 
polyamidoamine dendrimers, 2943 
polyethylenimine, 2941-2943 
poly-L-lysine, 2941 
polymeric gene carriers, 2941-2944 
polyphosphoester, 2943-2944 
targeting, 2944 
tumor, 2945 
in vivo application, 2944-2946 

Gene therapy, vector with docking site for, 
256 

Geological science, electron microscopy 
imaging techniques. 1087-1097 

analytical techniques, 1088-1089 
examples, 1089-1095 
gold nanocrystals, in gold ore deposit, 

1091-1093 
heavy element colloids, at Nevada test 

site, 1091 
lead in early archean zircon, 

1093- 109.5 
uranium nanocrystals, in atmospheric 

particulates, 1089-1 09 1 
conventional techniques, 1087-1088 

Germanium, colloidal nanoparticle, 717-723 
Germanium nanoparticle, colloidal, 7 17-723 
Giant magnetoresistance effect, 1674-1675 
Glassy phase, nanostructured alloys with, 

1397-1400 
Globular protein adsorption, 29-32 
Glucose, surface free energy, 1573 
Glucose detection, 366367 
Glutamic acid, properties of, 3082 
Glutamine, 266 

properties of, 3082 
Glycerol, surface tension. 1573 
Glycine, 266 

properties of, 3082 
Glycolate method, magnetic nanomaterial 

synthesis, 16941695 
Glycoluril, 1314-1316, 114G1342 
Goethite, energetic parameters. 1148 
Gold 

alkylthiol self-assembled monolayers on, 
3 4  

nanotube alloyed with, 1461-1465 
photochemistry, membrane-coated 

nanoparticle. 2835-2843 
Gold films, colloidal, tunable nanocrystal 

distribution, 15 15-1523 
electrostatic interactions, particle 

deposition, 15 15-15 17 
kinetics, nanocolloidal gold adsorption, 

1519-1520 
quantitative analysis. 152G1521 
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Gold films, colloidal, tunable nanocrystal 
distribution (cont.) 

saturation coverages, 15 18-15 19 
spatial distribution, 15 18-15 19 

Gold nanoclusters, 1287-1296 
chirality in, 1292-1293 
layer-by-layer assembly of, modified with 

self-assembled monolayers, 
1581-1590 

structural properties of, 1288-129 1 
supported, catalysis by, 61 1-620 

adsorbate binding energies, 614-615 
catalyst deactivation, 618 
catalytic properties, 61 3-614 
characterization, 612-61 3 
cluster sintering, 618 
cluster sublimation energies, 61 6-61 8 
electronic properties, 615-616 
model catalysts, 612-618 
synthesis, 612 

thiol-passivated gold nanoclusters, 
structural properties of, 1291-1 292 

Gold nanocrystals, 1517-1518 
nanocolloidal gold suspension, 15 17 
size distribution, 1517-15 18 

Gold nanoparticle 
assembly, surface plasmon spectra, 

3819-3830 
layer-by-layer assembly of, 1625-1628 
on titania, 1297-1 304 

carbon monoxide oxidation, 1299-1301 
catalytic activity, 1297 
decomposition of sulfur dioxide on, 

1301-1302 
Gold surface, supramolecular aggregates, with 

controlled size, shape on, 
3775-3777 

Gouy-Chapman theory, electrical double layer 
formation, 1003-1 004 

Grain size, nanocrystalline materials, 
2301 -2303 

Grand canonical Monte Carlo simulation, 
electrical double layer formation, 
1004-1006 

Graphene topology, fullerenes, 1238-1245 
Graphite Brillouin zone, graphite electron, 

479 
Graphite electron, Brillouin zone, 479 
Graphite intercalation compounds, single- 

walled carbon nanotubes, 
3610-361 1 

Graphites, 4 7 W 8 0  
Gravitational, Brownian coagulation kernels, 

compared, 38 
Gravitational coagulation, collision kernels, 

37-38 
Green function, 2081 
Groundwater bioremediation, 334-335 
Guanidinium-appended porphyrins, 76 
Gun propellants, metallic nanopowders, 

1929 

Halide transport through biological 
membranes, structural base, 
3697-37 1 1 

Halide-specific membrane transport systems, 
3698 

Halobacterium halobium, atomic force 
microscopy, 170 

Halorhodopsin, 3703-3707 
Hamilton's self-assembled solid-state 

hydrogen-bonded structure, ribbon 
arrangement of, 708 

Heavy metal assay, 1130-1 131 
Hectorite, 215 
Helices of polypeptides, design theory, 

2428-2429 
Hematite 

energetic parameters, 1 148 
surface free energy, 1573 

Hemoglobin, properties of, 3082 
Heptane, surface tension, 157.3 
Hessian matrix evaluation, 827 
Heterogeneous catalysts, atomic scale studies, 

179-193 
Heterogeneous catalytic reactions, high- 

resolution mass spectrometry, 
1381-1391 

Fourier transform ion cyclotron resonance 
mass spectroscopy. I38 1 

laser ablation, 1383-1384 
zeolite/silica mass spectroscopy research, 

1384-1385 
Heterogeneous surfaces, dynamic atomic force 

microscopy, 987-1000 
receptor-ligand interactions, dynamic 

measurements, 995 
steric forces, dynamic measurements, 

994-995 
tapping mode atomic force microscope, 

988-991 
Hewlett-Packard, 2067 
Hexadecanethiol, 2869 
Hexadecyltrimethylammoniun~, 1992 
Hexagonal close-packed, 2819 
Hexagonal liquid crystalline phase, 

cubosomes, 889 
Hexa-molybdenum-based complex, anion 

templated system, 59 
Hexanuclear silver array, route of, 63 
Hierarchical self-assembly, 2S10 
Hierarchically imprinted nanostructures, 

separation of metal ions, 
1369-1379 

molecular imprinting, 1369 
High-cycle fatigue, 2270 
High-resolution electron microscopy, 263 1 
High-resolution mass spectrometry, 

heterogeneous catalytic reactions, 
1381-1391 

Fourier transform ion cyclotron resonance 
mass spectroscopy. 138 1 

laser ablation, 1383-1 384 
zeolite/silica mass spectroscopy research, 

1384-1385 
High-resolution transmission electron 

microscopy, 2260, 2330, 2437, 
2575, 2599, 2631, 2804 

High-temperature synthesis, nanocrystalline 
powders, 2294 

Histidine, 266 
properties of, 3082 

HIV, anti-HIV dendrimer, 256 
Hollow capsule, 870-875 

colloidal core decomposition, 2371-2376 

nanobottles, inorganic, 872-875 
polymer, 87 1-872 

Hollow spheres, polyelectrolyte-surfactant 
complex nanoparticle, 2900-2901 

Homogeneous nucleation, atmospheric 
nanoparticle, 102-103 

HOMO-LUMO gap, 2084 
Honeycomb lattice, of nanotube, 576 
Human fibronectin, surface free energy, 1573 
Humidity, adhesion of surfaces coated with 

self-assembled monolayers, 1-9 
adhesion, 1-3 

hysteresis, 5 
alkylsilane self-assembled monolayers 

on mica, 6-8 
on silica, 4-6 

alkylthiol self-assembled monolayers, on 
gold, 3 4  

pulloff forces, 4 
Hybrid bilayer membranes, infrared 

spectroscopy, 3 12-317 
Hybrid devices, 221 1-22 19 
Hybrid magnetic materials, 1723 
Hybrid methods, application in 

nanochemistry, 1471-1477 
Hybrid nanostructures for bioengineering, 

355-356 
Hybrid quantum mechanics, molecular 

mechanics methods, 1469 
Hybridization, DNA, electronic control, 

963-975 
Hydrocarbon-based liquid rocket engines, 

Alexgel applications, 1942 
Hydrocarbon-based RBCC systems, Alexgel 

applications, 1942 
Hydrocarbons, environmental pollutants, 

331-333 
Hydrocracking, mesoporous materials, 1805 
Hydrodemetallation, mesoporous materials, 

1805-1806 
Hydrodesulfurization, 2637 
Hydrofluoric acid, 2758 
Hydrogel nanoparticle 

core-shell, 855-864 
environmentally responsive microgels, 

855 
fluorescence analysis, 860-862 
mechanical interactions between core, 

shell, 858-859 
shell thickness dependence, 859-860 
synthesis, 855-837 
thermodynamic properties, 857-858 

synthesized by cross-linked 
polyvinylpyrrolidone, 1403-1414 

ultrafine poly(N-vinyl pyrrolidone) 
nanoparticle, I406l412  

Hydrogen, atomic, carbon nanotube 
electrodes, 429 

Hydrogen battery, electrodes in, 429430 
Hydrogen bonding, self-assembly directed by, 

3399-341 3 
catenanes, 3405-3406 
cyclic assemblies, 3401-3403 
helical structures, 34063408 
hydrogen-bonded polymers, 3409 
molecular capsules, boxes, 3403-3405 
molecular self-assembly, 3399 
rotaxanes, 3405-3406 

This is an inclusive index for all five volumes. Volume breaks are as follows: Volume 1: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
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Hydrogen bonding, self-assembly directed 
by (con?.) 

self-assembly of nanotubes, 3408-3409 
simple systems, 3400 

Hydrogen chemisorption, carbon nanotubes, 
529-536 

armchair nanotubes, models of, 530 
hydrogen storage, 534-535 
investigations of hydrogen adsorption, 

531-535 
chemisorption studies, 532-534 
physisorption studies, 532 

models, 530-53 1 
nanotube small cluster models, 532 
nanotube structure, 529-530 

Hydrogen cyanide 
chemical structure, 379 
generation, on lab-on-a-chip micro reactor, 

1556 
Hydrogen production, semiconductor 

nanoparticle, 2845-2846 
Hydrogen storage, carbon nanotubes, 514, 

557-566 
room temperature, 560-564 
single-walled carbon nanotubes, 557 
sorption mechanisms, 559-560 
temperature-programmed-desportion 

system, 558 
Hydrogenation 

alpha-ketoesters on platinum, 11 16 
beta-ketoesters on nickel, 11 15-1 1 17 
fullerenes, 1215 
on lab-on-a-chip micro reactor, 1556 
mesoporous materials, 1806 

Hydrogen-bonded nanostructures, atomic 
force microscopy, 155-167 

Hydrogen-bonded nanotubes, self-assembly, 
cyclic peptides, 3439-3457 

application status, peptide nanotubes, 
3450-3454 

Hydrogen-bonded polymers, self-assembly 
and, 3409 

Hydrogen-bonding, 2057 
Hydroisomerization, mesoporous materials, 

1806 
Hydrophilic-hydrophobic block ionomers, 

reverse core-shell structures by 
complexation of, 2899-2900 

Hydrophobic pocket 
self-assembly synthesis, 1329-1355 
synthesis, 1305-1327 

Hydrophobicity, amino acid, 266 
Hydrotalcite, 232 
Hydro-talcite-like compounds, 2543 
Hydrothermal extraction of aluminum, from 

zeolite lattice, 636 
Hydroxyapatite, 266, 2446 
Hydroxyquinoline ligands, triple-stranded 

helicates, dinuclear, template- 
directed assembly, 3838-3840 

Hypernetted chain, 2132 

Ice nanotubes inside carbon nanotubes, 
1415-1424 

continuous freezing, 1420-1422 
experiments, 1423-1424 
freezing, 1417-1422 
melting behavior, 1417-1422 
phase diagram, 1422-1423 
simulations, 1423-1424 
structure, 1415-1417 

Image processors, quantum dot, 1079-1084 
dot capacitance, 1084 
interdot resistance, 1082 
measurements of circuit parameters, 1082 
negative differential resistance, 1082-1084 
quantum dot based neuromorphic 

architectures, 1080-1 08 1 
self-assembling neural network, 1082 
"superdot" for image-processing 

applications, 1084 
Imidazolium threads, 75 
Imide clusters supported in zeolites, 230 
Implants, biomedical, 263-275 

amino acid 
charge, hydrophobicity, surface tension, 

266 
in proteins, 266 

biocompatibility, 265-266 
characteristics, 265 
fibrous encapsulation, newly implanted 

materials, 263-264 
future developments, 272-273 
hydroxyapatite fibers, 266 
nanophase ceramics, as nanobiomedical 

implants, 266-269 
nanophase materials, surface properties of, 

265 
nanophase metals, as nanobiomedical 

implants, 269 
nanophase polymers, as nanobiornedical 

implants, 269-270 
nanoscale surface, potential implants, 266 
nanostructured composites, as 

nanobiomedical implants, 270-272 
potential risks, 272 
soft tissue wound healing, sequential events 

of, 264 
surface-enhanced Raman scattering 

technique, 268 
In situ electron microscopy techniques, 

1425-1438 
aberration correction, electron optics, 

14361437 
analytical techniques for, 1435-1436 
catalysis studies, 1430-1432 
electrical property studies, 1427-1428 
examples, 14261435 
irradiation effects studies, 1432-1433 
magnetic studies, 14261427 
mechanical property studies, 1428-1430 
auantum dot studies. 1433-1435 
specialized apparatus for in situ studies, 

1435 
thin film growth studies, 1433-1435 

In situ free radical polymerization, 2961-2966 
In situ intercalative polymerization, 216 
In situ living polymerization, 29662967 
In situ polymerization, methods of, 2961-2967 
Incident photon to photocurrent efficiency, 

2841-2842 
Indium arsenide islands on silicon, 1439-1446 
Indium tin oxide, 248 1 
Indium-doped tin oxide, 2841 
Inelastic light scattering, quantum dots, 

3155-3166 
electronic ground state, 3 1 5 6 3  158 
GaAs-AlGaAs deep-etched quantum dots, 

3161-3162 
InAs self-assembled quantum dots, 

3162-3165 
electron quantum-dot atoms, 3 162-3 163 

scattering mechanisms, 3 159-3 16 1 

Infinite binding affinity, 89-93 
Infrared near-field micro\copq, 2708-2709 
Infrared spectroscopy 

biomolecular structure at interfaces, 
310-319 

hybrid bilayer membranes, 312-317 
Injectable nanospheres, for therapeutic, 

diagnostic agents, 256 
Inks, electrically conductwe, metallic 

nanopowders, 1929- 1930 
Inorganic compounds, anlon templated self- 

assembly, 5 5 4 8  
cobalt, 55-57 
hexa-molybdenum-based complex, 59 
hexanuclear silver array, route of, 63 
iron, 55 
molybdenum, 59 
nickel, 57-59 
0x0-vanadium, structure of, 56 
palladium, 5 9 4 2  

cage, route of formdtion of, 62 
palladium-based molecular triangle, crystal 

structure of, 61 
platinum, 5 9 4 2  
silver, 62-66 
tetrafluoroborate templated nickel square, 

59 
vanadium, 55 
x-ray crystal structure. chloride complex, 

64 
Inorganic fullerene, 3933-3942 
Inorganic fullerene-like nanoparticle, 

1450-1451 
Inorganic nanoparticle, tr~bology, 3933-3942 
Inorganic nanotubes, 1447-1455 

applications, 1452-1453 
beyond carbon, 1447- 1449 
carbon fullerenes, 1447 
inorganic fullerene-like nanoparticle, 

1450-1451 
properties, 1451-1452 
synthesis, 1449-1450 
synthesized by chemical transport 

reactions, 1457-1466 
applications, 1465 
crystal flakes, instahility against 

bending, 1459-1460 
gold, nanotube alloyed with, 1461-1465 
interlayer distances. nanotube chirality, 

1 4 6 1 4 6 1  
lattice structure, 1458-1459 
multiwall nanotubes, 1457-1461 
nucleation, 1458-1459 
plate-like crystal structures. 1457-1458 
silver, nanotube alloyed with, 

1461-1465 
stacking-order, tube diameter and, 1460 

Inorganic thin-film composite membranes, 
2402-2404 

In-plane structured electrodes. 730 
Institute of Pure and Applied Mathematics, 

21 10 
Integrally skinned asymmetric membranes, 

240 1 
Integrated circuit, 221 1-2212 
Integrated methods, application in 

nanochemistq , 147 1-1477 
Interaction of DNA with mult~valent ligands, 

2136-2137 
Intercalated polypropylene nanocomposites, 

1483-1490 
clay intercalation, 1485 
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Intercalated polypropylene nanocomposites 
(cont.) 

crystallization stnicture, 1485-1486 
exfoliation structure, 1485 
kinetics, 1485-1486 
mechanical properties, 1487-1488 
rheology, 1486-1487 
synthesis, 1484-1485 

Intercalative free radical polymerization, using 
traditional initiators, 2961-2964 

Interconnects, carbon nanotube, 435459 
interconnect architectures, integration in, 

441442 
internanotube contacts, 439441 
junctions, crossed-tube, 439441 
synthesis, 435439 

directed, 437439 
nondirected, 436-437 

Interfaces 
biomolecular structure at, 3 10-3 19 
molecular orientation at, sum frequency 

generation vibrational 
spectroscopy studies, 3749-3760 

nano-mesoscopic, 221 1-2219 
silicon, 221 3-2215 

pseudochiral, chiral molecules. self- 
assembly, 343 1-3438 

water structure at, 389403 
bioinertness, 389 
cell adhesion, resisting, 390-391 
D-mannitol-terminated self-assembled 

monolayers, adsorption ot protein 
on, 397 

D-mannonic 1,5-lactone, 2, 40 1 
polymer polydimethylsiloxane 

elastomers, 395 
polymer-colloidal science, 391-392 
polyol-terminated self-assembled 

monolayers, 395-396, 396-398 
protein adsorption, resisting, 389-390 
tools for measuring, 394-395 

Interfacial forces between solid colloidal 
particle, liquid, 1491-1503 

deformable interfaces, interactions 
involving, 1493-1494 

direct measurement, 1494-1498 
deformable surfaces, 1496-1497 
force curve analysis, 1497-1498 
surface force measurement, 1494-1496 

interfacial forces, 149 1-1493 
surface forces measurement, 1491 

Interfacial phenomena, 1505-1514 
molecular recognition, at interfaces, 

1505- 1506 
surfaces, chemical selectivity of, 

1506-151 1 
molecular interactions, 150615 1 1 
molecular organization, 1508-1 5 1 1 
molecular structure, 15061508 

Interference, structural color from, 37 14-3717 
Intermaterial dividing surface, 2644 
Intracellular chloride channel, 3699 
Intrinsic molecular switches, 2149-2 153 
Inverse opal formation, 2618-2619 
Ion beam lithography, 24 13 
Ion beam projection lithography, 2421 
Ion competition, DNA counterion 

distributions, 2 136 

Ion sensing, nanoparticle, 247'7-2492 
at nanoparticle surfaces, 2482-2487 

Ionic amphiphilic block copolymer 
monolayer, nanostructure 

air-water interface, 25 19-2529 
at air-water interface, 25 19-2529 

Ionic strength, carbon nanotubes, effect on 
electroosmotic flow, 523-524 

Ionic strength effects, tunable nanocrystal 
distribution in colloidal gold films, 
1515-1523 

electrostatic interactions, particle 
deposition, 15 15-1 517 

gold nanocrystals, 15 17-1518 
nanocolloidal gold suspension, 15 17 
size distribution, 15 17-151 8 

kinetics, nanocolloidal gold adsorption, 
1519-1520 

quantitative analysis, 1520--152 1 
saturation coverages, 15 18--15 19 
spatial distribution, 15 18-1 51 9 

Ionophores, design, 2425-2426 
Ions 

mineral nanoparticle, 1996--1998 
specific binding, DNA counterion 

distributions, 2138 
Ion-sensitive fiber optic nanosensors, 

2760-2761 
IPAM. See Institute of Pure and Applied 

Mathematics 
Iron, anion templated system, 55 
Iron oxide nanoparticle, 1525--1532 

aligned magnetic nanoparticle, thin films 
with, 1527 

application, 1529-153 1 
catalysis, 1530 
coercive force, 1528-1529 
composites, 15261 527 
electromagnetic functions, 153 12 
femtes, 1526-1527 
functions, 1529-1 531 
magnetic inks, 1530-1531 
magnetic properties, 1528-1529 
Mossbauer spectra, 1529 
orientation, 1527-1528 
patterning, 1527-1528 
pure oxides, preparation, 1525-1 526 
saturation magnetization, 1528-1529 
in situ patterning, 1528 
two-dimensional array, 1527-1 528 

Iron oxides, 1 149 
Iron-group element, composecl of bimetallic 

nanoparticle, 1875 
Ironhickel multilayers, thin film structural 

transition, 3739 
Irodruthenium multilayers, thin film 

structural transition, 3738 
Irreversible gold nanocrystal deposition, 

346 1-3466 
Island nucleation 

capture zone areas, distribution of, 
154G1541 

irreversible island formatiom, behavior of 
models, 35361538 

algorithm for simulation, 1537 
analyses, 1537-1538 
model prescription, 1536~1537 

island nucleation positions, 1543-1544 

nucleation impact of, 1541-1543 
nucleation rate, 1538-1540 
positions, 1543-1 544 
predictions of, 1533-1545 

Isoelectric point, mineral nanoparticle, 1998 
Isoleucine, 266 

properties of, 3082 
Isomer identification, based on nuclear 

magnetic resonance spectra, 
fullerenes, 1223-1 234 

Isopropyl-B-thiogalactopyranoside, 21 18 
Isotope-labeled proteins, amide bands, sum 

frequency generation studies, 
3758-3759 

Isotropic nanocomposite permanent magnets 
based on alpha-Fe/Nd2Fe14B, 1752-1754 
based on alpha-FeISm-Co, 1755 
based on alpha-FelSm-Fe-C, 1755 
based on alpha-FelSm-Fe-N, 1755 

Kartree-Fock method, silicon nanocrystals, 
quantum confinement, 3570-3571 

Kruger's double helicate, molecular structure 
of, 76 

Kumada coupling, on lab-on-a-chip micro 
reactor, 1556 

Lab-on-a-chip micro reactors for chemical 
synthesis, 1547-1564 

micro reactor fabrication, 1548-1549 
reaction control principles, 1549-1555 
reactions performed, 1555-156 1 

hctococcus  lactis, imaging, 135 
Lactose, surface free energy, 1573 
Lagrange-Euler formulation, molecular 

manipulator dynamic design 
criteria, 2 105-2 107 

Landau-Ginzburg mesoscopic functional, 
3897-3898 

Langevin magnetization, ferrofluid 
magnetization, 1734 

Langmuir trough, electrochemical, 1043-1049 
examples of application, 1045-1 048 
molecular conformation, 1045-1 046 
open grids, 10461048 

Langmuir-Blodgett film, vesicles, at silicon- 
water interface, 2783 

Langmuir-Blodgett formation, polymer1 
single-walled carbon nanotube 
films, 571 

Langmuir-Blodgett surface modification 
method, 352-353 

Langmuir-Blodgett technique, 2020 
Large unilamellar vesicles, 2340 
Laser Doppler electrophoresis, 1999 
Laser-based deposition technique, 

nanoparticle patterning, 1565-1579 
optical field inside system, 1567-1569 
particle dynamics, 1570-1572 
setup optimization of system, 1569-1570 
solid-liquid interactions during, 1572-1 578 

solid-liquid interfacial energy, 
1572-1573 
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Laser-based deposition technique, 
nanoparticle patterning (cont.) 

suspensions, 1574-1575 
transported droplets, 1575-1577 

Lasers, rare earth-doped, 2861-2862 
Lateral force microscopic, 2035 
Lattice, antidot, chaotic transport in 

Aharonov-Bohm oscillation, 654-664 
Altshuler-Aronov-Spivak oscillation, 

657458 
commensurability peaks, 6 5 M 5 4  
magnetic focusing, leading to fundamental 

commensurability peak, 65 1 
scattering from two adjacent antidots, 

652 
scattering matrix formalism, 658-664 
triangular antidot lattices, 65-57 

Lattice thermal conductivity, nanoceramics, 
3867-3868 

Layer-by-layer assembly 
gold nanoclusters, modified with self- 

assembled monolayers, 1581-1590 
nanoparticle, 2496-2499 
thin films, mixed nanoparticle, 1623-1633 

Layer-by-layer surface modification method, 
352-353 

Layer-by-layer technique, bio-microarray, 
283-284 

Layered double hydroxides 
brucite-like layers, 3387 
crystallization, 3389-3390 
interlayer anions, 3387-3388 
morphology, 3389-3390 
multiple phases, 3387-3398 
polytype, 3388-3389 
self-assembly, 3387-3398 
stacking, 3388-3389 
structure, 3387 
superlattice formation, 3389 

Layered double hydroxide-surfactant 
interactions, nanocomposite 
formation, 3390-3396 

Layered transition metal chalcogenides, 
261 7-2639 

Layered transition metal sulfides, 2617 
Lead zirconate titanate, 2436, 2441 
Lens-shaped quantum dots, self-assembled, 

applications, 3220-3223 
Lepidocrocite, energetic parameters, 1 148 
Leucine, 266 

properties of, 3082 
Lewis acid sites, 63-37 
Lewisite, decontamination by nanoparticle, 

242 
Ligand-gated ion channel family, 

neurotransmitter receptors, 3699 
Ligand-receptor systems 

with different affinities, binding curves for, 
90 

with infinite binding affinity, 89-94 
Light olefin-paraffin alkylation, 1806-1807 
Light scattering, inelastic, quantum dots, 

3155-3166 
electronic ground state, 3 1 5 6 3  158 
GaAs-AlGaAs deep-etched quantum dots, 

3161-3162 
InAs self-assembled quantum dots, 

3162-3165 
electron quantum-dot atoms, 3 162-3 163 

scattering mechanisms, 3 159-3 161 
Light-driven unidirectional molecular motor, 

2169 

Light-emitting diodes, 1037 
Light-induced switching, motion and, 

2159-2176 
Light-polymerized fullerenes, ferromagnetism 

in. 12657-1659 
Limits of energy dissipation vs. performance, 

2199 
Linear scaling methodology, 1468-1469 
Linewidth enhancement factor, quantum dot 

lasers, 3 120-3 121 
Lipid membranes 

dynamic organization of, 2507-2517 
nanostructure, 2507-25 17 

Lipid nanoparticle, 256 
Lipopolysaccharide, structure of, 347 
Liposomes, 2507-2508 

direct force measurement, by atomic force 
microscopy, 933-942 

nanocapsulation, 2340-2343 
Liquid, solid colloidal particle, interfacial 

forces between, 1491-1503 
deformable interfaces, interactions 

involving, 1493-1494 
direct measurement, 1494-1498 

deformable surfaces, 14961497 
force curve analysis, 1497-1498 
surface force measurement, 14961496 

interfacial forces, 1491-1493 
surface forces measurement, 1491 

Liquid crystal matrix 
enantiomeric switches, 2166 
pseudoenantiomeric switches in, 

21662167 
Liquid crystalline environment, unidirectional 

rotary motion, 2173-2174 
Liquid crystalline nanoparticle, bicontinuous, 

cubosomes, 88 1-892 
cubic phase structure, 88 1-883 
cubosome manufacture, 885-886 
hexagonal liquid crystalline phase, 889 
monoolein, molecular structure of, 882 
other liquid crystalline phases, formation 

of, 89 
sponge phase, 889 
systems forming, 886887 

Liquid crystalline phases, switching of, 
2166-2169 

Liquid crystals, protein binding event 
detection, 1635-1646 

Liquid hydrogen engines, Alexgel 
applications, 1943 

Liquid metals, superfine oxides, 
nanocrystalline powders, 2294 

Liquid monopropellants, rocket propulsion, 
1936 

Liquid rocket engines, rocket propulsion, 
1935-1936 

Lithium ion batteries, anodes, 427-429 
Lithium reactivity 

through conversion processes, 2796 
through insertion processes, 2791-2795 

Lithographic microstructuring, particle 
deposition, 278 

Lithography, conducting polymers, 
261 9-2623 

Live chemical warfare agents, sensor response 
to, 385 

Liver, gene delivery, polymer nanoparticle for, 
2945 

Living free radical polymerization, 2967 
Low-temperature wet-chemical synthesis, 

precipitation from solutions, 191 1 

Luminescence 
dual-mode photoswitching of, 2163-3164 
nanoparticle-labeled antibodies, antigens, 

1647-1653 
Luminescence properties of quantum dots, 

thermal effect on, 3873-3881 
bulk semiconductors, optical properties of, 

3873-3874 
caniers transfer between quantum dots, 

3877-3879 
recombinations 

in quantum dots, 3875-3877 
in simple confined systems, 3875 

Lung, gene delivery, poll mer nanoparticle for, 
2945 

Lysine, 266 
properties of, 3082 

Lysozyme, properties of. 3082 

Macrocycles, axle molecules threaded 
throueh. 195-204 " ,  

daisy-chain polyrotaxane, 195 
equilibrium constants, 198-203 

chain length, branching, effects of, 
2 w 2 0 2  

pseudo-[2]-rotaxane formation, 
197-198 

solvent, effect of, 198-200 
steric effects, 200 
substituent effects, 200 
terminal groups, influence of, 202-203 

molecular threading, 195-1 97 
riveted polyrotaxane, 195 

Maghemite, energetic parameters, 1148 
Magnesium, nanocrystallme oxide, surface 

chemistry of, 3795-3804 
Magnetic applications, nanoceramics, 2243 
Magnetic field sensor, 700 
Magnetic liquid crystals, 1724 
Magnetic nanomaterials, 1665- 168 1 

Bloch law, 1670-1673 
chemical design, 1683-1699 
combustion method, fenites obtained by, 

16%- I696 
complexation method for synthesis of, 

1683-1685 
effect of particle shape, 1673 
fabrication of, 1665-1668 
giant magnetoresistance effect, 16761675 
interparticle interactions, 1673-1674 
magnetic domain, 1668-1670 
magnetization temperaturelsize 

dependence, 1670-1 673 
polynuclear coordination compounds, 

thermal decomposition of, 
1685- 1695 

properties, 1668-1676 
quantum tunneling, magnetization, 

1675-1676 
superparamagnetism, 1668-1 670 
surface effects, 1673- 1674 
synthesis, 1683-1699 

acetate method, 1691-1693 
citrate method, 1685-3686 
formate method, 1693-1 694 
glycolate method, 1694-1695 
magnetic nanoparticle, 1701-1713 
malonate method, 1689-1 69 1 
oxalate method, 16%- I689 
properties, 1665-1 68 1 
tartarate method, 16861 688 
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Magnetic nanoparticle, 17 15-1730 
applications, 1725-1726 
capsules, 1724 
characterization, 1724-1725 

interactions between particles, 1725 
nature of surface coverage, 1725 
particle size, 1724-1725 

colloidal dispersion, 1720-1723 
phase behavior, 1721-1722 
processes, 1720-1721 
properties, 1722-1723 

emulsions, 1724 
hybrid magnetic materials, 1723 
latex, 1724 
liposomes, 1724 
magnetic properties, 17 18-1 720 

bulk ferromagnetic materials, 
1718-1719 

magnetic properties of fine particles, 
1719-1720 

preparation procedures, 17 16-1 7 18 
chemical nature of particles, 17 16 
maghemite particles, 1716-1717 
magnetite particles, 17 16-17 17 
metallic particles, 17 17-17 18 
other ferric oxides, 1717 
plydispersite of samples, 17 18 

Magnetic nanoparticle in fluid suspension, 
1731-1748 

application to power transformer cooling, 
1738 

bacterial threads of nanomagnets, 1743 
biomedical applications, 1740-1743 

bacterial threads of nanomagnets, 1743 
drug delivery, 1741-1742 
immunoassays, 1742 
magnetic resonance imaging, 1742-1743 
magnetocytolysis, 1741 
separations, 1742 

drug delivery, 1741-1742 
ferrofluid colloidal stability, 1732 
ferrofluid composition, 173 1-1732 
ferrofluid magnetization, 1733-1 735 

Langevin magnetization characteristic, 
1734 

magnetization relaxation time constants, 
1733-1734 

magnetocaloric effect, 1734 
magneto-optical effects, 1734-1735 

ferrofluid preparation, 1732-1733 
ferrofluid synthesis, 1731-1733 

ferrofluid colloidal stability, 1732 
ferrofluid composition, 1731-1732 
ferrofluid preparation, 1732-1733 

ferrohydrodynamic Bernoulli's law, 1735 
ferrohydrodynamics, 1735-1738 

application to power transformer 
cooling, 1738 

ferrohydrodynamic Bernoulli's law, 
1735 

fluid instabilities, 1735-1736 
rotating magnetic field torque-driven 

phenomena, 17361738 
fluid instabilities, 1735-1736 
immunoassavs. 1742 
Langevin magnetization characteristic, 

1734 
magnetic resonance imaging, 1742-1 743 

magnetization relaxation time constants, 
1733-1734 

magnetocaloric effect, 1734 
magnetocytolysis, 1741 
magneto-optical effects, 1734-1735 
microelectromechanical syslems, 

1738-1740 
nanoelectromechanical systems, 

applications to, 1738-1740 
rotating magnetic field torque-driven 

phenomena, 17361 738 
separations, 1742 

Magnetic properties, 1722 
molecular assembly of nanatwires, 

20262027 
nanocomposite permanent magnets, 

1749-1 760 
anisotropic nanocomposice permanent 

magnet films, 1755--1756 
based on alpha-Fe/Nd2Fe 1752-1754 
based on alpha-FeISm-Fe-C, 1755 
based on alpha-FeISm-Fe-N, 1755 
based on Fe-B/Nd2Fe14B, 1754-1755 
coercivity, 1750 
critical sizes, 1749-1750 
exchange coupling, 1749-1750 
"exchange-spring" hehavi~or, 1751 
fabrication techniques, 1752 
isotropic nanocomposite permanent 

magnets 
maximum energy product, 1750 
micromagnetically assessed magnetic 

properties, 1750-1751 
remanence, 1750 
utilization, 17561757 

nanoparticle assemblies, 1761-1 77 1 
Magnetic random access memory, 2077 
Magnetic resonance imaging, 2477, 2783 
Magnetospirillurn gryphi~wald~cnse, imaging, 

137 
Malonate method, magnetic nanomaterial 

synthesis, 1689-1691 
Maltose, surface free energy, 1573 
Manganese oxides, 1 149 
Mask techniques, conducting polymers, 

2619-2623 
Masks, conducting polymers, 2622-2623 
Mechanical alloying, nanostructured materials 

synthesized by, 2572-2573 
Mechanical attrition, nanost~ctured materials 

synthesized by, 2571-2581 
brittle materials, 2573-2574 
contamination, 2579-2580 
mechanical alloying, 2572-:2573 
mechanical milling, 2571 
mechanisms, 2575-2579 
nanocomposites, 2574-25758 
polymer blends, 2574 
powder consolidation, 2579--2580 
single-phase metals, 2575-2579 

Mechanical synthesis, nanocrystalline 
powders, 2293 

Mechanosynthesis, nanophase powders, 
1787-1785 

industrial trends, 1793-1794 
kinetics, 1789-1791 
mechanical aspects, 1788-1789 
mechanosynthesis of Fe3C, 1792-1793 

thermodynamics, 1789 
Melamine formaldehyde, 2356, 2371 
Membrane-coated nanoparticle, 

photochemistry, 2835-3852 
gold, 2835-2843 
metal particles, 2835-2843 
semiconductor nanoparticle, 2843-3846 

hydrogen production, 2845-2846 
photocurrents, photoelectrochemical 

cells, 2845 
spectral sensitization, 2844 

silica particles, 28462847 
Membranes 

electro-osmotic flow control in, carbon 
nanotubes, 5 19-528 

lipid, nanostructure, 2507-2517 
Memory, molecular electronic, 2067-2080 
Mendoza's tetraguanidinium strand, double 

helicate structure self-assembly, 70 
Mercaptohexadecanoic acid, 923 
Mesoporous (alumino) silicates, 230-23 1 
Mesoporous ceramics, functionalization of, 

1126-1 127 
Mesoporous materials, 1797-1 8 1 1 

applications, 1802-1 803 
catalytic applications, 1803-1807 

catalytic cracking, 1803-1 804 
hydrocracking, 1805 
hydrodemetallation, 1805-1806 
hydrogenation, 1806 
hydroisomerization, 1806 
light olefin-paraffin alkylation, 

1806-1807 
olefin disproportionation, 1806 
oligomerization catalysts, 1804-1805 
refining catalysts, 1803 

discovery of, 1797-1800 
functional product development, 

challenges, 1802 
nitrogen oxides, catalytic decomposition of, 

1807-1 808 
petrochemical catalysis. 1807 

aromatics alkylation, 1807 
phase transfer catalysts. 1807 
polymer encapsulation, biomolecular 

approach to, 3383-3384 
separations, application to, 1808 
synthesis development, 1800-1802 

Mesoporous nanomaterials, catalytic 
properties, 633447 

Mesoporous silica 
self-assembled acetamide phosphonic acids 

on, 1055-1057 
thiol-terminated self-assembled monolayer 

on, 1054-1055 
Mesoscopic thermodynamics, 3893-3904 

complex fluids, competition of mesoscales 
in, 3900-3902 

finite-size scaling, 3900 
fluctuations, role of, 3895 
Landau-Ginzburg mesoscopic functional, 

3897-3898 
percolation, 3902 
susceptibility, 3899-3900 

Metal clusters on oxides, 18 13-1 820 
cluster morphology, 1815-1816 
gold on Ti02, 18181-18 19 
metal deposition, 18 14-1 815 
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Metal clusters on oxides (con?.) 
palladium on A1203, 18161818 
substrate preparation, 18 13-1816 

Metal ion separation, nanostructures, 
hierarchically imprinted, 
1369-1379 

Metal ion sorption, 170-171 
atomic force microscopy, 169-178 

Metal nanoparticle 
charge carrier dynamics of, 673475 
DNA-conjugated 

marker application, for DNA chip 
readout, 959 

molecular nanotechnology, 959-960 
networks in solution based, 955-956 
preparation, 955 
solid substrates, immobilization onto, 

956958 
surface immobilization of DNA, 957 
whole substrate incubation, 

immobilization technique, 958 
protected with monolayers, 1859-1867 

chemiresistor sensors, 1864-1 865 
gas chromatographic phases, 1863-1 864 
sorptive properties, 1861-1863 
vapor sorption, 1861-1 863 

receptor-modified. 1841-1 850 
anions, recognition of, 1844 
as catalysts, 1847-1848 
cations, recognition of, 1844 
fabrication of networks in, 18461 847 
redoxractive species, recognition of, 

1843-1844 
rotaxanes on, 1846 
surfaces of, molecular recognition at, 

1842-1844 
as templates, 1845-1 846 

self-assembly into electronic 
nanostructures, 1829-1 840 

I-D arrays, 1838 
2-D arrays, 1835-1838 
3-D arrays, 1835 
electronic applications, 1830-1 833 
fabrication of ordered arrays, 1834-1838 
molecularly protected nanoparticle, 

1829 
synthesis, 1833-1834 

in supercritical carbon dioxide solutions, 
1851-1858 

microemulsions, 1852 
rapid expansion, supercritical solutions, 

1851-1852 
reactive supercritical fluid processing, 

1852 
silver nanoparticle, 1853-1 855 
silver sulfide nanoparticle, 1855-1856 

Metal nanoparticle as catalysts, 1869-1880 
bimetalic nanoparticle, formation of, 1876 
bimetallic nanoparticle 

iron-group element, composed of, 
1875 

platinum-group elements, composed of, 
1874-1875 

structure control, 1874-1 876 
C-C bond formation, 1878-1 879 
characterization, 1873-1 874 
hydration, 1878 
oxidation, 1878 
preparation, 187 1-1 874 
reduction, 18761 877 
visible-light-induced hydrogen generation, 

1877 

Metal nanoparticle ensembles, collective 
optical properties, 182 1-1 828 

clusters of, 1822-1823 
linear arrays of, 1823 
metal, metallodielectric nanoparticle, 3-D 

superlattices of, 1825-1 826 
nanoparticle assembly fabrication, 

1821-1826 
surface plasmons, I82 1 
two-dimensional arrays of, 1823-1 825 

Metal nanoparticle in supercritical carbon 
dioxide solutions, 185 1-1 858 

microemulsions, 1852 
rapid expansion, supercritical solutions, 

1851-1852 
reactive supercritical fluid processing, 1852 
silver nanoparticle, 1853-1855 
silver sulfide nanoparticle, 1855-1856 

Metal nanoparticle protected with monolayers, 
1859-1867 

chemiresistor sensors, 1864-1865 
gas chromatographic phases, 1863-1864 
sorptive properties, 1861-1863 
vapor sorption, 1861-1863 

Metal nanostructures, photoexcitation 
synthesis, 1881-1 894 

metal-dot deposition onto metal surface, 
photoinduced, 18861 887 

nanoscale structural characteristics of, 
1885-1886 

near-infrared optical response, metal thin 
film, 1890-1891 

photoinduced anisotropic agglomeration, 
gold nanoparticle, 188 1-1885 

silver nanoparticle, photoinduced structural 
changes of, 1887-1890 

Metal oxide, nanocrystalline, as catalysts1 
catalyst supports, 2535-2536 

Metal oxide nanoparticle, 1905-19 19 
adsorptive properties, 1914 
applications, 19 12-19 15 
bonding, 1905-1 907 
mechanical properties, 1914-1915 
metal oxide surfaces, acidbase behavior of, 

1912-1914 
physical properties, 1914-1915 
properties, 1912-1915 
structure, 1905-1907 

defects, 1906-1907 
synthesis, 1907-1912 

chemical methods, 1909-19 12 
physicallaerosol methods, 1907-1909 

Metal oxide nanoribbons, 461-473 
Metal-functionalized dendrimer catalysts, 

comparison of, 904 
Metallamacrocyclic receptors, ion-pain, 

3504-3509 
Metallation, polymer colloids, 2903-2915 

adsorbed polymer layer, nanoparticle with, 
2912-2913 

block copolymer micelles, nanoparticle 
formation in, 2903-2907 

dendrimers, nanoparticle formation in, 
2907-2909 

functionalized polysilsesquioxane colloids, 
nanoparticle formation in, 
2910-291 1 

nanoparticle formation inside, 2903-291 1 
nanoparticle formed on, 291 1-2912 
polyelectrolyte microgels, nanoparticle in, 

2909-29 10 
Metallic nanoparticle, 2477-2479 

Metallic nanopowders, 192 1- 1933 
alloying reactions, pressed pellets, 1929 
applications, 1927-1930 

energetics, 1927-1 928 
explosives, 1928-1 929 
gun propellants, 1929 
nanostructures, 1930 
pyrotechnics, 1929 
rocket propellants, 1928 
self-heating synthesis, 1929 

chemical properties, 1924-1 927 
electroexploded, characteristics, 1924 
handling, 193 1 
inks, electrically conductive, 1929-1930 
nanometal processes, 192 1-1 924 
pastes, electrically conductive, 1929-1930 
physical properties, 1924-1927 
rocket propulsion, 1935-1945 

Alexgel applications, 1942-1943 
aluminized gels, development, 

1939-1940 
"combustion" in nitrogen, 1942 
environmental issues, 1961937 
gelled aluminized propellants, 

mechanisms of combustion of, 

hybrid propellants, Alex as additive to, 
1938 

hydrocarbon-based liquid rocket engines, 
1942 

hydrocarbon-based RBCC systems, 1942 
ignition delay meawrements, 1940 
liquid hydrogen engines, 1943 
in liquid monopropellants, 1936 
liquid propellants, .4lex as additive to, 

1938 
for liquid rocket engines, 1935-1936 
nanometal powder fuels. 1937-1942 
pulse detonation engines, 1942-1943 
small rocket engine tests, 1942 
solid propellants, Alex as additive to, 

1937-1938 
for solid rocket engines. 1935 

safety, 1931 
shipping of, 193 1 

Metallic nanopowders low-temperature 
sintering, 1930 

Metallic semiconductor nanoparticle, 
polymer-nanoparticle composites, 
3001 

Metallic tips, with near-field Raman 
spectroscopy, 2695-2702 

Metal-molecule heterostmctures, charge 
transfer in, 683-698 

Metahxide interface, 1895-1 904 
defects, role of, 1899-1900 
kinetics, 1898-1 899 
oxide vacancies, nucleation at, 1900-1903 

atom trapping, 1900-1901 
cluster stability, impact on, 1901-1903 

thermodynamics, 1897-1 898 
Metals 

as environmental pollutants, 334 
nanophase, as nanobiomedical implants, 

269 
quantum dots made of, 3177-3202 

core-shell particles. 3 19 1-3 192 
ligand binding, effect of alloying on, 

3 192-3 194 
metal nanoclusters. 3194 
nanocluster characterization, 3 180-3 183 
nanocluster matter, 3 198-3 199 
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Metals (cont.) 
nanocluster synthetic methods, 

3179-3180 
nanocluster/ligand binding studies, 

3184-3185 
optical properties, core-shell 

nanocrystals, 3 187-3 19 1 
quantum dot arrays, 3 194-3 198 
synthesis optimization, 3183 
synthetic variables, 3 185-3 187 

Metametahydroquinocyclophane, 2430 
Metaquinocyclophane, 2430 
Methacrylic acid, 28 1 
Methacryloxpropyltrimethoxysilane, 236 
Methanol, surface tension, 1573 
Methanospirillurn hungatei, imaging. 137 
Methionine, 266 

proaerties of. 3082 

Methyl parathion, chemical structure, 379 
Methylmethacrylate, 2040 
Mica, alkylsilane self-assembled monolayers 

on, 6 8  
Mica surface 

charge nucleation, 1947-1965 
molecular-assembly nanowires on, 

2023-2025 
quantitative measurements, 1949-1955 

adhesion measurements, 195 1 
cantilevers, calibration of, 1949-1 950 
contact radius-line step analysis, 

1952-1955 
probe tip characterization, 1950-1 95 1 
wear, 1952 

scanned probe methodologies, 1948-1949 
atomic force microscopy, 1948-1949 
lateral force measurements, 1949 

wear, 1947-1 965 
alkylsilanes, 1959 
native mica surfaces, 1955-1959 

Micelles, 7 10-7 11 
polymer synthesis, 3381-3382 

Micro reactors, lab-on-a-chip, for chemical 
synthesis, 1547-1564 

Microarray preparation, nanoparticle applied 
in, 281-282 

Microarrayer, 284 
Microarrays, biomedical, based on functional 

nanoparticle, 277-286 
dip coating of nanoparticle, 279 
ethylene glycol dimethacrylate, 281 
layer-by-layer technique, 283-284 
lithographic microstructuring, particle 

deposition, 278 
methacrylic acid, 281 
microarrayer, 284 
microcontact printing, 284 

of nanoparticle layer, 279 
microspotting, of nanoparticle layer, 28 1 
microstructured surface preparation, 

277-283 
nanoparticle, applied in microarray 

preparation, 281-282 
patterned monolayers of functional 

nanopaaicle, 282-283 
photoablation, 278-279 
photolithography, 284 

protein binding polymer nanoparticle, 
282 

surface activation, 277-278 
Microbial cell surfaces, force spectroscopy, 

133-142 
Microbial rhodopsins, 3699 
Microbundle electrodes, carbon nanotubes, 

508 
Microchip-based delivery systems, 256 
Microcontact printing, 284, 2869-2870 

of nanoparticle layer, 279 
Microcrystalline peptide nanotubes, 3442 
Microelectrode array, modified with 

functionalized nanoporous silica 
thin film, 1057-10.59 

Microgel dispersions, 1967-1976 
colloidal forces, 1968-1970 
crystallization kinetics, 1973-1974 
equilibrium phase diagram, 197 1-1 973 
phase equilibrium calculations, 1970-1971 

Micro-Inanoelectromechanical sensors, 252 
Microporous nanomaterials, c;atalytic 

properties, 63344'7 
Microscopy techniques, in situ electron, 

1425-1438 
aberration correction, electron optics, 

1436-147 
analytical techniques for, 1435-1436 
catalysis studies, 1430-1432 
electrical property studies, 1427-1428 
examples, 1426-1435 
irradiation effects studies, 11432-1433 
magnetic studies, 1426-1427 
mechanical property studiers, 1428-1430 
auantum dot studies. 1433--1435 
specialized apparatus for in situ studies. 

1435 
thin film growth studies, 1433-1435 

Micro-sized ring self-assembly, nanoparticle, 
3282-3284 

thermocapillary mechanisms, 3282-3283 
wetting mechanisms, 3283--3284 

Microspotting, of nanoparticle layer, 28 1 
Microstructured surfaces for DNA 

immobilization, 958 
Microtubule supports, deposition of metals on 

nanostructures synt.hesized, 
2653-2569 

Microweighing in supercritical carbon 
dioxide, 1977-1990 

gravimetric technique, 197'7-1978 
microweighing meihods, comparison of, 

1980 
piezoelectric technique, 19'77-1978 
polymer films in supercritical C02, 

dissolution study, 11983-1984 
quartz crystal microbalance: theory, 

1981-1983 
high-pressure fluids, 195'8-198 1 

Milling, mechanical, nanostru~ctured materials 
synthesized by, 25'7 1 

Mineral nanoparticle, electrokinetics, 
199 1-2005 

description, 1991-1998 
double-layer model, 1992 
electrical double layer model, 1992 
electroosmosis, 1999 
electrophoresis, 1999 

electrophoretic mobility, applications of, 
2002-2003 

ions, 19961998 
isoelectric point, 1998 
mineral particle interaction mechanisms, 

2000-2002 
point of zero charge, 1998 
properties, 1991-1998 
sedimentation potential, 1000 
streaming potential, 2000 
surface charge, origin of, 1991-1992 
zeta potential, 1998-2000, 2002-2003 

applications of, 2002-2003 
measurement, 1998-2000 

Mineral particle interaction mechanisms, 
2000-2002 

Minerals, soil, 1149 
Miniaturization, controlled drug delivery 

devices, 254-256 
Mitochondrial, plastid porin, 3699 
Mitochondria1 carrier, 3699 
Mixed metal oxide nanoparticle, 2007-2017 
Mixed nanoparticle, thin films, layer-by-layer 

assembly of, 1623-1633 
Modified carbon paste electrodes, 

electrochemical sensors based on, 
1053-1057 

Molded nanostructures, photonic applications, 
2869-2878 

Molds, high-resolution, 2869-2873 
Molecular actuators of electronic switches, 

1107-1 109 
Molecular assembly of nanowires, 2019-2029 

air-water interfate, charge-transfer 
complexes at, 2022-2023 

electrical conductivity, 2026-2027 
fabricating molecular-assembly nanowires, 

202 1-2022 
Langmuir-Blodgett technique, 2020 
magnetic properties, 2026-2027 
mica surface, molecular-assembly 

nanowires on, 2023-2025 
molecular conductors, 2019-2020 
molecular-assembly structures within, 

2025-2026 
nanowire, molecular-assembly structures 

within, 2025-2026 
supramolecular chemistry, 2020-2021 

Molecular assembly organosilanes, 
203 1-2042 

chemisorption, fabrication of monolayers 
through, 20362040 

mixed monolayers, at air-water interface, 
phase separation, 2033-2036 

organosilane monolayers, at air-water 
interface 

formation of, 203 1-2033 
via crystallization, 2031-2036 

Molecular beacon-based fiber optic 
nanobiosensors, 2761-2762 

Molecular computing machines, 2043-2055 
Molecular conductors, 2019-2020 
Molecular designs for self-organized 

superstructures, 2057-2066 
controlled crystal structures, 2057-2061 

by neutral biimidazolate complex, 
206 1-2064 

molecular metal building block, 2057 
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Molecular devices, design theory, 
2423-2433 

Molecular dynamics of DNA, 2137 
Molecular electronic logic, memory, 

2067-2080 
Molecular electronics, 221 1-2219 

ab initio methods, switchable, 
programmable devices, 
208 1-2099 

integrated circuit, 221 1-2212 
silicon, 221 3-2215 

Molecular inclusion complexes, 
nanocapsulation, 2348-2350 

Molecular manipulator dynamic design 
criteria, 2101-21 11 

Lagrange-Euler formulation, 2105-2107 
Newton-Euler formulation, 2 1 0 4 2  105 

Molecular mechanics methods, 1469 
Molecular modeling, carbon 

nanotubes, 461473 
Molecular motor 

second-generation, 2 169-2173 
unidirectional, 21 59-2176 

light-driven, 2169 
Molecular motor-powered nanodevices, 

21 13-2122 
allosteric chemical controls, 

implementation of, 21 15-2120 
motor proteins, control of, 21 13-21 15 

Molecular orbital, 208 1 
Molecular orientation at interfaces, sum 

frequency generation vibrational 
spectroscopy studies, 3749-3760 

Molecular probes, cation-arene interactions, 
2123-2130 

Molecular recognition at interfaces, 
1505-1506 

Molecular resonant tunneling diode, 2084 
Molecular rotation, controlled, 2162 
Molecular self-assembly, environmental, 

sensing applications, 1 125-1 135 
actinides, 1 130 
electrochemical heavy metal detection, 

1131 
heavy metal assay, 113CL1131 
nanoscience, 11261 128 

mesoporous ceramics, functionalization 
of, 11261 127 

nanostructured materials, 1126 
self-assembled monolayers, 1 127-1 128 

nuclear assay methods, enhancement of, 
1131-1133 

oxometallate anions, 11 29 
radiocesium, 1 129-1 130 
soft heavy metals, 11 28-1 129 
sorbent materials, self-assembled 

monolayers as, 1 128-1 129 
x-ray fluorescence, 1 130-1 13 1 

Molecular simulations, DNA counterion 
distributions, 2131-2143 

analytical theory evaluation, 2133-2134 
continuum solvent models, 2133-2127 

compared, 2 138-21 39 
counterions around DNA 

Brownian dynamics of, 2137 
simulations of, solvent, 2137-2140 

dielectric effects, 2134 
DNA polyelectrolyte models, 2131-2133 
ion competition, 2136 
ions, specific binding of, 2138 
molecular dynamics of DNA, 2137 
multiscale simulation, 2 139-2 140 

multivalent ligands, interaction of DNA 
with, 21362137 

specific distribution of charges, 2135-2136 
Molecular switches, 2145-2 157, 2159-2 176 

chemical switches, 21462149 
chemical bimolecular reactions, 2149 
molecules in interaction, 2147-2149 
simple chemical conversions, 2 1 4 6 2  147 

chiroptical, sterically overcrowded alkenes 
as, 2 159-2 166 

intrinsic, 2149-2153 
pyrrolidine-functionalized, 2 164-2 165 
surface, 2153-2155 

Molecular wires, 2177-2195 
conductance, measurement of, 21 89-2 19 1 
conduction, measurement of, 2188-2191 
electronics, molecular, 2177 
optoelectronics, 2177-2 178 
organic molecular wires, 2178-2 186 
organometallic molecular wires, 21 8 6 2  188 
theory of conduction in, 2188-2189 

Molecular-assembly structures within 
nanowire, 2025-2026 

Molecularly protected nanoparticle, 1829 
Molecules, chirality of, 11 13-1 114 
Molten polymer, intercalation by, 216 
Molybdenum, anion templated system, 59 
Monodisperse aerosol particles, coagulation 

of, 36 
Monolayer on mesoporous silica, thiol- 

terminated self-assembled, 
10541055 

Monolayers, metal nanoparticle protected 
with, 1859-1867 

chemiresistor sensors, 1864-1865 
gas chromatographic phases, 1863-1 864 
sorptive properties, 1861-1 863 
vapor sorption, 1861-1 863 

Monoolein, molecular structure of, 882 
Monoolein-water system, aqueous phase 

behavior of, 883 
Monophenyl thiol, electrostatic surface 

potential, 692 
Monosaccharides, phase transfer through 

noncovalent interactions, 
2825-2833 

Montmorillonite, 215 
Moore's law, 2 197-2200 

charge transfer in metal-molecule 
heterostructures, 683 

limits of energy dissipation vs. 
performance, 2 199 

predictions for CMOS technology, 
2198 

single-electron transistors, 2 198-2 199 
Motor proteins 

control of, 21 13-21 15 
in synthetic materials, 2201-2209 

Multilayer nanostructures, charge transport 
properties, 699-707 

Multilayer polymer nanocomposites, ordered, 
barrier properties, 21 3-224 

multilayered polymer-polymer 
nanocomposites, 220-22 1 

polymer-layered aluminosilicate 
nanocomposites, 214-220 

Multilayered polyelectrolyte films, carbon 
nanotubes within, 567-574 

Multimodal ligands, coordination framework 
topology, 845-853 

coordination framework design, 845-846 
coordination polymers, 848-852 

three-dimensional architectures, 
848-849 

two-dimensional architectures, 849-852 
coordination preferences, 847-848 
multimodal ligands vs unimodal ligands, 

846847 
Multiparticle soft matter systems, 

computational analysis, 828-829 
coupled rotational modes, 829 
indifferent modes, 828-829 
particle vibrational modes, 829 
spectator modes, 829 

Multiphase nanostructured alloys, 1395-1 396 
Multiphoton absorption, three-dimensional 

nanofabrication, 3905-3915 
Multiplayer assembly, on colloidal particles, 

2369-2371 
Multiscale simulation, DNA counterion 

distributions, 11 39-2 140 
Multivalent ligands, interaction of DNA with, 

2136-2137 
Multiwall nanotubes, 1457-1461 
Multiwalled carbon nanotubes, super 

capacitors, 54&543 
Muscle, gene delivery, polymer nanoparticle 

for, 2944-2945 
Mustard gas 

decontamination by nanoparticle, 
24 1-243 

detoxication of, 242-243 
structure of, 378 

Muti-wall carbon nanotubes, 480481 
Myoglobin, properties of. 3082 

N methyl-2-pyrrolidinone, 2553 
NaI-symporter, 3699 
Nanoarray 

electrochemically self-assembled, 
1073-1085 

anodization, 1075 
contacting nanowires, 1076 
dot capacitance, 1084 
electrochemical selt-assembly, 

1073-1076 
electrodepositing compound 

semiconductor, 1075 
electrodepositing metal, 1075 
interdot resistance, 1082 
measurements of circuit parameters, 

1082 
nanofabrication, 1073 
negative differential resistance, 

1082-1084 
quantum dot based neuromorphic 

architectures, 108&1081 
quantum dot image processors, 

1079-1084 
quantum wire based room temperature 

infrared photodetectors, 
lO76lO79 

self-assembling neural network, 1082 
"superdot" for image-processing 

applications, 1084 
synthesized from porous alumina, 

222 1-2235 
Nanobelt 

bending modulus, 178(&1781 
dual-mode resonance of, 1779-1780 
mechanical properties of, 1773-1 786 
as nanocantilevers, 1782-1783 
oxide, bending modulus, 1778-1781 
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Nanobelt (conr.) 
structurally controlled nanowires, 

1778-1779 
NanoBio, 256 
Nanobiomedical. See Biomedical 
Nanobiosensor, 2757-2768 

antibody-based fiber optic, 2761 
enzyme-based fiber optic, 2762-2763 
fiber optic, 2761-2763 
molecular beacon-based fiber optic, 

276 1-2762 
optical, 2757-2768 

Nanobiotechnology 
companies, 256 
drug delivery applications, 247-261 

Nanobottle. 870-875 
inorganic, 872-875 
polymer, 87 1-872 
rare earth complex encapsulation in, 

875-876 
silica, preparation procedure of, 874 

Nanobridge, thermal properties of, 3883-3891 
breaking, 3887-3890 
initial structures, 3884 
melting, 3887-3890 
oscillations, 3884-3886 

Nanocantilever, nanobelts as, 1782- 1783 
NanoCap micellar nanoparticle, for water- 

insoluble drugs, 256 
Nanocapsule 

oil-filled, 2739-2747 
polymer, 2345-2348 

NanoCarrier, 256 
Nanocatalyst, dendritic, 903-91 1 
Nanoceramics, 2237-2244 

applications, 2242-2244 
bioceramics, 2243 
biomedical applications and 

bioceramics, 2243 
coatings, 2243-2244 
electrical applications, 2242-2243 
magnetic applications, 2243 
mechanical applications, 2242 
nuclear industry, 2244 

bonding. 2240 
preparation, 2237-2240 

chemical methods, 2239-2240 
physical methods, 2237-2239 

properties of, 2240-2242 
chemical properties, 224 1 
electrical properties, 2242 
magnetic properties, 2242 
mechanical properties, 2241-2242 

thermal conductivity, 3867-3872 
grain boundaries, scattering by. 

3869-3870 
inclusions, reductions by, 3871 
increasing, 387 1-3872 
interaction processes, 3868 
lattice thermal conductivity, 3867-3868 
radiative component, 3870 
reductions, 3868-3869 
thin layers, reductions by, 3871 
wave scattering by obstacles, 3870 

Nanocluster 
design, 2423-2425 
gold, 1287-1 296 
palladium, 2803-28 1 1 

preparation, 2803-28 1 1 
silicon, simulation, 3551-3562 
simulation, silicon. 355 1-3562 

computational methods, 3552-3553 
impurity atom, 3553-3554 
multiple oxygen termination, 3555 
oxygen passivation, 35543555 
surface passivation, 3553-3555 

Nanocolloidal film 
self-assembly of, 3459-3469 

kinetics, irreversible gold nanocrystal 
deposition, 3461-3.466 

Nanocomposite film, 2454, 38263827 
Nanocomposite multilayer polymer, ordered, 

barrier properties, 21 3-224 
Nanocomposite permanent magnet, magnetic 

properties of, 1749-1 760 
anisotropic nanocomposite permanent 

magnet films, 1755'-1756 
coercivity, 1750 
critical sizes, 1749-1750 
exchange coupling, 1749-1750 
"exchange-spring" behavior, 1751 
fabrication techniques, 1752 
isotropic nanocomposite permanent 

magnets 
based on alpha-Fe/Nd2Fe 1752-1 754 
based on alpha-FeISm-Co, 1755 
based on alpha-FeISm-FIX. 1755 
based on alpha-FeISm-FI:-N, 1755 
based on Fe-B/Nd2Fe14B~, 1754-1755 

maximum energy product, 1750 
micromagnetically assessed magnetic 

properties, 1750-1'75 1 
remanence, 1750 
utilization, 17561757 

Nanocomposites, 2453-2456 
nanocrystal composites, 2454 
nanoparticle, 2454 
nanoscale coatings, 2454 
nanotube, 2454-2456 
nanowire composites, 2454-2456 
polymer nanocomposites, 2453-2454 

Nanocrystal 
cadmium sulfide, 787-796 

optical, electronic properties, 789-790 
quantum mechanicslmolecular 

mechanics calculations, 793-795 
semiconductor nanocrystals, 787 
semiempirical calculations, 791-793 

ferrite, 2323-2324 
superlattices, 71 1-714 
synthesized in colloidal self-assemblies, 

23 17-2327 
direct micelles, 2317 
divalent surfactant, 231 8 
femte nanocrystals, 2323-2324 
reverse micelles, 23 17-2.3 18 
self-assemblies differing by sizes, 

shapes, 23 18-2323 
Nanocrystal arrays, self-assembly, physical 

properties, 2245-2258 
Nanocrystal dispersed platinum particles, 

2259-2268 
NanoCrystal Technologies, 256 
Nanocrystalline materials, 2289-2304 

bulk nanocrystalline substances, 2294-2298 
fatigue, 2269-2288 

grain size, 2301-2303 
interfaces on properties of, bulk 

nanosubstances, 2301-2303 
microstructure, bulk nanocrystalline 

substances, 2298-2300 
nanocrystalline powders 

colloid solutions, precipitation from, 
2292-2293 

detonation, 2292-2294 
gas phase synthesis, 2291 
mechanical synthesis, 2293 
nonstoichiometric compounds, 2294 
plasmachemical synthesis, 2292 
self-propagating high-temperature 

synthesis, 2294 
superfine oxides, in liquid metals, 2294 
synthesis, 2291-2294 
thermal decomposition, 2293 

properties of, 2289-2291 
Nanocrystalline oxide 

aluminum, surface chemistry of, 
3795-3804 

as catalystslcatalyst supports, 2535-2536 
magnesium, surface chemistry of, 

3795-3804 
Nanocrystalline powder 

colloid solutions, precipitation from, 
2292-2293 

detonation, 2292-2294 
electric explosion, 2292-2294 
gas phase synthesis, 2291 
mechanical synthesis, 2293 
plasmachemical synthesis, 2292 
reduction, 2293 
self-propagating high-temperature 

synthesis, 2294 
synthesis, 2291-2294 
thermal decomposition, 2293 

Nanocrystalline zeolite, environmental 
catalysts based on, 1137-1 145 

assembly, 1139-1 140 
hydrothermal synthesis, 1137-1 138 
materials, 1140-1 142 

environmental remediation, 1 14 1-1 142 
hydrocarbons, partial oxidation reactions 

of, 1140-1 141 
organic contaminants, photocatalytic 

decomposition, 1142 
self assembly, 1 137-1 140 
synthesis, 1137-1 140 
templating methods, 1138-1 139 

Nanocrystallization, 2305-2315 
NanoCure System, anticancer drug delivery 

across blood-brain banier, 256 
Nanodevice design, 2423-2425, 2429-2430 
Nanodiamond, 2329-2338 
Nanoelectromechanica1 sensors, 252 
Nanoencapsulation, bioactive substances, 

2339-2354 
controlled release, 2339-2340 
liposomes, 2340-2343 
molecular inclusion complexes, 2348-2350 
polymer nanocapsules, 2345-2348 
polymer nanospheres, 2343-2345 

Nanoengineered capsule, with specific layer 
structures, 2355-2367 

Nanoengineered polymer microcapsules, 
2369-2382 
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Nanofabrication 
three-dimensional, using multiphoton 

absorption, 3905-39 15 
via self-assembly, 24562457 

Nanofiber, polymer, prepared by 
electrospinning, 2931-2938 

concentration of polymer in solution, 
2934 

electrical conductivity, 2933-2934 
electrospun nanofibers, applications of, 

2935-2936 
electrospun polymer systems, 2934 
fiber formation, 2933-2934 
structure formation, 2934-2935 
surface free energy, 2933 

Nanofiller, surface modification of, 
29 19-2920 

Nanofilm, in giant magnetoresistance heads, 
2383-2397 

Nanofiltration 
element design, 2404 
separations, 2399-241 2 

Nanogranular phase, high strength alloys 
containing, 1393-1402 

glassy phase, nanostructured alloys with, 
1397-1400 

mechanical properties, 1395- 1400 
multiphase nanostructured alloys, 

1395-1396 
nanoquasicrystalline alloys, 1 3 9 6 1  397 
nanostructure formation, 1393-1 395 
single-phase nanocrystalline alloys, 1395 

Nanoindentation, hardness of nanobelt by, 
1781-1782 

Nanoinstrument, DNA-based, computer-aided 
design, 833-844 

measurement principle, 834-836 
polyacrylamide gels, detection of DNA 

deformation in, 841 
solution, DNA deformation measured in, 

836841 
at surfaces, detection of DNA deformation, 

841-843 
Nanolayered cobalt, thin film structural 

transition, on gallium arsenide, 
3738 

Nanolayered copper, palladium thin film, on 
tungsten substrate, thin film 
structural transition, 3740 

Nanolayered thin film. See Thin film 
Nanolithography 

atomic force microscope, organized 
molecular films, 109-1 18 

anodization AFM nanolithography, 
11 1-1 I6 

constructive nanolithography, 11&111 
current sensing AFM, nanolithography 

using, 11 1 
dip-pen nanolithography, 109-1 10 
nanografting lithography, 110 

dip-pen, 923-93 1 
length-scale limitations, 2413-2422 

Nanomaterial. See also under type of 
nanomaterial 

bionanomaterial, 245 1-2453 
biomineralization, 2452 
nanoparticle probes, 2452 
supramolecular materials, 245 1-2452 

design theory, 2423-2433 
functional nanostructures, 2456 

diblock copolymee, self-assembly with, 
2457-2459 

nanofabrication, via self-assembly, 
24562457 

magnetic, 1665-1681 
combustion method, femtes obtained by, 

16%- 1696 
complexation method for synthesis of, 

1683-1685 
effect of particle shape, 1673 
fabrication of, 1665-1 668 
giant magnetoresistance effect, 

1674-1675 
magnetic domain, 1668-1670 
magnetization temperaturelsize 

dependence, 1670-1 673 
polynuclear coordination compounds, 

thermal decomposition of, 
1685-1695 

properties, 1668-1676 
quantum tunneling, magnetization, 

1675-1676 
surface effects, 1673- 1674 
synthesis, 1683-1699 

nanocomposites, 2453-2456 
nanoparticle, 2454 
nanoscale coatings, 2454 
nanotube, 2454-2456 
polymer nanocomposites, 2453-2454 

processing, 2435-2450 
structural, 3723-3735 

ductility, 3728-3730 
elevated temperature behavior, 

3731-3732 
fabrication, 3723-3725 
fatigue properties, 373&3731 
fracture, 3730 
strength, 37263728 
wear, 3731 

technology advances, 2465-2475 
trends, 2451-2463 
two-phase, 3730 

Nanomaterials Research Corporation, 2469 
NanoMed Pharmaceuticals, 256 
Nanomedicine, 247-248 
Nano-mesoscopic interface, 22 1 1-22 19 

integrated circuit, 22 1 1-22 12 
molecular electronics, 221 1 
silicon, 221 3-2215 

Nanometal, colloidal, as fuel cell catalyst 
precursors, 739-759 

metal salt reduction method, 741-743 
wet chemical reduction, 741-748 

Nanometer scale physical heterogeneity, 
25-28 

NanoMill technology, nanocrystals, 256 
Nanomolding, 2872-2873 
Nanoparticle, 2454, 2477-2492. See also 

under specific type of nanoparticle 
assembly of electrical circuits from, 

1028-1031 
biological weapon decontamination, 

24 1-245 
block copolymers, 405414 

dilute solution, 405407 
charge canier dynamics, 667482 

metal nanoparticle, charge carrier 
dynamics of, 673475 

semiconductor nanoparticle, charge 
canier dynamics in, 667473 

direct measurement determination, surface 
forces, 3805-38 17 

De jaguin-Landau-Venvey-Overbeek 
theory, 3807-3809 

electrostatic forces. 3807 
measurement techn~ques, 38 1 &38 16 
steric force, 3809-18 10 
van der Waals force, 3805-3807 

electronic switches, 1099-I 101 
Nanoparticle assemblies, magnetic properties, 

1761-1771 
Nanoparticle composite models. 2925 
Nanoparticle film, semiconductor, 

dimensionally graded, 91 3-92 1 
Nanoparticle manipulation, electrical displays 

based on, 10361037 
Nanoparticle patterning, laser-based 

deposition technique. 1565-1579 
optical field inside system, 1567-1569 
particle dynamics, 157&1572 
setup optimization of system, 1569-1570 
solid-liquid interactions during patterning, 

1572-1578 
solid-liquid interfacial energy. 

1572-1573 
suspensions, 1574-1575 
transported droplets, 1575- 1577 

Nanoparticle probe, 2452 
Nanoparticle sensor, 24812487 
Nanoparticle supported catalysts, 2531-2535 
Nanoparticle suspension, phase behavior of, 

28 13-2824 
hard sphere behavior, 2814-2816 
soft repulsions. 28 1 6 2 8  17 
weakly attractive suspensions, 2817-2821 

Nanoparticle-based optical nanosensors, 
2764-2765 

Nanoparticle-filled polymer properties, 
292G2923 

electrical properties, 2923 
mechanical properties. 292G2922 
optical properties, 2922-2923 
thermal properties, 2922 

Nanoparticle-labeled antibodies, antigens. 
luminescence of, 1647-1653 

Nanoparticle-polymer mixtures. 
supramolecular networks 
synthesized in. 3785-3793 

binary particle system, 379G3792 
diblocWparticle mixtures, morphology of, 

3786-3787 
models, 37863788 
particle size, 3788-3790 
solid polymeric composites. 

micromechanical behavior of. 
3787-3788 

Nanoparticulare platform. for drug delivery, 
256 

Nanophase ceramics, as nanobiomedical 
implants, 266269 

Nanophase material, surface properties of, 265 
Nanophase metal, as nanobiomedical 

implants, 269 
Nanophase polymer, as nanobiomedical 

implants, 269-270 
Nanophase powder, mechanosynthesis. 

1787-1785 
industrial trends, 1793-1 794 
kinematic, mechanical aspects, 1788-1789 
kinetics, 1789-1791 
mechanical aspects, 1788-1789 
mechanosynthesis of Fe3C, 1792-1793 
thermodynamics, 1789 

Nanopore sensor, 252 
Nanoporosity 

binary alloys, 893-902 
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Nanoporosity (cont.) 
tunable, templating aerogels for, 

3843-3851 
drying methods, 3845-3849 
sol-gel synthesis, 3843-3844 
tailoring nanoporous material, 

3849-3850 
template materials, 38443845 

Nanoporous anodic aluminum oxide, optical 
anisotropy in, 3685-3695 

anodization, aluminum thin-film samples, 
3685-3686 

spectroscopic ellipsometry, 3688-3693 
Nanoporous metals, formed by dealloying, 

893-896 
Nanopowder, metallic, 1921-1933 

alloying reactions, pressed pellets. 1929 
applications, 1927-1930 

energetics, 1927-1928 
explosives, 1928-1929 
gun propellants, 1929 
nanostructures, 1930 
pyrotechnics, 1929 
rocket propellants, 1928 
self-heating synthesis, 1929 

chemical properties, 1924-1927 
electroexploded, characteristics, 1924 
handling, 193 1 
inks, electrically conductive, 1929-1930 
nanometal processes, 1921-1924 
pastes, electrically conductive, 1929-1930 
physical properties, 1924-1 927 
rocket propulsion, 1935-1945 

Alexgel applications, 1942-1943 
aluminized gels, development, 

1939-1940 
"combustion" in nitrogen, 1942 
environmental issues, 196-1937 
gelled aluminized propellants, 

mechanisms of combustion. 
1938-1939 

hybrid propellants, Alex as additive to, 
I938 

hydrocarbon-based liquid rocket engines, 
1942 

hydrocarbon-based RBCC systems, 1942 
ignition delay measurements, 1940 
liquid hydrogen engines, 1943 
in liquid monopropellants, 1936 
liquid propellants, Alex as additive to, 

1938 
for liquid rocket engines, 1935-1936 
nanometal powder fuels, 1937-1942 
pulse detonation engines, 1942-1 943 
small rocket engine tests, 1942 
solid propellants, Alex as additive to, 

1937-1938 
for solid rocket engines, 1935 

safety, 1931 
shipping of, 193 1 

Nanoquasicrystalline alloys, 13961 397 
Nanoreactor, schematic of, 7 12 
Nanoribbon, 467-470 

metal oxide, 461473 
Nanoscale, 247 

charge transport, 702-705 
Nanoscale charge storage, 702 
Nanoscale coatings, 2454 

Nanoscale polymer carriers, for controlled 
drug delivery, 255-256 

Nanoscale ring self-assembly, ring structures, 
32843285 

Nanoscale site control, semiconductor, 
quantum dots, 3247-3249 

Nanoscale surface, potential implants, 266 
Nanoscale tribology, 3927-393 1 

applications, 3927-3930 
computer simulations, nanotribological 

behavior, 3929-3930 
experimental characterization, 

nanotribological behavior, 
3928-3929 

Nanosensor 
fiber optic chemical, 2759-2761 
ion-sensitive fiber optic, 2760-2761 
nanoparticle-based optical, 2764-2765 
optical, 2757-2768 

nanobiosensors, 2757-2768 
quantum dot-based, 2764 

Nanoshaving, scanning probe lithography, 
2975 -~ - 

Nanoshells, for optical therapises, 256 
Nanosized channel lattices, heterogeneous 

surfaces with, 1357-1367 
regular nanochannel lattice, 1357-1360 
wetting instability models, 1360-1361 

NanoSpectra Biosciences, 256 
Nanosphere 

core-shell, 865-879 
composite capsules, 875 
hollow capsules, nanobottles, 87&875 
nanosized core-shell spheres, 866870 
rare earth complex, encapsulation in 

nanobottles, 875-8'76 
silica nanobottles, preparation procedure 

of, 874 
polymer, 2343-2345 

Nanostructure 
based on conducting polymers, 2615-2626 

atomic force microscope lithography, 
262 1-2622 

capillaries, micromolding in, 261 9-262 1 
inverse opal formation, 2.61 8-2619 
lithography, 2619-2623 
mask techniques, 2619-2623 
masks, 2622-2623 
polarized infrared absorption 

spectroscopy, 2616-26 17 
scanning tunneling microscopy 

lithography, 2621 
solvent-assisted micromolding, 2619 
template synthesis, 2615--2619 

based on layered transition metal 
chalcogenides, 261'7-2639 

derived from phase separated polymers, 
264 1-2656 

electronic, metal nanoparticle self-assembly 
into, 1829-1840 

1-D arrays, 1838 
2-D arrays, 1835-1838 
3-D arrays, 1835 
electronic applications, 1830-1833 
fabrication of ordered arrays, 18341838 
molecularly protected nanoparticle, 

1829 
synthesis, 1833-1834 

hierarchically imprinted, separation of 
metal ions, 1369-1379 

ionic amphiphilic block copolymer 
monolayer 

air-water interface, 2519-2529 
at air-water interface, 2519-2529 

metal, photoexcitation synthesis, 
1881-1894 

metal-dot deposition onto metal surface, 
photoinduced, 1886-1 887 

nanoscale structural characteristics of, 
1885-1886 

near-infrared optical response, metal thin 
film, 1890-1891 

photoinduced anisotropic agglomeration, 
gold nanoparticle, 1881-1885 

silver nanoparticle, photoinduced 
structural changes of, 1887-1890 

metallic nanopowders, 1930 
replicated by polymer molding, 2657-2666 
stability on surfaces, 3675-3683 
synthesized, by deposition of metals on 

microtubule supports, 2653-2569 
Nanostmcture formation, 1393-1395 
Nanostructured catalyst, 2531-2537 

basic, 225-234 
basicity, defined, 225-226 
historical perspective, 225 
nanostructured materials, 226232 

nanostructured materials 
carbogenic molecular sieves, 231-232 
hydrotalcite, 232 
mesoporous (alumino) silicates, 

230-231 
zeolites, 227-230 

Nanostructured composite 
as nanobiomedical implants, 270-272 
using carbon-derived fibers, 2551-2561 

carbon fibers, 2551-2552 
composites, 2559-2560 
fiber-matrix interface, buried, 

monitoring, 2557-2559 
nanotubes, 2559-2560 
surface chemistry, 2552-2553 
x-ray photoelectron spectroscopy, 

2553-2557 
Nanostmctured material 

synthesized by mechanical attrition, 
2571-2581 

brittle materials, 2573-2574 
contamination, 2579-2580 
mechanical alloying. 2572-2573 
mechanical milling, 2571 
mechanisms, 2575-2579 
nanocomposites, 2574-2575 
polymer blends, 2574 
powder consolidation, 2579-2580 
single-phase metals, 2575-2579 

synthesized by mechanical means, 
2583-3593 

synthesized in supercritical fluid, 
2595-2606 

Nanostructured surface, protein binding event 
detection, 1635-1646 

Nanostmctured ultrastrong materials, 
2607-2613 

Nanotechnology, cellular, tissue engineering, 
248-25 1 
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Nanotemplate engineering, for drug, vaccine 
delivery systems, 256 

Nanotransfer printing, 287F2872 
Nanotribological behavior 

computer simulations, 3929-3930 
experimental characterization, 3928-3929 

Nanotube, 2454-2456, 2559-2560 
for biotechnology, biocatalysis, 3655-3666 

bioseparations, nanotube membranes for, 
3663-3664 

fullerene carbon nanotubes, 3657 
peptide nanotubes, 3657-3660 
self-assembling lipid microtubes, 

36563657 
template-synthesized nanotubes, 

3660-3664 
carbon, 461410,  1203-1211. See also 

Carbon nanotube 
fullerene solid, 1207-1209 
ice nanotubes inside, 1415-1424 
molecular properties, 1205-1 207 
molecular structure, 1203-1204 
single-walled, 3605-3615, 3629-3639 
synthesis, 1204-1 205 

carbon-derived fibers, nanostructured 
composites using, 2559-2560 

formation of, 60 
fullerenes, 1240-1241 
inorganic, synthesized by chemical 

transport reactions, 1457-1466 
applications, 1465 
crystal flakes, instability against 

bending, 1459-1460 
gold, nanotube alloyed with, 1461-1465 
interlayer distances, nanotube chirality, 

1460-1461 
multiwall nanotubes, 1457-1461 
nucleation, 1458-1459 
plate-like crystal structures, 1457-1458 
silver, nanotube alloyed with. 

1461-1465 
stacking-order, tube diameter and, 1460 

nanoparticle composite models, 2925 
organic, design theory, 2427-2428 
protein, as building blocks, 3065-3077 
single-walled carbon, field emission 

properties, density functional 
theory study, 3597-3604 

unrolled honeycomb lattice of, 576 
Nanotube electrode, carbon, 425434 

atomic hydrogen, 429 
block-type carbon nanotube electrodes, 426 
electrochemical capacitors, 425427 
electrochemical sensors, actuators, 

electrodes in, 430-431 
functionalization of carbon nanotubes, 427 
molecular hydrogen, 429 
secondary hydrogen battery, fuel cells, 

electrodes in, 429430 
secondary lithium ion batteries, anodes, 

427429 
Nanotube interconnect, carbon, 435459 

interconnect architectures, integration in, 
4 4 1 4 2  

internanotube contacts, 4 3 9 4 1  
junctions, crossed-tube, 439441 
synthesis, 435439 

directed, 437439 
nondirected, 436437 

Nanotube self-assembly, hydrogen bonding, 
self-assembly directed by, 
3408-3409 

Nanotube sensor, 2667-2676 
Nanotube surface functionalization, 

1251-1268 
chemical functionalization strategies, 

1263-1 264 
inorganic interfaces, 1255-1 258 
sidewall functionalization, 1252-1255 
solubilization, 1258-1 261 
tube manipulation, 1264 

Nanowire, 467-470, 2068, 2595 
barcoded, 205-2 12 

barcoded rods, nonfluorescent bioassay 
using, 208 

biological multiplexing, 207-209 
bulk metals, reflectance values for, 

207 
characterization, 206207 
nanoelectronics, 207 
nanowire synthesis, 205 
reflectance image of nanowire, 206 
striped nanowire synthesis, 205-206 
tagging, nonbiological, 209 
uses for, 207-209 

composite, bending modulus of, 17761778 
design theory, 2423-2425 
encapsulated metallic, design theory, 2428 
mechanical properties of, 1773-1786 
molecular assembly of, 2019-2029 

air-water interface, charge-transfer 
complexes at, 2022-2023 

electrical conductivity, 20262027 
fabricating molecular-assembly 

nanowires, 202 1-2022 
Langmuir-Blodgett technique, 2020 
magnetic properties, 20262027 
mica surface, molecular-assembly 

nanowires on, 2023-2025 
molecular conductors. 20 19-2020 
nanowire, molecular-assembly structures 

within, 2025-2026 
supramolecular chemistry, 2020-2021 

polymer 
by controlled chain polymerization, 

295 1-2958 
fabrication of, 929-930 

Nanostmctured catalytic materials, design, 
2539-2550 

Naturally chiral surfaces, roughening of, 
11 19-1 120 

Near-field microscopy techniques, 2677-2686 
Near-field Raman spectroscopy, 2687-2702 

metallic tips, 2695-2702 
micro-Raman, contrasted, 2692-2693 

Near-field scanning optical lithography, 
2979-2980 

Near-field scanning optical microscopy, 351, 
2687, 2703-27 12, 2758-2759 

Near-field surface-enhanced resonance Raman 
spectroscopy, 2759 

Negative differential resistance, 2084-2085, 
2152 

Nerve agents, detoxification of, 243 
Neuromorphic architectures, quantum dot 

based, 1080-108 1 
Neutral biimidazolate complex, controlled 

crystal structures, 2061-2064 
Newton-Euler formulation, molecular 

manipulator dynamic design 
criteria, 2104-2 105 

Nickel 
anion templated system, 57-59 
beta-ketoesters, hydrogenation, 11 15-1 117 

hydrogenation of beta-ketoesters on, 
1115-1117 

Nickel-nitrilotriacetic sad, 2 1 18 
Nicotinamide threads, 75 
Niobium/titanium multilayers. thin film 

structural transition, 3740-3741 
Niobium/zirconium multdayers, thin film 

structural transition, 3738 
Nitration, on lab-on-a-chip mlcro reactor, 

1556 
Nitrile-based coordination cages, self- 

assembly of, 3417-3422 
N-octanol, surface tension, 1573 
Nonadecenyltrichlorosilane, 2034 
Nonbiological tagging, 209 
Noncovalent functionalization, carbon 

nanotubes, 500-501 
Nonlinear near-field spectroscopy, 2709 
Nonlinear optical materials, self-assembly of 

organic films for, 347 1-3480 
characterization, 3474-3476 
chromophore deposition, orientation, 

34763478 
covalent/ionic self-assembly, nonlinear 

optical film fabrication, 3473-3474 
Nonlinear optical switches, design, 2428-2429 
Nonlinear transmission lmes, 2680 
Nonstoichiometric compounds, 

nanocrystalline powders, 2294 
Nonviral systems, delivery obstacles for. 

2 9 4 2 9 4  1 
Nostoc commune biosensor, 377 
NRC. See Nanomaterials Research 

Corporation 
Nuclear assay methods, enhancement of, 

1131-1 133 
Nuclear industry, nanoceramics, 2244 
Nuclear magnetic resonance, 2 136, 2 186, 

2409, 2508, 2826 
Nuclear Overhauser enhancements, 2125 
Nucleation 

homogeneous, atmospheric nanoparticle, 
102- 103 

island, predicitons of, 1533- 1545 
irreversible island formation, behavior of 

models, 15361538 
island nucleation process, 1538-1544 

of nanoparticle, in ultrathin polymer films, 
2713-2719 

in ultrathin polymer films, 2713-2719 
Nucleobase-porphyrin derivatives, 2721-2729 
Nucleobase-substituted oligopyrrolic 

macrocycles, 2721-2738 
Nucleoside-substituted oligopyrrolic 

macrocycles, 2721-2738 

Octadecyltrichlorosilane, 2032 
Octadecytriethoxysilane, 2037 
Office of Naval Research, 2077. 2191 
Off-specular scattering. \esicles, at 

silicon-water interface, 2775 
Oil-filled nanocapsules. 1739-2747 
Oily carriers, 1720 
Olefin disproportionation, mesoporous 

materials, 1806 
Olefins, thermoplastic, 3025-3026 
Oligomerization catalysts, mesoporous 

materials, 1804-1 805 
Oligo(pheny1ene ethynylene), 2074 
Oligo(pheny1ene vinylene)~, 2 180 
Oligopyrrolic macrocycles. 272 1-2738 
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One-dimensional electrically conducting 
polymeric nanostructures, 
1015-1024 

molecular interactions as "soft" templates, 
1017-1018 

synthesized on surfaces, 1019-1020 
using "solid" templates, 1015-101 7 

ONR. See Office of Naval Research 
On-tube junctions, 440-441 
Optical absorption, carbon nanotubes, 

580-586 
resonance Raman process, 583-586 

Optical anisotropy, nanoporous anodic 
aluminum oxide, 3685-3695 

anodization, aluminum thin-film samples, 
3685-3686 

spectroscopic ellipsometry, 3688-3693 
Optical characterization 

self-assembled thin films, 3361-3371 
colloidal assemblies, 3364-3370 
effective medium theories, 3365-3366 
ellipsometric spectra, 3365 
gold colloid preparation, 3362-3364 
spectroscopic ellipsometry on thin island 

films, 3364-3365 
thin island film theory, 3366-3370 

self-formed quantum dots, 3230-3234 
electroluminescence, 3232-3234 
photoluminescence, 3230-3232 
time-resolved photoluminescence, 

3232 
Optical force microscopy, 284 
Optical molecular devices, 2749-2756 
Optical nanosensors, 252-253, 2757-2768 

evolution of, 2757-2759 
nanobiosensors, 2757-2768 

Optical phonons, in self-assembled multiple 
germanium structures, 3204-3207 

Optical properties 
carbon nanotubes, 575-586 
metal nanoparticle ensembles, 182 1-1 828 

clusters of, 1822-1823 
linear arrays of, 1823 
metal, metallodielectric nanoparticle, 

3-D superlattices of, 1825-1826 
nanoparticle assembly fabrication, 

1821-1826 
surface plasmons, 1821 
two-dimensional arrays of, 1823-1825 

Optical therapies, nanoshells for, 256 
Optical waveguide lightmode spectroscopy, 

protein adsorption kinetics, under 
applied electric field, 3033 

Optically active structures, field-driven 
assembly, electrical functionality, 
1034-1037 

Optoelectronics, 2177-2 178 
Ordered multilayer polymer nanocomposites, 

barrier properties, 213-224 
multilayered polymer-polymer 

nanocomposites, 220-22 1 
polymer-layered aluminosilicate 

nanocomposites, 2 14-220 
Ordered vesicles, at silicon-water interface, 

2769-2777 
Organellar chloride channel, 3699 
Organic compounds, anion-templated 

self-assembly, 69-81 

Gale's "anion-anion" assembled solid-state 
polymer, x-ray crylrtal structure, 
77 

Gale's diamidopyrrole ligand, 77 
guanidinium-appended porphynns, 76 
Hamilton's self-assembled solid-state 

hydrogen-bonded structure, ribbon 
arrangement of, 70 

Kruger's double helicate, n~olecular 
structure of, 76 

Mendoza's tetraguanidiniurn strand, double 
hellcate structure self-assembly, 
70 

Schalley's "stoppering" rotaxane synthesis, 
anion template, 73 

Organic film self-assembly, for nonlinear 
optical materials, 3471-3480 

characterization, 3474-3476 
chromophore deposition, orientation, 

3476-3478 
covalenthonic self-assembly, nonlinear 

optlcal film fabrication, 
3473-3474 

Organic molecular wires, 2178-2186 
Organic nanotubes, design, 2427-2428 
Organic thin-film composite membranes, 

240 1-2402 
Organic-based solar cells, 2879-2895 
Organized molecular films, atomic force 

microscope nanolithography, 
109-1 18 

anodization AFM nanolithography, 
111-116 

constructive nanolithography, 110-111 
current sensing AFM, nanolithography 

using, 11 1 
dip-pen nanolithography, 109-1 10 
nanografting lithography, 1 10 

Organofullerenes in water, 27'79-2789 
Organometallic half-sandwich complexes, 

3503-3504 
Organometallic molecular wires, 2186-2188 
Organophosphorus compound detection, 

367-368 
Organosilanes, molecular assembly, 

203 1-2042 
chemisorption, fabrication of monolayers 

through, 2036-2040 
mixed monolayers, at air-water interface, 

phase separation, 2033-2036 
organosilane monolayers, at air-water 

interface 
formation of, 203 1-2033 
via crystallization, 2031--2036 

Outer Helmholtz plane, 1995 
Oxafluorofullerenes formation, 1 184-1 185 
Oxalate method, magnetic nar~omaterial 

synthesis, 168-1689 
Oxidation, of carbon nanotube:~, 496 
Oxide, 2791-2801 
Oxide nanobelts, bending moclulus, 

1778-1781 
Oxide nanoparticle, 2791-2801 

alloying reactions, 27962798 
electrolyte, 2798-2799 
lithium reactivity 

through conversion processes, 2796 
through insertion processes, 2791-2795 

Oxide polymorphs, energetic parameters for, 
1148 

Oxide vacancies, nucleation, metal-oxide 
interface, 1900-1903 

atom trapping, 1900-1901 
cluster stability, impact on, 1901-1903 

Oxides, metal clusters on, 1813-1820 
cluster morphology, 1815-1816 
gold on TiOz, 1818-1819 
metal deposition, 18 14-1 815 
palladium on A1203, 1816-1818 
substrate preparation, 1813-18 16 

Oxometallate anions, 1129 
0x0-vanadium, structure of, 56 
Oxygen passivation, silicon nanocluster 

simulation, 3554-3555 
Oxyhydroxide polymorphs, energetic 

parameters for, 1148 

Pacific Northwest National Laboratory, 
2604 

Palladium, molybdenum, 59-62 
Palladium cage, route of formation of, 62 
Palladium carbonyl acetate, 2806 
Palladium nanoclusters, 2803-281 1 

preparation, 2803-28 1 1 
Palladium thin film, on tungsten substrate, 

thin film structural transition, 
3740 

Palladium-based molecular triangle, crystal 
structure of, 61 

Palmitoyl, 9-octadecenenoyl 
phosphatidylcholine, 25 10 

Paper electrodes, carbon nanotubes, 507 
Paraoxon 

decontamination by nanoparticle, 242 
detoxification of, 243 

Paraquat, chemical structure, 379 
Partial oxidation of ammonia, on lab-on-a- 

chip micro reactor, 1556 
Paste electrodes, carbon nanotubes, 507 
Pastes, electrically conductive, metallic 

nanopowders, 1929-1930 
Pattern anodization, on aluminum surfaces, 

83-88 
anodization cell, 83-84 
bulk aluminum sheets 
evaporated aluminum films on glass, 

8 6 8 7  
Patterned substrate-driven synthesis, 438-439 
Patterned surfaces, colloidal 

micronanostructures assembled on, 
725-738 

3-D colloid assembly, 726728 
fundamental interactions in colloid systems, 

725-726 
planar surfaces, 728-729 
structured colloid assemblies, 729-736 

PEBBLES sensors, 2764 
Pentameric circular helicate, chloride- 

templated assembly of, 57 
Peptide nanotubes, 3657-3660 
Percolation, mesoscopic thermodynamics, 

3902 
Perfluorododecyloxy propyltriethoxysilane, 

2032 
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Perfluorooctyl]ethyltrichlorosilane, 2032 
Performance, power dissipation and, 

(Moore's law), 2197-2200 
limits of energy dissipation vs. 

performance, 2 199 
predictions for CMOS technology, 2198 
single-electron transistors, 2198-2199 

Periodic schwarzites, fullerenes, 1241-1244 
Phase analysis light scattering, 1999 
Phase separated polymers, nanostructures 

derived from, 2641-2656 
Phase transfer 

on lab-on-a-chip micro reactor, 1556 
monosaccharides through noncovalent 

interactions, 2825-2833 
Phase transfer catalysts, 1807 
Phenylalanine, 266 

properties of, 3082 
Phenylenediacrylic acid amphiphile 

derivatives, 1610-161 1 
photoreactive bolaform amphiphiles, 

l 6 l & l 6 l l  
Phonos in self-assembled multiple germanium 

structures, quantum dots, 
3203-321 1 

Phospholemman, 3699 
Phospholipid sensors, 27642765 
Photoablation, 278-279 
Photochemical generation of singlet oxygen, 

on lab-on-a-chip micro reactor, 
1556 

Photochemical isomerization, bolaform 
amphiphiles, 1615-1620 

azohenzene containing chromophores, 
1615-1618 

photochemical isomerization, ionic 
strength, 1619-1620 

Photochemistry, membrane-coated 
nanoparticle, 2835-3852 

gold, 2835-2843 
metal particles, 2835-2843 
semiconductor nanoparticle, 2843-3846 

hydrogen production, 2845-2846 
photocurrents, photoelectrochemical 

cells, 2845 
spectral sensitization, 2844 

silica particles, 2846-2847 
Photocyanation, on lab-on-a-chip micro 

reactor, 1556 
Photoexcitation synthesis, metal 

nanostructures, 188 1-1 894 
metal-dot deposition onto metal surface, 

photoinduced, 1 8 8 6 1  887 
nanoscale structural characteristics of, 

1885-1886 
near-infrared optical response, metal thin 

film, 1890-1891 
photoinduced anisotropic agglomeration, 

gold nanoparticle, 1881-1885 
silver nanoparticle, photoinduced structural 

changes of, 1887-1890 
Photoinduced electron transfer, 2751 
Photolithography, 284 

fabrication of multiphase organosilane 
monolayers through, 20362040 

Photoluminescence, 2252 
optical characterization, self-formed 

quantum dots, 3230-3232 
Photoluminescence of silica-based nanoscale 

materials, 14761477 
Photomultiplier tube, 2760 
Photon correlation spectroscopy, 284, 2739 

Photonic active structures, field-driven 
assembly, electrical functionality, 
1034-1037 

Photonic crystal fiber, 2853-2867 
Photoreactive bolaform amphiphiles, 

1610-1615 
diacetylene derivatives, 1612-1615 
layer-by-layer assembly, 1607-1622 
phenylenediacrylic acid amphiphile 

derivatives, 1610-161 1 
Photovoltaic cells, 1037 
Photovoltaics, organic-based solar cells, 

2879-2895 
Phyllosilicates, commonly used, 215 
Physical vapor deposition, 2889 
Physicochemical properties, atmospheric 

nanoparticle, 97-100 
chemical composition. 99-100 
physical characterization, 97-98 

Physisorption, gas, carbon nanotubes, 
547-549 

Phytantriol, aqueous phase progression of, in 
excess water, 888 

Phytoremediation, 336 
Piezoelectric technique, microweighing in 

supercritical carbon dioxide, 
1977-1978 

Pinned orbits, examples of, 650 
Plasmachemical synthesis, nanocrystalline 

powders, 2292 
Platinum 

alpha-ketoesters, hydrogenation, 11 16 
hydrogenation of alpha-ketoesters on, 11 16 
molybdenum, 5 9 4 2  
morphological evolution, impact on 

catalytic behavior, 22662267 
Platinum particles, nanocrystal dispersed, 

2259-2268 
Platinum/cobalt multilayers, thin film 

structural transition, 3739 
Platinum-group element, composed of 

bimetallic nanoparticle, 18741875 
PNNL. See Pacific Northwest National 

Laboratory 
Poisoning, catalyst nanostructure deactivation, 

3965 
Poisson-Boltzman equation, 169 
Polarized infrared absorption spectroscopy, 

2616-2617 
Pollution, environmental, 331-334 

bioremediation, 33 1-34 1 
anaerobic, 332 
bioaugmentation, 332 
biostimulation, 332 
environmental pollutants, 331-334 
Exxon Valdez oil spill bioremediation 

project, 336338 
hydrocarbons, 331-333 
techniques, 334-336 

Exxon Valdez oil spill bioremediation 
project, lessons from, 337-338 

hydrocarbons, 331-333 
metals, 334 
pollutants 

metals, 334 
polycyclic aromatic hydrocarbons, 

333-334 
polycyclic aromatic hydrocarbons, 

333-334 
techniques 

biofiltration, 335-336 
groundwater bioremediation, 334-335 

phytoremediation, 336 
Poly(2-dimethylamino)ethyl methacrylate, 

polymeric gene carrier, 2943 
Poly(3,4-ethylenedioxyth~ophene), 2620 
Poly(3-hexylthiophene), 2884 
Poly(4-aminobuty1)-L-gl>colic acid, 2943 
Poly(4-styrenesulfonate), 2620 
Poly(acry1ic acid), 2499, 27 18 
Polyacrylonitrile, 2401 
Poly(alky1 cyanoacrylate I, 2344 
Polyamidoamine dendrimers, 2943 
Polyampholytes, complexation of, 2900 
Polyaromatic amines, en~ymatic synthesis, 

33743375 
Polycyclic aromatic hydrocarbons, 333-334, 

2330 
Poly-(dialkydimethylammonium) chloride, 

2347, 2611, 2715 
Poly(dimethylsiloxane), 707 1, 2619, 2658 
Polyelectrolyte capsules, physicochemical 

reactions inside. 2376-2377 
Polyelectrolyte films, layer-by-layer assembly, 

1591-1605 
catalyst applications. 1598- 1600 

biocatalytic multilaver assemblies. 
1598- 1600 

inorganic catalysts, multilayer 
assemblies bearing. 1600 

membrane preparation, 159 1-1 592 
polyelectrolyte multilayers, materials 

transport across, 1592-1 598 
alcohoVwater mixtures, pervaporation 

of, 1592-1594 
gas permeation, 1502 
ion permeation, 1594-1596 
organic compounds. enantiomers, 

separation, 1596 
proteins, fouling behavior, separation of, 

15961597 
salt transport under nanofiltration, 1596 

Polyelectrolyte microgels, nanoparticle in, 
metallation, 2909-291 0 

Polyelectrolyte models, DNA, 213 1-2133 
Polyelectrolytes, multilaqer formation on 

colloid particles, 782-784 
Polyelectrolyte-surfactant complex, 

2897-2902 
hollow spheres, 2900-2901 

Polyethersulfone, 240 1 
Polyethylene, surface free energy, 1573 
Poly(ethy1ene oxide), conformation at 

different solidniquid polymer 
interfaces, 3752 

Poly(ethy1ene oxide)-b-poly(l-lysine), 2899 
Poly(ethy1ene oxide)-b-poly(sodium 

methacrylate). 2897 
Poly(ethy1ene oxide)-g-poly(ethy1ene imine), 

2898 
Poly(ethy1ene terephthalate), 2574 
Poly(ethy1enedioxythiophene). 26222 
~olyethy?ene-oxidk, 2520 
Polyethylenimine, 2941-2943 
Polyfunctional nanoparticle, 256 
Poly(glycolic acid), 2344 
Polyisobutylene, surface free energy, 1573 
Poly(1actic acid), 2344 
Poly(1actic-co-glycolic acid), 2344 
Poly-L-lysine, 294 1 
Polymer brushes from clay surfaces, 

2959-297 1 
Polymer colloid surface, nanoparticle formed 

on, metallation, 291 1-2912 
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Polymer colloids, metallation, 2903-2915 
adsorbed polymer layer, nanoparticle with, 

2912-2913 
block copolymer micelles, nanoparticle 

formation in, 2903-2907 
dendrimers, nanoparticle formation in, 

2907-2909 
functionalized polysilsesquioxane colloids, 

nanoparticle formation in. 
2910-291 1 

nanoparticle formation inside, 2903-291 1 
polyelectrolyte microgels, nanoparticle in, 

2909-29 10 
polymer colloid surface, nanoparticle 

formed on, 291 1-2912 
Polymer encapsulation, in mesoporous 

materials, biomolecular approach 
to, 3383-3384 

Polymer molding, 2657-2666 
Polymer nanocapsules, 2345-2348 
Polymer nanocomposites, 2453-2454 

particle, carbon nanotube fillers, 
291 7-2930 

Polymer nanofibers prepared by 
electrospinning, 293 1-2938 

concentration of polymer in solution, 
2934 

electrical conductivity, 2933-2934 
electrospun nanofibers, applications of, 

2935-2936 
electrospun polymer systems, 2934 
fiber formation, 2933-2934 
structure formation, 2934-2935 
surface free energy, 2933 

Polymer nanoparticle for gene delivery, 
2939-2949 

nanoparticle formation, 2939-2940 
nonviral systems, delivery obstacles for, 

2940-2941 
polymeric gene carriers, 2941-2944 

chitosan, 2943 
poly(2-dimethylamino)ethyl 

methacrylate, 2943 
polyamidoamine dendrimers, 2943 
polyethylenimine, 2941-2943 
poly-L-lysine, 2941 
polyphosphoester, 2943-2944 

targeting, 2944 
active targeting, 2944 
passive targeting, 2944 

in vivo application, 2944-2946 
brain. 2945 
liver, 2945 
lung, 2945 
muscle, 2944-2945 
tumor, 2945 

Polymer nanospheres, 2343-2345 
Polymer nanowires 

controlled chain polymerization, 
295 1-2958 

photopolymerization, 2953 
scanning tunneling microscope. 

2954-2955 - 

self-ordered molecular layer, 295 1-2953 
fabrication of, 929-930 

Polymer polydimethylsiloxane elastomers, 
395 

Polymer scaffolds, 2985-2986 

Polymer substrates, synthesis of nanoparticle. 
2493-2505 

Polymer synthesis 
in micelles, 3381-3382 
in novel surfactant gel mesophase, 

3378-3381 
in reverse micelles, 3375-3378 

Polymer-clay nanocomposites., 2959-2971 
Polymer-colloidal science, 39 1-392 
Polymeric, biomolecular nanostructures, 

scanning probe lithography, 
2973-2983 

protein grafting, 2974 
self-assembled affinity templates, 2973 
surface-initiated polymerization. 

2973-2974 
Polymeric light-emitting diode, 2618, 2619 
Polymeric matrices, chiroptical switching in, 

2165-2166 
Polymeric nanostructures, electrically 

conducting, one-dimensional, 
1015-1024 

molecular interactions as "soft" templates, 
1017-1018 

synthesized on surfaces, 1019-1020 
using "solid" templates, 1015-1017 

Polymerized fullerenes 
ferromagnetism, 1662 
magnetic behavior, 1655-1664 

closed-shell carbon clusters, magnetic 
properties of, 1655-1656 

ferromagnetic molecular TDAE-Cho, 
16561657 

fullerenes, polymerization of, 1657 
light-polymerized fullere:nes, 

ferromagnetism in, 12657-1659 
pressure-polymerized fullerenes, 

ferromagnetism in, 1659-1 660 
Polymer-mediated self-assembly of 

nanoparticle, 2985--2998 
catalyic applications, 2987--2990 
highly organized polymer-nanoparticle 

assemblies, 2994-;!996 
nanoparticle assemblies, or,ganized, 

2990-2994 
nanoparticle building blocks, 2986-2987 
polymer scaffolds, 2985-2986 

Polymer-nanoparticle composutes, 2999-3014 
catalysis, composites for, 3008-3010 
clay-nanoparticle polymer composites, 

3000-3001 
with metallic, semiconduct~x nanoparticle, 

3001 
ordered assemblies, 3005-3008 
polymer growth, 3001-3005 

Polymers, adsorption of, 23-34 
chemical heterogeneity, 28--32 

flexible polymer adsorption, 29 
globular protein adsorption, 29-32 

modeling, 23-24 
nanometer scale physical heterogeneity, 

25-28 
simulation studies, 24-25 

Polymethylmethacrylate, 24561, 2679 
surface free energy, 1573 

Poly(methylmethacrylate), 2040, 2574 
Polynuclear coordination compounds, thermal 

decomposition of, 1685-1695 

Polyol-terminated self-assembled monolayers, 
395-398 

Polypeptides, helices of, design theory, 
2428-2429 

Polyphenols, enzymatic synthesis, 3374-3375 
Poly(pheny1enevinylene). 2618, 2619, 2877 
Polyphosphoester, 2943-2944 
Polypropylene, 3015-3025 

barrier, 3023 
crystallization, 3020 
electrical properties, 3025 
flammability, 3024-3025 
hat deflection temperature, 3025 
mechanical properties, 3020-3023 
rheology, 3023 
structure, 30 15-3020 
thermal stability, 3024-3025 

Polypropylene nanocomposites, intercalated, 
1483-1490 

clay intercalation, 1485 
crystallization structure, 1485-1486 
exfoliation structure, 1485 
kinetics, 1485-1486 
mechanical properties, 1487-1488 
rheology, 14861487 
synthesis, 1484-1485 

Polysaccharides, atomic force microscopy, 
125-127 

Polysilsesquioxane colloids, metallation, 
nanoparticle formation in, 
2910-2911 

Polystyrene, surface free energy, 1573 
Poly(styrenesulfonate), 27 15 
Polyvinyl alcohol, surface free energy, 

1573 
Polyvinyl chloride, surface free energy, 

1573 
Polyvinylpyrrolidone, cross-linked, hydrogel 

nanoparticle synthesized by, 
1403-1414 

ultrafine poly(N-vinyl pyrrolidone) 
nanoparticle, 140614 12 

Porous alumina, nanoarrays synthesized from, 
2221-2235 

Porous silicon microcavity. 343-350, 344 
bacterial biosensor development, targets 

for, 347 
bacterium detection, 345-349 
DNA detection, 344 
lipopolysaccharide, structure of, 347 
virus detection, 344-345 

Porphyrin surface, supramolecular aggregates, 
with controlled size, shape on. 
3775-3777 

Porphyrinic films, self-organized, on surfaces, 
3484-3489 

Porphyrinic materials, self-assembly on 
surfaces, 348 1-3502 

applications, 3484 
porphyrinoids, 3481-3483 
self-assembled porphyrinic materials on 

surfaces, 3489-3493 
self-organized porphyrinic films on 

surfaces, 3484-3489 
supramolecular chemistry, 3483 
supramolecular systems on surfaces, 

3483-3484 
Porphyrinoids, 3481-3483 
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Powder consolidation, nanostructured 
materials synthesized by, 
2579-2580 

Powder microelectrodes, carbon nanotubes, 
507 

Powders 
nanocrystalline 

detonation, 2292-2294 
electric explosion, 2292-2294 
synthesis, 2292-2294 

nanophase, mechanosynthesis, 1787-1785 
Power transformer cooling, 1738 
Predictions, CMOS technology, 2198 
Preformed core-shell latex particles, 

complexation of, 2901 
Pressure-polymerized fullerenes, 

ferromagnetism in, 1659-1660 
Printed nanostructures, photonic applications, 

2869-2878 
Printing 

microcontact, 2869-2870 
nanotransfer, 2870-2872 

Programmable devices, molecular electronics, 
208 1-2099 

Proline, 266 
properties of, 3082 

Propellants, gun, rocket, metallic 
nanopowders, 1928, 1929 

Propulsion, rocket, metallic nanopowders, 
1935-1945 

Alexgel applications, 1942-1943 
hydrocarbon-based liquid rocket engines, 

1942 
hydrocarbon-based RBCC systems, 

1942 
liquid hydrogen engines, 1943 
pulse detonation engines, 1942-1943 

environmental issues, 196-1937 
in liquid monopropellants, 1936 
for liquid rocket engines, 1935-1936 
nanometal powder fuels, 1937-1942 

aluminized gels, development, 
1939-1940 

"combustion" in nitrogen, 1942 
gelled aluminized propellants, 

mechanisms of combustion of, 
1938-1939 

hybrid propellants, Alex as additive to, 
1938 

ignition delay measurements, 1940 
liquid propellants, Alex as additive to, 

1938 
small rocket engine tests, 1942 
solid propellants, Alex as additive to, 

1937-1938 
for solid rocket engines, 1935 

Protein adsorption 
atomic force microscopy study, 3041-3064 

adsorbed protein structure, 3048-3049 
adsorption mechanisms, 3054-3060 
artifacts, 3044-3045 
atomic force microscopy techniques, 

3042 
electrostatic effects, 3054-3055 
force interactions, 305 1-3054 
growth mechanisms, 30563058 
kinetics, 3055-3056 
measurement techniques, 3041-3042 
multilayer formation, 3058 
nonuniform surfaces, 3049-3051 
protein structure, 3058-3060 
supramolecular organization, 3045-3048 

chemical heterogeneity 
flexible polymer adsorption, 29 
globular protein adsorption, 29-32 

principles of, 3087-3088 
resisting, 389-390 
thermodynamics of, 3088 

Protein adsorption kinetics, 3088 
under applied electric field, 303 1-3039 

impedance measurements, 3032 
local pH effects, 3038 
optical waveguide lightmode 

spectroscopy, 3033 
protein charge heterogeneity, 3038 
quartz crystal microbalance, 3033 
reflectometry, 3032-3033 
solvent interfacial structure, 3038 
surface-bound counterions, 3037 
total internal reflection fluorescence, 

3033 
Protein binding polymer nanoparticle, 282 
Protein interactions 

nanophase materials for enhancing, 
3090-3093 

properties influencing, 3088-3090 
with surfaces, 3087-3090 

properties influencing, 3088-3090 
protein adsorption, 3087-3088 
protein orientation, principles of, 3088 

Protein nanotubes, as building blocks, 
3065-3077 

arrangement, 3067-307 1 
coating, 3065-3067 
mechanical motion, 307 1-3073 
sensing, 307 1 

Protein orientation, principles of, 3088 
Protein structure, 3079-3087 

primary protein structure, 3079-3080 
quaternary structure, 30863087 
secondary structure, 3080 
tertiary structure, 3080-3086 

Proteins 
adsorption of, 23-34 

chemical heterogeneity, 28-32 
modeling, 23-24 
nanometer scale physical heterogeneity, 

25-28 
simulation studies, 24-25 

atomic force microscopy, 124-1 25 
properties of, 3082 

Proximity x-ray lithography, 2413, 2419 
Pseudochiral, chiral, molecules, self-assembly 

at interfaces, 343 1-3438 
Pseudoenantiomeric switches, in liquid crystal 

matrix, 21662167 
Pseudoenantiomers, chiral switches based on, 

216C2162 
Pseudomoms putida, imaging, 139 
Pseudorotaxane crystal structure, 74 
P-type ATPases, chloride-conducting 

membrane protein, 3699 
Pulse detonation engines, Alexgel 

applications, 1942-1943 
Purity evaluation, carbon nanotubes, 

494-495 
Pyramidal quantum dots, applications, 

32 18-3220 
Pyridine-based coordination cages, self- 

assembly, 3423-3426 
Pyrolitic carbon, orthopedic implant, 269 
Pyrotechnics, metallic nanopowders, 1929 
Pyrrazole synthesis, on lab-on-a-chip micro 

reactor, 1556 

Pyrrolidine-functionalized molecular switch, 
2164-2165 

Quantum chemical methods, extended 
systems, 1468-147 1 

Quantum computing, limits of energy 
dissipation vs. performance, 2199 

Quantum confinement, silicon nanocrystals, 
3563-3574 

excited state properties, 3564-3573 
density functional methods, 3567-3570 
empirical pseudopotential method, 

3564-3567 
Kartree-Fock method, 357C357 1 
passivated silicon nanocrystals, 

3572-3573 
tight binding method, 3567 

Quantum dot arrays 
birefringence in, 3 101-3 105 
electromagnetic properties, 3097-3 107 

Quantum dot image processors, 1079-1084 
dot capacitance, 1084 
interdot resistance, 1082 
measurements of circuit parameters, 

1082 
negative differential resistance, 1082-1084 
quantum dot based neuromorphic 

architectures, 1080-1081 
self-assembling neural network, 1082 
"superdot" for image-processing 

applications, 1084 
Quantum dot lasers, 3 109-3 126 

advantages of, 3109-3 110 
defect reduction techniques, 31 17-31 18 
excited-state transitions, 3 1 14-3 1 16 
high-power operation, 3 12 1-3 122 
linewidth enhancement factor, 3120-3 121 
quantum dot array, equilibrium vs. 

nonequilibrium carrier distribution 
in, 3111-3112 

reduced carrier lateral transport, 3 121 
temperature characteristics, 3 1 18-3 1 19 
threshold current denslty, 3 1 16-3 1 17 
time-response, 31 19-3 120 
vertical cavity surface emitting lasers, 

3122-3123 
Quantum dot polarizability, 3099-3100 

nonlocality, 31W310 1 
physical interpretation. 3 100 

Quantum dot-based nanosensors, 2764 
Quantum dot-based neuromorphic 

architectures, 1080-1081 
Quantum dots 

electronic coupling, 3 127-3 154 
electronic switches, 1099-1 101 
inelastic light scattering, 3 155-3 166 

electron quantum-dot atoms, 3 162-3 163 
electronic ground state, 3 156-3 158 
GaA-A1GaAs deep-etched quantum 

dots, 3161-3162 
lnAs self-assembled quantum dots, 

3162-3165 
scattering mechanisms, 3 159-3 161 

luminescence properties of, thermal effect 
on, 3873-3881 

bulk semiconductor.;, optical properties 
of, 3873-3874 

carriers transfer between quantum dots, 
3877-3879 

recombinations in quantum dots, 
3875-3877 



Index (Volume 1:  1-892; Volume 2: 893-1796; Volume 3: 1797-2676; Volume 4!: 2677-3296; Volume 5: 3297-3980) 29 

Quantum dots (con?.) 
recombinations in simple confined 

systems, 3875 
self-assembled, 3227-3235 

electroluminescence, 3232-3234 
electron diffraction, 3229 
electron microscopy, 3229 
electronic structures, 3213-3225 
fabrication methods, 3227 
lens-shaped dots, 3220-3223 
optical characterization, 3230-3234 
optical properties, 3213-3225 
photoluminescence, 3230-3232 
pseudopotential techniques, 32143217 
pyramidal quantum dots, 3218-3220 
single-particle Hamiltonian solution, 

3215-3217 
strain profile, 3214-3215 
structural characterization, 3227 
time-resolved photoluminescence, 3232 
"two-body" interactions calculation, 

3217 
x-ray scattering, 3229-3230 

self-assembled multiple germanium 
structures, phonos in, 3203-321 1 

acoustic phonons, 3208-3209 
optical phonons, 3204-3207 

semiconductor, atomic ordering, 
3237-3246 

Quantum dots made of cadmium selenide, 
3167-3176 

formation of, 3 168-3 170 
microphotoluminescence, 3 170-3 17 1 
optical properties, 3 170-3 174 
selectively excited photoluminescence, 

3171-3174 
Quantum dots made of metals, 3 177-3202 

core-shell particles, 3 191-3 192 
ligand binding, effect of alloying on, 

3192-3194 
metal nanoclusters, 3 194 
nanocluster characterization, 31 80-3 183 
nanocluster matter, 3 198-3 199 
nanocluster synthetic methods, 3 179-3 180 
nanoclusterlligand binding studies, 

3 184-3 185 
optical properties, core-shell nanocrystals, 

3187-3191 
quantum dot arrays, 3 1 9 4 3  198 
synthesis optimization, 3183 
synthetic variables, 3 185-3 187 

Quantum electronics nanoparticle devices, 
electrically functional 
microstructures from, 1034 

Quantum Hall effect, single-electron transistor 
microscopy, 3301-3302 

Quantum rods made of cadmium selenide, 
anistropy, 3255-3265 

dielectric properties, 3259-3260 
optical properties, 3256-3259 

Quantum tunneling, magnetic nanomaterials, 
1675- I676 

Quantum wire based room temperature 
infrared photodetectors, 
1076-1079 

origin of photoresponse, 1077-1079 
Quantum wire junctions, two-dimensional 

array, 658 

Quartz, 1 149 
Quartz crystal microbalance thebry, 

microweighing in supercritical 
carbon dioxide, 1981-1 983 

Radiocesium, 1129-1 130 
Raman near-field microscopy, 2707-2708 
Raman spectroscopy, 2690-2691 

carbon nanotube-conducting polymer 
composites, 3267-3279 

charge transfer, 3274-3277 
interfacial interactions, 3270-3274 
shear field processing, 3270 

Rare earth complex, encapsulation in 
nanobottles, 875-876 

Rare earth-doped lasers, amplifiers, 
2861-2862 

Reactivity, carbon nanotubes, ,4951196 
Receptor -chromophore-receptor systems, 

2749-2750 
Receptor , -spacer I -fluorophore-spacer 

-receptor systems., 2753-3755 
Receptor-ligand interactions, dynamic 

measurements, 995 
Receptor-modified metal nanoparticle, 

1841-1850 
anions, recognition of, 1844. 
as catalysts, 1847-1848 
cations, recognition of, 1841 
fabrication of networks in, 1846-1847 
redox-active species, recognition of, 

1843-1844 
rotaxanes on, 1846 
surfaces of, molecular recognition at, 

1842-1 844 
as templates, 1845-1846 

Receptors, design theory, 2425-2426 
Redox-responsive receptors, self-assembly of, 

3503-351 1 
metallamacrocyclic receptors, ion-pairs, 

3504-3509 
organometallic half-sandwich complexes, 

3503-3504 
Refraction, structural color from, 37 13-37 14 
Resonant probes, 2682-2683 
Resorcinarenes, 1308-13 12, 1329-1 337 
Reverse micelles, 23 17-23 18 

polymer synthesis, 3375-3378 
Ring structures from nanoparticles, 

3281-3288 
micro-sized ring self-assembly, 3282-3284 

thermocapillary mechanisms, 3282-3283 
wetting mechanisms, 3283-3284 

nanoscale ring self-assembly, 32843285 
magnetostatic mechanisms, 3285 
polymer films, 3285 

self-assembly of macroscopic rings, 
3281-3282 

Risk assessment, 3289-3295 
nature's con~plexity, matching, 3292-3293 
punctuated equilibrium, understanding, 

329 1-3292 
technologies, 3290-3291 
transformation of, 3290-3292 

Rocket propulsion, metallic nanopowders, 
1935-1945 

Alexgel applications, 1942-1943 

hydrocarbon-based liquid rocket engines, 
1942 -. - 

hydrocarbon-based RBCC systems, 1942 
liquid hydrogen engines, 1943 
pulse detonation engines, 1942-1943 

environmental issues, 196-1937 
in liquid monopropellants, 1936 
for liquid rocket engines, 1935-1936 
nanometal powder fuels, 1937-1942 

aluminized gels, development, 
1939-1940 

"combustion" in nitrogen, 1942 
gelled aluminized propellants, 

mechanisms of combustion of, 
1938-1939 

hybrid propellants, Alex as additive to, 
1938 

ignition delay measurements, 1940 
liquid propellants, Alex as additive to, 

1938 
small rocket engine tests, 1942 
solid propellants, Alex as additive to, 

1937-1938 
for solid rocket engines, 1935 

Rotary motion, unidirectional, in liquid 
crystalline environment, 
2173-2174 

Rotary motors, unidirection, sterically 
overcrowded alkenes as, 
2169-2173 

Rotaxanes 
hydrogen bonding, self-assembly directed 

by, 3405-3406 
switchable, computational analysis of, 

807-82 1 
Roughening, naturally chiral surfaces, 

11 19-1 120 
Rubbery block copolymers, templating 

polymer crystal growth using, 
strongly-segregated 
semicrystalline, 3861-3862 

Ruthenium/iridium multilayers, thin film 
structural transition, 3740 

Rutile 
energetic parameters, 1148 
surface free energy, 1573 

Saccharomyces carlsbergensis, imaging, 138 
Succharomyces cerevisiae, imaging, 134, 137 
Saier, chloride-conducting membrane 

proteins, 3699 
Salts, in soil, 1149 
Saponite, 215 
Sarin 

decontamination by nanoparticle, 241, 242 
structure of, 378 

Scanner artifacts, atomic force microscopy, 
150-151 

Scanning electrochemical microscope, 2621 
Scanning electron micrograph, 2758 
Scanning electron microscope, 2401 
Scanning electron microscopy, 2072, 2272, 

2372, 2514, 2578, 2610, 2631, 
2740 

Scanning far-infrared microscopy, 2678-2680 
Scanning near-field infrared microscopy, 

2678-2680 
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Scanning near-field microwave microscopy, 
2680-2683 

coaxial waveguides, 2681 
Scanning near-field optical microscopy, 

2677-2678 
apetureless probes, 2677-2678 
fiber probes, 2677 
integrated probes, 2678 

Scanning probe lithography 
dip-pen nanolithography, direct-write, 

2978-2979 
nanografting, 2975 
polymeric, biomolecular nanostructures, 

2974-2978 
dip-pen nanolithography, 2975-2978 
nanoshaving, 2975 
near-field scanning optical lithography, 

2979-2980 
Scanning single-electron transistor 

microscopy, 3297-3303 
imaging with, 3299-3302 

quantum Hall effect, 3301-3302 
surface charge patterns, 3300 

single-electron transistor 
nature of, 3297-3298 
as scanning device, 3298-3299 

Scanning thermal microscopy, 2680 
Scanning tunneling microscope, 2 145, 221 3 
Scanning tunneling microscopy, 35 1, 207 1, 

21 80, 2621, 2677, 2695, 2709 
chiral pair self-assembled monolayers, 

3305-3313 
iodination products of oleic acid, elaidic 

acid, monolayer of, 3309-33 1 1 
oleyl alcohol iodination product 

monolaver. 3307-3309 . . 
Scanning tunneling microscopy lithography, 

2621 
Scanning tunneling microscopy-based 

microwave microscopy, 268 1 
Scattering, structural color from, 372G3721 
Scenesdesmus subspicatus biosensor, 376 
Schalley's "stoppering" rotaxane synthesis, 

anion template, 73 
Second-generation molecular motor, 

2169-2173 
Sedimentation potential, 1000 
Sediments, environmental nanoparticle, 

1151-1 152 
Selectivity, chemical, interfacial phenomena 

and, 1505-1514 
molecular recognition, at interfaces, 

1505-1506 
surfaces, chemical selectivity of, 

l5O6-l5ll 
molecular interactions, 150615 11 
molecular organization, 1508-15 1 1 
molecular structure, 15061508 

Self-assembled acetamide phosphonic acids 
on mesoporous silica, 
1055-1057 

Self-assembled monolayers 
effect of humidity, adhesion between 

surfaces coated with, 1-9 
layer-by-layer assembly of gold 

nanoclusters modified with, 
1581-1590 

modification under vacuum conditions, 
33 15-3329 

alkanethiolate, 3321-3322 
atomic chlorine modification, 

3322-3323 

atomic radicals, chemical modification 
with, 33 19-3323 

electron-induced modification, 
3317-3319 

radical modification, 33 17 
sample preparation, 33 17 
surface analysis, 33 17 
vapor-phase metallization, 33 17, 

3323-3326 
x-ray-induced modification, 3317-3319 

surface nanostructure, wetting, 3331-3344 
Self-assembled multiple germanium 

structures, phonos in, quantum 
dots, 3203-321 1 

acoustic phonons, 3208-3209 
optical phonons, 32W3207 

Self-assembled nanoarrays, electrochemically, 
1073-1085 

electrochemical self-assembly, 1073-1076 
anodization, 1075 
contacting nanowires, 1076 
electrodepositing compound 

semiconductor, 1075 
electrodepositing metal, 1075 

nanofabrication, 1073 
quantum dot image processors, 1079-1084 

dot capacitance, 1084 
interdot resistance, 1082 
measurements of circuit parameters, 

1082 
negative differential resistance, 

1082-1084 
quantum dot based neuromorphic 

architectures, 108G 108 1 
self-assembling neural network, 1082 
"superdot" for image-processing 

applications, 1084 
quantum wire based room temperature 

infrared photodetectors, 
10761079 

origin of photoresponse, 1077-1079 
Self-assembled silane monolayers, conversion 

of cyano to carboxylic termination, 
3345-3359 

Self-assembled solid-state hydrogen-bonded 
structure, Hamilton's, ribbon 
arrangement of, 70 

Self-assembled thin films, optical 
characterization, 336 1-337 1 

colloidal assemblies, 3364-3370 
effective medium theories, 3365-3366 
ellipsometric spectra, 3365 
spectroscopic ellipsometry on thin island 

films, 3364-3365 
thin island film theory, 33663370 

gold colloid preparation, 3362-3364 
single-particle optical characterization, 

3362-3364 
substrates, 3362 

Self-assembling lipid microtubes, 36563657 
Self-assembling systems, biomimetic, 

287-294 
artificial self-assembling systems, 289-291 
constrained self-assembly, 289-290 
dynamic self-assembling systems, 291 
hierarchical self-assembly, 290 
self-healing structures, 290-291 - 
shape complementarity, recognition by, 

290 
Self-assembly 

cavitand-based coordination cages, 
34 15-3430 

enlarged nitrile-based coordination 
cages, 3422-3423 

nitrile-based coordination cages, 
34 17-3422 

pyridine-based coordination cages, 
3423-3426 

chiral, pseudochiral molecules at interfaces, 
343 1-3438 

cyclic peptides, hydrogen-bonded 
nanotubes, 3439-3457 

application status, peptide nanotubes, 
345G3454 

hydrogen-bonded nanostructures, 155-1 57 
layered double hydroxides, 3387-3398 
nanocolloidal gold films, 3459-3469 

kinetics, irreversible gold nanocrystal 
deposition, 3461-3466 

two-three-dimensional nanostructure, 
for electronic apphcations, 
35 13-3525 

Self-assembly directed by hydrogen bonding, 
3399-341 3 

catenanes, 3405-3406 
cyclic assemblies, 3401-3403 
helical structures, 3 4 6 3 4 0 8  
hydrogen-bonded pol~mers, 3409 
molecular capsules, boxes, 3403-3405 
molecular self-assembly, 3399 
rotaxanes, 3405-3406 
self-assembly of nanotubes. 3408-3409 
simple systems, 3400 

Self-assembly monolayers 
immobilization on, 355 
surface modification method, 352-353 

Self-assembly of macroscopic rings, 
nanoparticle, 328 1-3282 

Self-assembly of nanoparticle, polymer- 
mediated, 2985-2998 

catalyic applications, 1987-2990 
highly organized polymer-nanoparticle 

assemblies, 2994-2996 
nanoparticle assemblies, organized, 

2990-2994 
nanoparticle building blocks, 29862987 
polymer scaffolds, 2985-2986 

Self-assembly of organic films, nonlinear 
optical materials, 347 1-3480 

characterization, 3474-3476 
chromophore deposition, orientation, 

34763478 
covalenthonic self-assembly, nonlinear 

optical film fabrication, 3473-3474 
Self-assembly of porphyrinic materials, on 

surfaces, 348 1-3502 
applications, 3484 
porphyrinoids, 3481-3483 
self-assembled porph~rinic materials, 

3489-3493 
self-organized porphyrinic films, 

3484-3489 
supramolecular chemistry. 3483 
supramolecular systems, 3483-3484 

Self-assembly of redox-responsive receptors, 
3503-35 1 1 

metallamacrocyclic receptors, ion-pairs, 
3504-3509 

organometallic half-sandwich complexes, 
3503-3504 

Self-formed quantum dots, 3227-3235 
fabrication methods, 3227 
structural characterization, 3227 

electron diffraction. 3229 
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Self-formed quantum dots (cont.) 
electron microscopy, 3229 
x-ray scattering, 3229-3230 

Self-heating synthesis, metallic nanopowders, 
1929 

Self-organized porphyrinic films on surfaces, 
3484-3489 

Self-organized superstructures, molecular 
designs for, 2057-2066 

controlled crystal structures, 2057-2061 
by neutral biimidazolate complex, 

206 1-2064 
molecular metal building block, 2057 

Self-propagating high-temperature synthesis, 
nanocrystalline powders, 2294 

Semiconducting bolaform amphiphiles, 
layer-by-layer assembly, 
1607- 1622 

Semiconducting nanoparticle, 2479-2480 
Semiconductor, quantum dots 

atomic ordering, 3237-3246 
nanoscale site control, 3247-3249 
optical properties, 3252-3253 
site-controlled self-organization, 

3247-3254 
mechanism of, 3249-3250 

three-dimensional site control, 
3250-3252 

Semiconductor nanocrystals, cadmium sulfide 
nanocrystals, 787 

Semiconductor nanoparticle 
charge carrier dynamics in, 667-673 
layer-by-layer assembly of, 1628-1629 
photochemistry, 2843-3846 

Semiconductor nanoparticle films, 
dimensionally graded, 91 3-92 1 

Semicrystalline-glassy block copolymers, 
templating polymer crystal growth 
using, crystallization in nanoscale 
environments, 3855 

Semicrystalline-poor block copolymers, 
templating polymer crystal growth 
using, 3855-3858 

Semicrystalline-rich block copolymers, 
templating polymer crystal growth 
using, 3858-3860 

Semicrystalline-rubbery systems, templating 
polymer crystal growth using, 
3860 

Sensing applications, molecular self-assembly, 
1125-1 135 

actinides, 1130 
electrochemical heavy metal detection, 

1131 
heavy metal assay, 1 130-1131 
nanoscience, 1 126-1 128 

mesoporous ceramics, functionalization 
of, 1126-1127 

nanostructured materials, 1126 
self-assembled monolayers, 1127-1 128 

nuclear assay methods, enhancement of, 
1131-1133 

oxometallate anions, 1 129 
radiocesium, 1129-1 130 
soft heavy metals, 1 128-1 129 
sorbent materials, self-assembled 

monolayers as, 1128-1 129 
x-ray fluorescence, 1130-1 131 

Sensors. See also Biosensors 
nanoparticle, 2484-2487 
nanotube, 2667-2676 

Sensors based on chemicurrents, 3527-3537 
Separations, nanofiltration, 2399-2412 
Sequential adsorption, nanoscale domains, 

3539-3549 
Serine, 266 

properties of, 3082 
Shell thickness dependence, core-shell 

hydrogel nanoparticle, 859-860 
Shipping of metallic nanopowders, 1931 
Sidewall functionalization, 497-500 
Silane monolayers, self-assembled, conversion 

of cyano to carboxylic termination, 
3345-3359 

Silane self-assembled monolayers, 3539-3549 
Silica 

alkylsilane self-assembled rnonolayers on, 
4 4  

mesoporous 
self-assembled acetamide phosphonic 

acids on, 1055-1057 
thiol-terminated self-assembled 

monolayer on, 1054-1055 
Silica mass spectroscopy research, 

heterogeneous catalytic reactions, 
1384-1385 

Silica particles, photochemistry, 2846-2847 
Silica surface functionalization, 1269-1272 

chemical reactions used to produce, 
1270-1271 

in chromatography, 127 1-1272 
immobilized enzymes, functionalized silica 

surfaces, 1273-1274 
metal complex catalysts, anchored on 

silicas, 1272-1273 
in polymers, dispersion media, 1274-1275 
in solid-phase extraction, 1271-1272 

Silica-based nanoscale materials, 
photoluminescence of, 1476-1477 

Silicate nanocomposites, epoxy layered, 
aerospace applications, 45-54 

aerospace epoxy nanocomposites, 46 
layered organosilicate, 45-46 
lavered silicate. 4 5 4 6  
morphology characterization, 46-47 
morphology development, ~19-50 

dTfferent curing agents, 50-51 
primer layer for aircraft coating, 51-52 
processing, 49-50 
properties of, 4 7 4 9  

Silicon, 2213-2215 
indium arsenide islands on, 1439-1446 

Silicon microcavities, porous, 343-350 
bacterial biosensor developiment, targets 

for, 347 
bacterium detection, 345-349 
DNA detection, 344 
lipopolysaccharide, structure of, 347 
virus detection, 344-345 

Silicon nanocluster simulation, 355 1-3562 
computational methods, 3552-3553 
emission gaps via stokes shift, 3557-3560 
impurity atom, 3553-3554 
multiple oxygen termination, 3555 
oxygen passivation, 3554-3'555 
surface passivation, 3553-3555 

surface reconstructions. 3555-3557 
Silicon nanocrystals, quantum confinement, 

3563-3574 
excited state properties, 3564-3573 

density functional methods, 3567-3570 
empirical pseudopotential method, 

3564-3567 
Kartree-Fock method, 3570-3571 
passivated silicon nanocrystals, 

3572-3573 
tight binding method, 3567 

Silicon nanoparticle, 6 7 4 7 3  
Silicon-water interface, ordered vesicles, 

2769-2777 
Silicotungstic acid, 28 19 
Silver 

formation of cages, polymers with, 
6 2 4 6  

nanotube alloyed with, 1461-1465 
Silver halide nanoparticle, 673 
Silver nanoparticle assembly, surface plasmon 

spectra, 38 19-3830 
Simulants, 381 
Single enzyme nanoparticle, biocatalytic, 

235-245 
catalytic stability, 237-238 
enzyme stabilization approaches, 236 
kinetics, 238 
mass transfer, 238 
methacryloxpropyltrimethoxysilane, 236 
synthesis, 235-236 
transmission electron microscopy, 236-237 

Single molecule spectroscopy, 3575-3596 
detection methods, 3576-3580 

spatial selection, 3577-3579 
spectral selection, 3577 

historical perspective, 3576 
materials characterization, 3580-3590 
verification, 3580 

Single molecules 
mechanical properties of, 139-140 
superconducting nanowires templated by, 

3761-3773 
fabrication of, 3763-3765 
properties of, 3761-3763 
transport measurements, 3765-3771 

Single nanoaprticle spectroscopy, 3821-3822 
Single-electron transistor microscopy, 

3297-3303 
imaging with, 3299-3302 

quantum Hall effect, 3301-3302 
surface charge patterns, 3300 

nature of single-electron transistor, 
3297-3298 

single-electron transistor as scanning 
device, 3298-3299 

Single-electron transistors, 2198-2199 
Single-layer quantum dot ensembles, 

3128-3135 
island formation, 3128-3 129 

Single-molecule force microscopy, 1 19-13 1 
Single-nanotube electrode, carbon nanotubes, 

509 
Single-phase nanocrystalline alloys, 1395 
Single-walled carbon nanotubes, 2019, 2068, 

2109, 3605-3615, 3629-3639 
actuation upon charge injection, 

3610-3611 

This is an inclusive index for all five volumes. Volume breaks are as follows: Volume 1: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
pages 1797-2676; Volume 4: pages 2677-3296; Volume 5: pages 3297-3980. 



32 Index (Volume 1: 1-892; Volume 2: 893-1796; Volume 3: 1797-2676; Volume 4: 2677-3296; Volume 5: 3297-3980) 

Single-walled carbon nanotubes (con?.) 
graphite intercalation compounds, 

3610-3611 
armchair, 3607-3608 
capillary electrophoresis separation, 

3617-3628 
chiral, 3608 
density functional theory study, field 

emission properties, 3597-3604 
electronic properties, 3608-3610 
field emission properties, density functional 

theory study, 3597-3604 
geometry of, 3607-3608 
graphene, structures from, 3629-3630 
helical, rotational symmetries, 3631-3633 
hydrogen storage, 557 
super capacitors, 539-540 
translational symmetries, 3630-3631 
zigzag, 3608 

Single-walled nanotubes, 2190, 2633 
Sintering, catalyst nanostructures deactivation, 

3965 
Size distributions, atmospheric nanoparticle, 

95 
Size exclusion chromatography, 3 180-3 182 
Small amplitude atomic force microscopy, 

3641-3654 
Smart nanotubes for biotechnology, 

biocatalysis, 3655-3666 
bioseparations, nanotube membranes for, 

3663-3664 
fullerene carbon nanotubes, 3657 
peptide nanotubes, 3657-3660 
self-assembling lipid microtubes, 

3656-3657 
template-synthesized nanotubes, 

3660-3664 
Soft heavy metals, 1128-1 129 
Soft tissue wound healing, sequential events 

of, 264 
Soil, nanoparticle in, 1148-1 151 
Soil minerals, 1149 
Solar cells, organic-based, 2879-2895 
Sol-gel synthesis, templating aerogels for 

tunable nanoporosity, 3843-3844 
Sol-gel technique, 1909-1910 
Solid colloidal particle, liquid, interfacial 

forces between, 1491-1503 
deformable interfaces, interactions 

involving, 1493-1494 
direct measurement, 1494-1498 

deformable surfaces, 14961497 
force curve analysis, 1497-1498 
surface force measurement, 1494-1496 

interfacial forces, 149 1-1493 
surface forces measurement, 1491 

Solid polymeric composites, micromechanical 
behavior of, nanoparticle-polymer 
mixtures, 3787-3788 

Solid rocket engines, rocket propulsion, 1935 
Solids, chirality of, 11 13-1 114 
Solid-state hydrogen-bonded structure, self- 

assembled, Hamilton's, ribbon 
arrangement of, 70 

Solvent-assisted micromolding, 2619 
Soman, decontamination by nanoparticle, 

241-242 
Sorbent materials, self-assembled monolayers 

as, 1128-1 129 
Sorption of metal ions, 170-171 
Spatially resolved force spectroscopy, 

136137 

Spectroscopic ellipsometry 
optical anisotropy, nanoporous anodic 

aluminum oxide, 3688-3693 
on thin island films, 3364-3365 

Spectroscopy, single molecule, 3575-3596 
detection methods, 35763580 

spatial selection, 3577-3579 
spectral selection, 3577 

historical perspective, 3576 
materials characterization, 3580-3590 
verification, 3580 

Spin-coated cyanogels, 3667-3674 
film characterization, 3669 
preparation, 3669 

Spinel, energetic parameters, 1148 
Suirulina subsalsa biosensor. 377 
~ ~ o t t i n g  of DNA, immobilization technique, 

958 
Spray pyrolysis, 1908 
Stainless steel 

orthopedic implant, 269 
titanium dioxide coatings, 3918-3925 

Stamps, high-resolution, 2869-2873 
StarPharma, 256 
Steric force, nanoparticle determined by direct 

measurement, 3809-38 10 
Sterically overcrowded alkenes, as 

unidirection rotary motors, 
2169-2173 

Streaming potential, 2000 
Structural color, 3713-3722 

by diffraction, 37 17-37 19 
from interference, 37 14-37 17 
from refraction, 37 13-37 14 
by scattering, 3720-3721 

Structural nanomaterials, 3723-3735 
ductility, 3728-3730 
elevated temperature behavior, 

3731-3732 
two-phase nanomaterials, 3732 

fabrication, 3723-3725 
processing, 3723-3725 

fatigue properties, 3730-373 1 
fracture, 3730 
strength, 37263728 
wear, 373 1 

Structural transitions in thin films, 
3737-3747 

cobalt/chromium multilayers, 3740 
cobaltkopper multilayers, 3738-3739 
cobalthanganese multilayers, 3739 
ironhickel multilayers, 3739 
irodruthenium multilayen, 3738 
nanolayered cobalt, on gallium arsenide, 

3738 
nanolayered copper, palladium thin film, on 

tungsten substrate, 3740 
niobiudtitanium multilayers, 374&3741 
niohiudzirconium multilayers, 3738 
platinudcobalt rnultilayers, 3739 
rutheniudiridium multilayers, 3740 
titanium nitridelaluminum nitride 

multilayers, 3740 
titaniudfcc metal multilayers, 

3741-3743 
titaniudsilver multilayers, 3737 

Submicron resolution, two-photon absorption 
polymerization, microstructures 
fabricated by, 3909-3912 

Sulfate permease, 3699 
Sulfate-polyacrylamide gel electrophoresis, 

2118 

Sum frequency generation vibrational 
spectroscopy studies, molecular 
orientation at interfaces, 
3749-3760 

Supercapacitors 
carbon nanotube-conducting polymer 

composites in. 447459 
polymer composite. conducting, 

447449 
prototype devices, 1 5 4 3 5 5  
supercapaciton, 449-45 1 

carbon nanotubes, 537-546 
capacitor performance, 538 
conducting polymer composites, 

543-545 
multiwalled nanotubes, 540-543 
single-walled nanotubes. 539-540 
for storage of energy, 537-546 

Superconducting nanowires, templated by 
single molecules, 3761-3773 

fabrication of, 3763-3765 
properties of, 3761-3763 
transport measurements, 3765-377 1 

Supercritical carbon dioxide 
metal nanoparticle, 185 1-1 858 

microemulsions, 1852 
rapid expansion, supercritical solutions, 

1851-1852 
reactive supercritical f lu~d processing, 

I852 
silver nanoparticle, 1853- 18% 
silver sulfide nanoparticle, 1855-1856 

microweighing, 1977- 1990 
gravimetric technique, 1977-1 978 
microweighing methods, comparison of, 

1980 
piezoelectric technique, 1977-1978 
polymer films in supercritical C 0 2 ,  

dissolution study, 1983-1984 
quartz crystal microbalance theory, 

1981-1983 
Supercritical drying, templating aerogels for 

tunable nanoporosity, 3847-3849 
Supercritical fluid, nanostructured materials 

synthesized in, 2595-2606 
Superfine oxides, in liqu~d metals, 

nanocrystalline powders, 2294 
Superlattices, nanocrystals, 7 1 1-7 14 
Superparamagnetism, magnetic nanomaterials. 

1668-1670 
Superstructures, self-organized, molecular 

designs for, 2057-1066 
controlled crystal structures, 2057-2061 

by neutral biimidazolate complex, 
206 1-2064 

molecular metal buildmg block, 2057 
Supported bilayers, 2507-2508 
Supramolecular aggregates 

atomic force microscopy, 155 
with controlled size, shape, on solid 

surfaces, 3775-3784 
Supramolecular chemistry, molecular 

assembly of nanowires, 202C2021 
Supramolecular materials, 245 1-2452 
Supramolecular mechanics, carbon nanotubes, 

587401 
coalescence of nanotubes, as reversed 

failure, 597-598 
elastic shell model, supramolecular 

morphology changes, 591-593 
failure, relaxation mechanisms, 593-596 
linear elastic properties, 588-589 
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Supramolecular mechanics, carbon nanotubes 
(cont.) 

strength-failure evaluation, kinetic 
approach, 596597 

supramolecular scale, tensegrity at, 
598-599 

van der Waals interactions, 589-591 
Supramolecular networks, synthesized in 

nanoparticle-polymer mixtures, 
3785-3793 

binary particle systems, 3790-3792 
diblocklparticle mixtures, morphology of, 

3786-3787 
models, 3786-3788 
particle size, 3788-3790 
solid polymeric composites, 

micromechanical behavior of, 
3787-3788 

Supramolecular scale, tensegrity at, carbon 
nanotubes, 598-599 

Surface charge, mineral nanoparticle, origin 
of, 1991-1992 

Surface engineering, biosensors, 351-360 
biomolecules, analytical techniques for 

detection of, 351-352 
protein immobilization, 353-356 
surface patterning, 356-357 

Surface forces, nanoparticle determined by 
direct measurement, 3805-3817 

Derjaguin-Landau-Venvey-Overbeek 
theory, 3807-3809 

electrostatic forces, 3807 
measurement techniques, 38 10-38 16 

atomic force microscopy, 381 1-3812 
for nanoparticle, 38 12-3816 
surface force apparatus, 38 10-38 1 1 
total internal reflection microscopy, 

3811 
steric force, 3809-3810 
van der Waals force, 3805-3807 

Surface molecular switches, 2 153-2 155 
Surface nanostructure, self-assembled 

monolayers, wetting, 333 1-3344 
Surface patterning, biosensor applications, 

356-357 
Surface plasmon spectra, silver, gold 

nanoparticle assemblies, 
3819-3830 

Surface-assembly of, 2480-2482 
Surface-enhanced Raman scattering technique, 

268 
Surface-initiated free radical polymerization, 

using cationic initiator derivatives, 
2964-2966 

Surfaces 
chemical selectivity of, 150615 1 1 

molecular interactions, 15061 5 1 1 
molecular organization, 1508-1 5 1 1 
molecular structure, 1506-1508 

stability of nanostructures on, 3675-3683 
Surfaces coated with self-assembled 

monolayers, adhesion, 1-9 
adhesion hysteresis, 5 
alkylsilane self-assembled monolayers 

on mica, 6 8  
on silica, 4-6 

alkylthiol self-assembled monolayers, on 
gold, 3 4  

capillary condensation, 1-3 
pulloff forces, 4 

Surfactant gel mesophase, pol:ymer synthesis, 
3378-3381 

Suspensions, nanoparticle, phase behavior of, 
28 13-2824 

Switchable, programmable devices, molecular 
electronics, 2081-2099 

Switchable catenanes, computational analysis, 
797-805 

binding site selectivity origin of, 801 
catenane systems dynamics, 799-801 
co-conformational isomeris~m, 801-802 
structural fundamentals, 7913-799 

Switchable rotaxanes, computational analysis 
of, 807-821 

Switches 
chiral 

based on enantiomers, 2 159-2 160 
based on pseudoenantiomers, 2 160-2 162 

electronic, 1099-1 11 1 
carbon nanotubes, 1 104- 1 107 
molecular actuators, 1107-1 109 
nanoparticle, 1099-1 101 
quantum dots, 1099-1 101 
switches, 1101-1 104 

enantiomeric, in liquid crystal matrix, 2 166 
molecular, 2 145-2157. 21 59-2 176 

chemical bimolecular reactions, 2 149 
chemical switches, 2146-2149 
chiroptical, sterically overcrowded 

alkenes as, 2 159-2166 
intrinsic, 2149-2153 
molecules in interaction, 2 147-2 149 
pyrrolidine-functionalize~d, 2 164-21 65 
simple chemical conversions, 2 146-2 147 
surface, 21 53-2155 

nonlinear optical, design theory, 2428-2429 
pseudoenantiomeric, in liquid crystal 

matrix. 2 1662167 
Switching 

chiroptical, in polymeric matrices, 
2165-2166 

liquid crystalline phases, 21 662169 
Synthesis in polymer substrates, 2493-2505 

Tabun, structure of, 378 
Tagging, nonbiological, 209 
Tantalum, orthopedic implant, 269 
Tapping mode atomic force microscope, 

988-99 1 
Targesome, 256 
Tartarate method, magnetic nanomaterial 

synthesis, 1686- 1688 
Temperature-programmed-desportion system, 

hydrogen storage, 558 
Template synthesis, conducting polymers, 

26 15-26 19 
Template-directed assembly, clinuclear triple- 

stranded helicates, 3831-3842 
Template-synthesized nanotubes, 3660-3664 
Templating aerogels for tunable nanoporosity, 

3843-3851 
drying methods, 3845-3849 

evaporative drying, 384fc3847 
removal of template material, 3849 
supercritlcal drying, 3847-3849 

sol-gel synthesis, 3843-3844 
tailoring nanoporous material, 3849-3850 
template materials, 3844-3845 

Templating polymer crystal growth using 
block copolymers, 3853-3865 

amorphous systems, block copolymer phase 
separation, 3853-3854 

large areas, patterning semicrystalline block 
copolymers over, 3862-3863 

moderately-segregated systems, 3860-3861 
rubbery block copolymers, strongly- 

segregated semicrystalline, 
3861-3862 

semicrystalline systems, microphase 
separation in, 3854-3855 

remicrystalline-glassy block copolymers, 
crystallization in nanoscale 
environments, 3855 

semicrystalline-poor block copolymers. 
3855-3858 

semicrystalline-rich block copolymers, 
3858-3860 

semicrystalline-rubbery systems, 3860 
Tensegrity at supramolecular scale, carbon 

nanotubes, 598-599 
Tetracyano-P-quino-dimethane, 20 19 
Tetradecylammonium bromide, 2898 
Tetraethoxysilane, 2846 
Tetraethyl orthosilicate, 2541 
Tetrafluoroborate templated nickel square, 

anion templated system, 59 
Tetraguanidinium strand 

double helicate structure self-assembly, 
70 

Mendoza's, double helicate structure self- 
assembly, 70 

Tetrahedral cage, 57 
Tetrahydrofuran, 2356 
Tetramelamine, atomic force microscopy, 156 
Tetramers, nanoparticle, 3822 
Tetrarosettes, atomic force microscopy, 156 
Tetrathiafulvalene, 2019, 202 1, 2 152 
Therapeutic devices, nanotechnology in, 

247-26 1 
Therapeutics, nanotechnology in, 253-256 
Thermal conductivity 

carbon nanotubes, 606-609 
nanoceramics, 3867-3872 

grain boundaries, scattering by, 
3869-3870 

inclusions, reductions by, 387 1 
increasing, 387 1-3872 
interaction processes, 3868 
lattice thermal conductivity, 3867-3868 
radiative component, 3870 
reductions, 3868-3869 
thin layers, reductions by, 3871 
wave scattering by obstacles, 3870 

Thermal decomposition 
nanocrystalline powders, 2293 
polynuclear coordination compounds, 

1685-1 695 
Thermal effect, luminescence properties of 

quantum dots, 3873-3881 
carriers transfer between quantum dots, 

3877-3879 
on optical properties of bulk 

semiconductors, 3873-3874 

This is an inclusive index for all five volumes. Volume breaks are as follows: Volume 1: pages 1-892; Volume 2: pages 893-1796; Volume 3: 
pages 1797-2676; Volume 4: pages 2677-3296; Volume 5: pages 3297-3980. 
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Thermal effect, luminescence properties of 
quantum dots (conr.) 

on recombinations in quantum dots, 
3875-3877 

on recombinations in simple confined 
systems, 3875 

Thermal properties of nanobridges, 
3883-3891 

breaking, 3887-3890 
initial structures, 3884 
melting, 3887-3890 
oscillations, 3884-3886 

Thermodynamics, at meso-, nanoscale, 
3893-3904 

complex fluids, competition of mesoscales 
in, 3900-3902 

finite-size scaling, 3900 
fluctuations, role of, 3895 
LandauGinzburg mesoscopic functional, 

3897-3898 
mesoscale susceptibility, 3899-3900 
nanoparticle, building, 3895-3896 
percolation, 3902 

Thermomorphic allylic amination, 907 
Thermoplastic olefins, 3025-3026 
Thin films 

mixed nanoparticle, layer-by-layer 
assembly of, 1623-1633 

structural transformations, 3737-3743 
structural transitions in, 3737-3747 

cobalt/chromium multilayers, 3740 
cobaltkopper multilayers, 3738-3739 
cobaltlmanganese multilayen, 3739 
ironhickel multilayers, 3739 
irodruthenium multilayers, 3738 
nanolayered cobalt, on gallium arsenide, 

3738 
nanolayered copper, palladium thin film, 

on tungsten substrate, 3740 
niobiudtitanium multilayers, 

3740-3741 
niobium/zirconium multilayers, 3738 
platinudcobalt multilayers, 3739 
rutheniudiridium multilayers, 3740 
titanium nitridelaluminum nitride 

multilayers, 3740 
titaniumlfcc metal multilayers, 

3741-3743 
titaniudsilver multilayers, 3737 

Thin island film theory, 33663370 
Thiocyanine, 2840 
Thiol-passivated gold nanoclusters, structural 

properties of, 129 1-1 292 
Thiol-terminated self-assembled monolayer on 

mesoporous silica, 1054-1 055 
Threading of axle molecules through 

macrocycles, 195-204 
daisy-chain polyrotaxane, 195 
equilibrium constants, 198-203 

chain length, branching, effects of, 
200-202 

pseudo-[2]-rotaxane formation, 
197-198 

solvent, effect of, 198-200 
steric effects, 200 
substituent effects, 200 
terminal groups, influence of, 202-203 

molecular threading, 195-197 
riveted polyrotaxane, 195 

Three-dimensional nanofabrication, using 
multiphoton absorption, 
3905-3915 

Threonine, 266 
properties of, 3082 

Threshold current density, quantum dot lasers, 
3116-3117 

Tight binding method, silicon nanocrystals, 
quantum confinement, 3567 

Time-resolved laser fluorescence 
spectroscopy, 170 

Time-resolved photoluminescence, optical 
characterization, self-formed 
quantum dots, 3232 

Tips, metallic, with near-field Raman 
spectroscopy, 2695-2702 

Tissue engineering, 247-261 
nanotechnology for, 272 

Titania, gold nanoparticle on, 1297-1 304 
carbon monoxide oxidation, 1299-130 1 
decomposition of sulfur dioxide on, 

1301-1302 
Titanium, orthopedic implant, 269 
Titanium dioxide coatings, on stainless steel, 

39 18-3925 
Titanium nitridelaluminum nitride multilayers, 

thin film structural transition, 
3.740 

Titaniudfcc metal multilayers, thin film 
structural transition, 3741-3743 

Titaniudsilver multilayers, thin film 
structural transition, 3737 

Tobacco mosaic virus, 323-324 
Toluene, surface tension, 1573 
Total internal reflection fluorescence, protein 

adsorption kinetics, under applied 
electric field, 3033 

Total internal reflection microscopy, surface 
forces, nanoparticle determination, 
3811 

Toxicity sensing, electrochemical methods for, 
1066-1068 

Trabecular bone, orthopedic implant, 269 
Transdermal delivery, micro-lnanoscale 

needles for, 254-255 
Transistors, single-electron, 2198-2199 
Transition metal oxides, catalytic properties 

of, 1913-1914 
Transmission electron microscopic, 2467 
Transmission electron microscopy, 236-237, 

2272. 2312. 2372. 2495. 2572. 
2598, 2610, 2628, 2714, 2740, 
2898, 3 182-3 183 

after cryofracture, 980 
Transport properties, carbon nanotube 

membranes, 521-522 
Tribology, inorganic nanoparticle, 3933-3942 
Tribology at nanoscale, 3927-393 1 

applications, 3927-3930 
computer simulations, nanotribological 

behavior, 3929-3930 
experimental characterization, 

nanotribological behavior, 
3928-3929 

Tributylamine, structure of, 378 
Triethoxybenzamide dendrimer, structure of, 

907 
Trimers, nanoparticle, 3822 
Trimethoxymethylsilanes, 2847 
Trinitrotoluene, 2330 
Trioctyl phosphine oxide, 2479 
Triphenylthiol, electrostatic surface potential, 

692 
Triple-stranded helicates, dinuclear, template- 

directed assembly, 3831-3842 

Tryptophan. 266 
properties of, 3082 

Tryptophan synthase, properties o'f, 3082 
Tumor, gene delivery, polymer nanoparticle 

for, 2945 
Tumor necrosis factor, bound to colloidal gold 

nanocrystals, 256 
Tunable nanocrystal distribution, colloidal 

gold films, 15 15-1523 
electrostatic interactions, particle 

deposition, 1515-1517 
gold nanocrystals, 151 7-15 18 

nanocolloidal gold suspension, 1517 
size distribution, 15 17-1 5 18 

kinetics, nanocolloidal gold adsorption, 
1519-1520 

quantitative analysis, 152G1521 
saturation coverages, 15 18-1 5 19 
spatial distribution, 15 18-15 19 

Tunable nanoporosity, templating aerogels for, 
3843-385 1 

drying methods, 3845-3849 
evaporative drying, 38463847 
removal of template material, 3849 
sol-gel synthesis, 3843-3844 
supercritical drying, 3847-3849 
tailoring nanoporous material, 3849-3850 
template materials, 3814-3845 

Tungsten carbide-cobalt nanocomposites, 
3943-3952 

Turbulent coagulation, collision kernels, 
38-39 

Two-photon absorption polymerization, 
submicron resolution, 
microstructures fabricated by, 
3909-39 12 

Tyrosine, 266 
properties of, 3082 

Ultra pure water. 2189 
Ultrafast scanning tunnelmg microscopy. 

2682 
Ultrafine poly(N-vinyl pyrrolidone) 

nanoparticle, 140&1412 
Ultrananocrystalline, 233 1 
Ultrathin polymer films, nucleation of 

nanoparticle, 27 13-27 19 
Ultraviolet photoelectron spectroscopy, 

2558 
Unidirection rotary motors, sterically 

overcrowded dlkenes as, 
2 169-2 173 

Unidirectional molecular motor 
light-driven, 2 169 
light-induced switching, 2159-2176 

Unidirectional rotary motion, In liquid 
crystalline en\ ironment, 
2 173-2 174 

Vacuolating cytotoxin, 3699 
Vacuum conditions, self-assembled 

monolayer modification under, 
3315-3329 

alkanethiolate, 3321-3322 
atomic chlorine modification, 

3322-3323 
atomic radicals, chemlcal modification 

with, 3319-3323 
radical modification, 3317 
sample preparation, 33 17 
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Vacuum conditions, self-assembled monolayer 
modification under (cont.) 

semi fluorinated 
x-ray, electron-induced modification of, 

3317-3319 
x-ray-induced modification, 33 18-331 9 

surface analysis, 3317 
vapor-phase metallization, 33 17, 

3323-3326 
x-ray-induced modification, 33 17 

Valine, 266 
properties of, 3082 

Van der Waals force, 3805-3807 
Van der Wads interactions 

carbon nanotubes, 589-591 
with fullerene, 1473 

Van Hove singularities, carbon nanotubes, 
576-580 

Vanadium, anion templated system, 55 
Vapor condensation methods, 1907-1 908 
Vapor-grown carbon fibers, 484-486 
Vapor-phase metallization, self-assembled 

monolayer modification, vacuum 
conditions, 3317, 3323-3326 

Variant alpha subunit, properties of, 3082 
Vector with docking site for gene therapy, 

256 
Vegetative bacteria, nanoparticle 

decontamination, 244 
Vertical cavity surface emitting lasers, 

3 122-3 123 
Vertically aligned quantum dots, electronic 

coupling in, 3 135-3 143 
coupled quantum dots, 3 140-3 143 
electronic coupling in quantum dot 

columns, 3 138-3 140 
quantum dots columns, 3 135-3 137 
theory of quantum dot vertical alignment, 

3137 
Vesicle morphology, tip compression scheme, 

937 
Vesicles, ordered, at silicon-water interface, 

2769-2777 
Vibrational spectroscopy, 1475-1476 
Virus detection, porous silicon microcavities, 

344-345 
Visible-light-induced hydrogen generation, 

metal nanoparticle catalyst, 1877 
Vitronectin, 268 
VivaGel anti-HIV dendrimer, 256 
Vogtle's anion-templated rotaxane synthesis, 

72 

Wacker oxidation, 2807-2809 
Warfare agent detection, biosensors for, 

375--388 
Water 

organofullerenes in, 2779-2789 
quality monitoring, toxic agents used for, 

chemical structures, 379 
surface tension, 1573 

Water-insoluble drugs, NanoCap micellar 
nanoparticle, 256 

Weapon decontamination, by nanoparticle, 
241-245 

Wetting, surface nanostructure, self-assembled 
monolayers, 3331-3344 

Wide-angle x-ray scattering, 2377 
Wires, molecular, 2177-2195 

conductance, measurement of, 2 189-2 19 1 
electronics, molecular, 2 177 
optoelectronics, 2 177-2 178 
organic molecular wires, 2 178-21 86 
organometallic molecular wires, 21 8 6 2  188 

X-ray absorption spectroscopy, 170 
catalyst nanostructures, 3953-3972 

catalyst deactivation, 3964-3966, 
3965-3966 

catalyst preparation, 39563960 
catalyst regeneration, cycles, 3966 
future developments, 3966 
heterogeneous catalysts, 3955-3956 
structural characterization, 3960-3964 

X-ray crystal structure 
chloride complex, 64 
Gale's "anion-anion" assembled solid-state 

polymer, 77 
X-ray fluorescerice, 1130-1131 
X-ray photoelectron spectroscopy, 284, 2034, 

2333, 2551, 2553-2557, 2599, 
2673 

nanostructured composites, 2553-2557 
nanotube sensors, 2673 

X-ray reflectometry, monolayer structure 
investigated by, 2520-2528 

Yttria-tetragonally stabilized zirconia, 
3973-3979 

aqueous chemistry, 3973-3974 
synthesis methods, 3974-3975 
wet processing of nanosized particles, 

3975-3976 

Zatomic force microscopy, imaging artifacts, 
143-153 

electronic artifacts, 151 
scanner artifacts, 150-15 1 

Zeolite, 227-230, 1149 
amide clusters supported in, 230 
nanocrystalline, 1 137-1 145 

assembly, 1139-1 140 
environmental remediation, 

1141-1142 
hydrocarbons, partial oxidation reactions 

of, 1140-1141 
hydrothermal synthesis, 1137-1 138 
materials, 1140-1 142 
organic contaminants, photocatalytic 

decomposition, 1 142 
self assembly, 1137-1 140 
synthesis, 1137-1 140 
templating methods, 1 138-1 139 

Zeolite lattice, hydrothermal extraction of 
aluminum from, 636 

Zeolite membranes, 1 157-1 166 
in environmental separation, 1159-1 161 

for energy-efficient alcohol/water 
separations, 1 160-1161 

HI separation from gas mixtures, 1 160 
for membrane reactors, 1 161-1 163 

with combined separation, catalytic 
functions, 1 162-1 163 

with separation functions, 11 61-1 162 
preparation of, 1 158-1 159 
types, 1157-1 158 

Zeolite pores 
alkali metal clusters in, 229-230 
alkali metal oxides in, 227-229 

Zeolitelsilica mass spectroscopy research, 
high-resolution mass spectrometry, 
heterogeneous catalytic reactions, 
1384-1385 

Zeta potential, 1991, 2741 
mineral nanoparticle, 1998 

measurement, 1998-2000 
Zigzag nanotubes, cross-sectional models of, 

530 
Zigzag single-walled carbon nanotubes, 3608 
Zintl salt metathesis, 7 18-7 19 
Zirconia, yttria-tetragonally stabilized, 

3973-3979 
aqueous chemistry, 3973-3974 
synthesis methods, 3974-3975 
wet processing of nanosized particles, 

3975-3976 




