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Preface

The Encyclopedia of Chemical Processing is an authoritative, dynamic, and most
comprehensive multi-volume reference work on the broad subject of chemical processing,
which will enable readers to have an enriching experience about general as well as targeted
knowledge in this field. The Encyclopedia caters to engineers, scientists, researchers,
inventors, professors, and students, as well as general readers in academia, industry,
research institutions, government, and legal practices. In addition, the Encyclopedia has
been designed to address the needs of practicing engineers and scientists, businessmen,
lawyers, industrial executives, and professionals in the chemical processing and technology
arena.

The Encyclopedia encompasses the entire realm of chemical processing, offering up-
to-date, reliable, and comprehensive coverage of process technologies that have steadily
progressed over the years, and at the same time identifying and addressing new break-
throughs and emerging technologies in chemical processing. The Encyclopedia contains
a large number of entries that are devoted to life science subjects and futuristic materials
and technologies, namely, biotechnology, nanomaterials and nanotechnology, and materi-
als and technologies geared for microelectronics. Under the advice of an editorial advisory
board comprised of distinguished and renowned scholars from around the world, the
Encyclopedia will serve as the most respected reference work in the field of chemical
processing.

The Encyclopedia covers cradle-to-grave information on processing novel materials,
emerging process technologies and resultant materials, and manufacturing organic and
inorganic chemicals. Specific topics of interest include synthesis reactions, properties
and characterization of materials, appropriate choice of catalysts, reactor design, process
flowsheets, energy integration practices, pinch design, design of separation equipment and
peripherals, environmental aspects of chemical plant operation such as safety and loss pre-
vention, obedience of environmental regulations, waste reduction and management, and
much more. The Encyclopedia also contains descriptions of different types of reactors
and separation systems and their design, unit operations, system integration, process
system peripherals such as pumps, valves, and controllers, analytical techniques and
equipment, as well as pilot plant design and scale-up criteria.

Fundamental aspects of industrial catalytic processes are detailed including catalyst
preparation, characterization, structure-property relationships, deactivation and defoul-
ing, and catalyst regeneration methods. Examples of industrial processes that use different
types of catalysts for chemical manufacture are also detailed. Identification and utilization
of alternative resources for complementing our energy needs are addressed, which include
renewable energy resources, oxygenated fuels, biofuels, fuel cells, and batteries.

Polymers are ubiquitous in today’s life, and their utilization is limited only by chemists’
and chemical engineers’ imaginations. The Encyclopedia attempts to cover the wide spec-
trum of polymerization and polymer processing, including metallocene processes, description
of structure, properties and end use of different polymers, copolymers, polymer blends
and composites, polymer coatings, and rubber compounds. Additional topics of interest
that are also covered include but are not limited to polymer characterization, molding
technology, and polymer and rubber recycling. Advanced materials being used in myriad
applications are also accounted for; examples of these are ceramics, nanomaterials, nano-
composites, carbon nanotubes, hydrophilic polymers, photovoltaic materials, biomaterials,
and biomedical materials.
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The issues potentially related to global warming cannot be understated in the present
world, largely due to the increasing use of fossil fuels by automobiles and industries
around the world. The degree to which this environmental issue affects society and the
remedial measures needed in order to alleviate these concerns are well-addressed in the
Encyclopedia, which covers emerging environmental technology, bioremediation, green-
house gas alleviation, waste minimization, sequestration of carbon dioxide, etc.

Biotechnology is a rapidly growing area of chemical, biological, and life sciences, and as
such is also well-covered in the Encyclopedia. Enzymes, biomaterials, bioseparation, bio-
processing, bioreactor design, biocatalysis, BlOMEMS, protein design, chiral drug separation,
and hydrogels are few of the topics of merit that are included.

The Encyclopedia also identifies and addresses emerging technologies in great detail
including but not limited to nanotechnology, plasma technology, thin film technology,
supercritical fluid technology and its applications, as well as microfabrication and micro-
machining for the microelectronics area.

The authors of this initial printed version of the Encyclopedia are recognized experts in
their fields, lending credibility and prestige to the Encyclopedia. All the authors were
invited based on their records of accomplishment in the chosen topical areas. All entries
were individually reviewed by peers as well as the Editor. As part of the review and revi-
sion processes, every effort was exercised to maintain the consistency, accuracy, readabil-
ity, and up-to-date nature of the information presented.

The Encyclopedia is published in both online and printed formats. The printed version
consists of multiple traditional hardbound volumes with articles arranged alphabetically.
The online version of the Encyclopedia is created by coupling the content of the printed
edition with a powerful search engine, user-friendly interface, and customer-focused
features. The online database is dynamic and evolving in nature, with additional articles
added each quarter.

The Editor feels honored to have been asked to undertake the important and challeng-
ing endeavor of developing the Encyclopedia of Chemical Processing that will cater to the
needs of the rapidly changing world of the 21st century. The Editor is humbled to follow
the impeccable work of the previous editor, Professor John J. McKetta, who led the deve-
lopment of the Encyclopedia of Chemical Processing and Design, a total of 69 volumes,
which has become one of the most authoritative reference sources for scientists, engineers,
and practitioners for several decades.

I would like to express my most sincere thanks and appreciation to the authors for their
excellent professionalism and dedicated work. Needless to say, an encyclopedia of this
nature would never exist if the expert authors had not devoted their valuable time to pre-
paring the authoritative entries on their assigned topics. I wish to thank all my colleagues
and friends as well as the editorial board members for all their suggestions, comments,
assistance, volunteerism, and patience. In particular, I appreciate the encouragements, gui-
dance, and assistance provided by Mr. Russell Dekker, Dr. Chai-sung Lee, Dr. John C.
Angus, Dr. C. C. Liu, Dr. James G. Speight, Dr. Robert Dye, Dr. Sunil Kesavan, Dr. John
Zabasajja, Dr. J. Richard Elliott, Jr., Dr. Abhay Sardesai, Dr. Hirotsugu Yasuda, Dr.
David G. Retzloff, Dr. Patricia Roberts, Dr. Kelly Clark, Dr. Jeffrey Yen, Dr. Peter
Pujado, and Dr. Stephen J. Lombardo. I also would like to thank Mr. Jonathan E. Wenzel,
Ms. Leah A. Leavitt, Dr. Teresa J. Cutright, Dr. H. Bryan Lanterman, Dr. Qingsong Yu,
and Dr. Patricia A. Darcy for providing various assistance while editing. I am also deeply
indebted to the former and current employees of the Publisher for their dedicated work
toward successful completion of the project, to name a few, Ms. Alison Cohen, Ms. Oona
Schmid, Ms. Marisa Hoheb, Ms. Maria Kelley, Ms. Meaghan Johnson, and Ms. Joanne
Jay. The contributions of those mentioned made this Encyclopedia possible.

Sunggyu Lee
Editor
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INTRODUCTION

Absorption is a mass transfer operation in which a
soluble gaseous component is removed from a gas
stream by dissolving in a liquid. Absorption can be
used to recover valuable gaseous components such
as hydrocarbons or to remove unwanted gaseous
components such as hydrogen sulfide from a stream.
A valuable solute can be separated from the absorbing
liquid and recovered in a pure, concentrated form by
distillation or stripping (desorption). The absorbing
liquid is then used in a closed circuit and is continu-
ously regenerated and recycled. Examples of regenera-
tion alternatives to distillation or stripping are removal
through precipitation and settling; chemical destruc-
tion through neutralization, oxidation, or reduction;
hydrolysis; solvent extraction; and liquid adsorption.
Absorption is one of the main methods of separation
used in the chemical processing industry. Accompanied
by chemical reaction between the absorbed component
and a reagent in the absorbing fluid, absorption can
become a very effective means of separation. Absorp-
tion can also be used to remove an air pollutant like
an acid gas from stream. Then, the system could be a
simple absorption in which the absorbing liquid is used
in a single pass and then disposed of while containing
the absorbed pollutant.

Operations of Absorption Towers

In the past it was the custom to call absorbers operating
as cleanup towers to remove undesirable gaseous efflu-
ents by the name of scrubber. At that time most of the
effluent gases being removed were acid gases being
scrubbed with water. The designation of scrubber to
scrub the discharge gas and clean it seemed rather
natural. Today the same kind of operation is carried
out, but with more stringent regulations imposed by the
local air pollution control agency. The name scrubber
is now applied to those operations in which particulate
matter is removed but the scrubbing operation may also
include the simultaneous removal of gaseous pollutants.
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In this chapter the term absorber will refer to the removal
of gaseous contaminants.

General Considerations

Filters, heat exchangers, dryers, bubble cap columns,
cyclones, etc., are ordinarily designed and built by
process equipment manufacturers. However, units of
special design for one-of-a-kind operations such as
packed or plate towers are quite often designed and
built under the supervision of plant engineers. Thus,
there is a large variety of this type of equipment, none
of it essentially standard.

TYPES OF ABSORPTION EQUIPMENT

Absorption takes place in either staged or plate towers
or continuous or packed contactor. However, in both
cases the flow is continuous. In the ideal equilibrium
stage model, two phases are contacted, well mixed,
come to equilibrium, and then are separated with no
carryover. Real processes are evaluated by expressing
efficiency as a percentage of the change that would
occur in the ideal stages. Any liquid carryover is
removed by mechanical means.

In the continuous absorber the two immiscible
phases are in continuous and tumultuous contact
within a vessel that is usually a tall column. A large
surface is made available by packing the column with
ceramic or metal materials. The packing provides more
surface area and a greater degree of turbulence to
promote mass transfer. The penalty for using packing
is in the increased pressure loss in moving the fluids
through the column, which causes an increased
demand for energy. In the usual countercurrent flow
column, the lighter phase enters the bottom and passes
upward. Transfer of material takes place by molecular
and eddy diffusion processes across the interface
between the immiscible phases. Contact may be also
cocurrent or cross-flow. Columns for the removal of




air contaminants are usually designed for countercur-
rent or cross-flow operation.

Absorption can take place in a countercurrent,
cocurrent, or cross-flow device. Vertical countercurrent
towers are either built with a metal, plastic, or ceramic
packing or constructed as plate towers with various
types of plates. This chapter will discuss the solvents
used to carry out absorption and the various types of
absorption equipment.

ABSORPTION SOLVENTS

Absorption systems can be divided into those that use
water as the primary absorbing liquid and those that
use a low-volatility organic liquid. The gas solubility
should be high in the absorbing solvent. The gas leav-
ing an absorber is usually saturated with the solvent;
therefore, the solvent should have a low vapor pres-
sure. A lower viscosity solvent is advantageous to
promote more rapid absorption rates and improve
flooding characteristics. The solvent should not be cor-
rosive to the materials of construction of the absorber.
It should be nontoxic and nonflammable. Depending
on the region where the absorber is to be constructed,
the solvent should have a low freezing point.

Nonaqueous Systems

At first glance, an organic liquid appears to be the
preferred solvent for absorbing hydrocarbon and orga-
nic vapors from a gas stream because of improved
solubility and miscibility. The lower heat of vaporization
of organic liquids results in energy conservation when
solvent regeneration must occur by stripping. Many
heavy oils such as No. 2 fuel oil or heavier and other
solvents with low vapor pressure can do extremely well
in reducing organic vapor concentrations to low levels.
Care must be exercised in picking a solvent that will
have sufficiently low vapor pressure so that the solvent
itself will not become a source of volatile organic pollu-
tion. Obviously, the treated gas will be saturated with
the absorbing solvent. An absorber—stripper system for
recovery of benzene vapors has been described by
Crocker.! Other aspects of organic solvent absorption
requiring consideration are stability of the solvent in
the gas solvent system, for example, its resistance to
oxidation, and its possible fire and explosion hazard.
Although water is the most common liquid used for
absorbing acidic gases, amines (monoethanol-, dietha-
nol-, and triethanolamine; methyldiethanolamine; and
dimethylaniline) have been used for absorbing SO,
and H,S from hydrocarbon gas streams. Such absor-
bents are generally limited to solid particulate free
systems because solids can produce difficult to handle
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sludge as well as use up valuable organic absorbents.
Furthermore, because of absorbent cost, absorbent
regeneration must be practiced in almost all cases.

Aqueous Systems

Absorption is one of the most frequently used methods
for removal of water-soluble gases. Acidic gases such
as HCI, HF, and SiF4 can be absorbed in water effi-
ciently and readily, especially if the last contact is
made with water that has been made alkaline. Less
soluble acidic gases such as SO,, Cl,, and H,S can be
absorbed more readily in a dilute caustic solution. The
scrubbing liquid may be made alkaline with dissolved
soda ash or sodium bicarbonate, or with sodium hydro-
xide, usually with no higher a concentration in the
scrubbing liquid than 5-10%. Lime is a cheaper and
more plentiful alkali, but its use directly in the absorber
may lead to plugging or coating problems if the calcium
salts produced have only limited solubility. A technique
often used is the two-step flue gas desulfurization pro-
cess, where the absorbing solution containing NaOH is
used inside the absorption tower, and then the tower
effluent is treated with lime externally, precipitating the
absorbed component as a slightly soluble calcium salt.
The precipitate may be removed by thickening and the
regenerated sodium alkali solution is recycled to the
absorber. Scrubbing with an ammonium salt solution
can also be employed. In such cases, the gas is often
first contacted with the more alkaline solution and
then with the neutral or slightly acid contact to prevent
stripping losses of NHj; to the atmosphere.

When flue gases containing CO, are being scrubbed
with an alkaline solution to remove other acidic com-
ponents, the caustic consumption can be inordinately
high if CO, is absorbed. However, if the pH of the
scrubbing liquid entering the absorber is kept below
9.0, the amount of CO, absorbed can be kept low.
Conversely, alkaline gases, such as NHj, can be
removed from the main gas stream with acidic water
solutions such as dilute H,SO4, H3PO,4, or HNO;.
Single-pass scrubbing solutions so used can often be
disposed of as fertilizer ingredients. Alternatives are
to remove the absorbed component by concentration
and crystallization. The absorbing gas must have ade-
quate solubility in the scrubbing liquid at the resulting
temperature of the gas-liquid system.

For pollutant gases with limited water solubility,
such as SO, or benzene vapors, the large quantities
of water that would be required are generally imprac-
tical on a single-pass basis, but may be used in unusual
circumstances. An early example from the United
Kingdom is the removal of SO, from flue gas at the
Battersea and Bankside electric power stations, which
is described by Rees.!) Here, the normally alkaline
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water from the Thames tidal estuary is used in a large
quantity on a one-pass basis.

PACKED TOWERS

There are two major types of packing, random dumped
pieces and structured modular forms. The structured
packing is usually crimped or corrugated sheets. The
packing provides a large interfacial area for mass
transfer and should have a low-pressure drop. How-
ever, it must permit passage of large volumes of fluid
without flooding. The pressure drop should be the
result of skin friction and not form drag. Thus, flow
should be through the packing and not around the
packing. The packing should have enough mechanical
strength to carry the load and allow easy handling and
installation. It should be able to resist thermal shock
and possible extreme temperature changes, and it must
be chemically resistant to the fluids being processed.

Random or Dumped Packing

Random packings are dumped into the tower during
construction and are allowed to fall at random. The
tower might be filled with water, first to allow a gentler
settling and to prevent breakage, especially with ceramic-
type packing. Random dumped tower packing comes
in many different shapes. Two of the most popular are
rings and saddles. Sizes range from 0.25in. to 3.5in.,
with lin. being a very common size. The choice of
a packing is mostly dependent on the service in which
the tower will be engaged. Packings are made of
ceramic, metal, or plastic, depending on the service.
Ceramic materials will withstand corrosion and are
therefore used where the solutions resulting are aqueous
and corrosive. Metals are used where noncorrosive
organic liquids are present. Plastic packing may be used
in the case of corrosive aqueous solutions and for
organic liquids that are not solvents for the plastic of
which the packing is made. Metal packing is more
expensive, but provides lower pressure drop and higher
efficiency. When using plastic materials, care must be
taken that the temperature is not too high and that
oxidizing agents are not present. Ring-type packings
are commonly made of metal or plastic, except for
Raschig rings, which are generally ceramic. Ring-type
packings lend themselves to distillation because of
their good turndown properties and availability in
metals of all types that can be press formed. Usually,
ring-type packings are used in handling organic solu-
tions when there are no corrosive problems. However,
rings do not promote redistribution of liquids, and
Raschig rings may even cause maldistribution. Saddles
are commonly made from ceramic or plastic and

give good corrosion resistance. Saddles are best for redis-
tribution of liquid and, thus, serve as a good packing for
absorption towers.

Structured Packing

Early on after the production of random packings had
been used extensively, stacked beds of the conventional
random packings such as larger-sized Raschig rings
were used as ordered packings. Owing to the high cost
of installation of this type of packing, it was largely
discontinued. At that time multiple layers of corru-
gated metal lath formed into a honeycomb structure
came into use. Later on, a woven wire mesh arranged
in rows of vertically corrugated elements came into
use. Subsequently, other wire-mesh structures have
gained favor. Then, a sheet metal structured packing
was developed to reduce the expense of the wire-mesh
type. The use of this structured type of packing not
only promotes mass transfer owing to increased
surface area, but also has less pressure drop in many
different services.

Tower Considerations
Materials of construction

Random packing can be made from ceramic materials,
plastic, or metal. Most structured packing and plates in
staged towers are made from metal although there are
simple woven types of plastic materials that can be
considered as structured packing. The tower packing,
plates, and tower materials must be compatible with
the fluids flowing through the towers. Of particular sig-
nificance would be acid gases that may have a deleter-
ious effect on metal tower internal parts and organic
solvents that may have a serious effect on plastic mate-
rials. It is also necessary to consider the case where
there may be a high heat of absorption emitted. The
internal tower may have to be cooled to withstand the
temperature that results from the heat of absorption.

Flow arrangements

In diffusional operations such as absorption where
mass is to be transferred from one phase to another,
it is necessary to bring the two phases into contact to
permit the change toward equilibrium to take place.
The transfer may take place with both streams flowing
in the same direction, in which case the operation is
called concurrent or cocurrent flow. When the two
streams flow in the opposite direction, the operation
is termed countercurrent flow, an operation carried
out with the gas entering at the bottom and flowing




upward and the liquid entering at the top and flowing
down. This process is illustrated in Fig. 1. A combined
operation in which the contaminated gas is first
cleaned in a countercurrent operation, as shown in
Fig. 2, and then the gas is further treated to remove
more of the contaminant as shown in the cocurrent
operation that follows.

Countercurrent operation is the most widely used
absorption equipment arrangement. As the gas flow
increases at constant liquid flow, liquid holdup must
increase. The maximum gas flow is limited by the pres-
sure drop and the liquid holdup that will build up to
flooding. Contact time is controlled by the bed depth
and the gas velocity. In countercurrent flow mass
transfer driving force is maximum at the gas entrance
and liquid exit. Cocurrent operation can be carried
out at high gas velocities because there is no flooding
limit. In fact, liquid holdup decreases as velocity
increases. However, the mass transfer driving force is
smaller than in countercurrent operation.

Some processes for both absorption and the
removal of particulates employ a cross-flow spray

Gas

Liquid

L1llll
{

Packing Material

Gas —}—

v
Liquid

Fig. 1 Countercurrent flow packed tower.
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chamber operation. Here, the water is sprayed down
on a bed of packing material. The carrier gas contain-
ing pollutant gas or the particulate flows horizontally
through the packing, with the spray and packing caus-
ing the absorbed gas or particles to be forced down to
the bottom of the spray chamber where they can be
removed. Fig. 3 illustrates a cross-flow absorber. The
design of cross-flow absorption equipment is more dif-
ficult than vertical towers because the area for mass
transfer is different for the gas and liquid phases.

Continuous and steady-state operation is usually
most economical. However, when smaller quantities
of material are processed, it is often more advanta-
geous to charge the entire batch at once. In fact, in
many cases this is the only way the process can be
done. This is called batch operation and is a transient
operation from start-up to shut-down. A batch opera-
tion presents a more difficult design problem.

Packed tower internals

In addition to the packing, absorption towers must
include internal parts to make a successful piece of
operating equipment. Fig. 4 illustrates the placement
of the tower internals. These internals begin with a
packing support plate at the bottom of the tower.
The packing support plate must physically support
the weight of the packing. It must incorporate a high
percentage of free area to permit relatively unrestricted
flow of downcoming liquid. A flat plate has the disad-
vantage in that both liquids and gases must pass coun-
tercurrently through the same holes. Therefore, a
substantial hydrostatic head may develop. Further-
more, the bottom layer of packing partially blocks
many of the openings reducing the free space. Both
of these conditions lower tower capacity. A gas injec-
tion plate provides separate passage for gas and liquid
and prevents buildup of hydrostatic head.

Liquid distributors are used at all locations where
an external liquid stream is introduced. Absorbers
and strippers generally require only one distributor,
while continuous distillation towers require at least
two, at the feed and reflux inlets. The distributors
should be 6-12in. above packing to allow for gas
disengagement from the bed. The distributor should
provide uniform liquid distribution and a large free
area for gas flow.

Liquid redistributors collect downcoming liquid and
distribute it uniformly to the bed below. Initially, after
entering the tower the liquid tends to flow out to the
wall, the redistributor makes that portion of the liquid
more available again to the gas flow. It also breaks up
the coalescence of the downcoming liquid, and it
will eliminate factors that cause a loss of efficiency in
the tower and reestablish a uniform pattern of liquid
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irrigation. A bed depth of up to 6 m (20 ft) should be
alright before redistribution is needed.

Retaining and hold-down plates are used only with
ceramic or carbon tower packing. They prevent the
upper portion of the packed bed from becoming flui-
dized and from breaking up during surges in pressure
or at high-pressure drop. The plates rest directly on
packing and restrict movement by virtue of the weight
of the plate. Retainers or bed limiters prevent bed
expansion or fluidization. When operating at high-
pressure drops, retainers are fastened to the wall. They
are designed to prevent individual packing pieces from
passing through the plate openings.

Scrubbing
Water
Packed
Bed
GasIN ||

QLOOY

Water Qutlets

Fig.2 Combined countercurrent and cocurrent
operation.

PLATE TOWERS

Plate or tray towers are vertical cylinders in which the
gas and liquid are contacted on horizontal plates in a
stepwise fashion. By the nature of the operation plate
towers are countercurrent flow devices. Fig. 5 shows
a typical arrangement. In plate columns the gas is
introduced at the bottom. Contact between gas and
liquid is obtained by forcing the gas to pass upward
through small orifices, bubbling through a liquid layer
flowing across a plate. The liquid is introduced at the
top and passes downward by gravity over the plate
and through a downcomer onto the next plate. The

Fig. 3 Cross-flow absorber operation.
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bubble cap tower is the classical contacting device.
Each plate of the tower is a stage in which interphase
diffusion occurs and the fluids are separated. Ideally,
the vapor and liquid would reach equilibrium at each
stage. The number of these ideal stages that are
required is determined by the difficulty of separation.
The number is calculated from the mass and energy
balances around the plate and the tower. The stage
or tray efficiency is determined by the mechanical
design. Higher contact times result in higher efficien-
cies. Deeper pools of liquid on the plates promote
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Fig. 4 Packed column with internal hardware
indicated. (View this art in color at www.dekker.
com. )

higher contact times, and higher gas velocities promote
better efficiency as well. Unfortunately, these condi-
tions can lead to flooding of the plates and a severe
drop in efficiency or foaming of the liquid on the
plates. Thus, an inoperative situation might result.
Turndown ratio is defined as the ratio of design rate
to minimum rate. In many instances of tower design
and operation, the performance when operating below
the design rate becomes important. Furthermore, plate
towers experience the same materials limitations as
discussed earlier for packed towers. When selecting
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Fig. 5 Plate column. (View this art in color at www.dekker.
com. )

plate types in addition to materials of construction,
turndown ratio, pressure drop, capacity, and efficiency
must be considered.

Plate Types

A plate type column may be operated in either a cross-
flow or a counterflow method. Cross-flow plates are
the most common types. Perry and Green and Wankat
discuss the advantages of both type plates.>* Cross-
flow plates use a downcomer to transport the liquid
from the upper plate to the lower plate. They offer
greater mass transfer efficiency and operating range.
The downcomer may be located to control the liquid
flow pattern. Newer designs of cross-flow plates
employ perforations, which may be simple round
orifices or may contain movable valve-like vents that
act like variable orifices. These type plates will be dis-
cussed in the following section.

In counterflow plates there are no downcomers and
the liquid and gas use the same openings for flow. The
openings are usually round perforations or long slots.
The plates may be corrugated to segregate the liquid
and gas flow.

Bubble Caps

Bubble cap trays, a cross-flow type of plate, were ori-
ginally the most common type of tray. On these trays
risers lead the gas up through the tray and underneath

a cap that is mounted on top of the riser. A series of
slots are cut into the cap through which the gas passes
into the liquid that is flowing across the plate. They
have the advantage of being able to handle wide ranges
of liquid and gas flows. However, the new types of
trays are much less expensive; therefore, bubble caps
are being phased out of use in new tower designs.

Sieve Trays

Sieve plates are simple flat plates perforated with small
holes. The advantages are low cost and high plate effi-
ciency but they have narrow gas flow operating ranges.
These trays may be subject to flooding because of
liquid backing up in the downspouts or excessive
entrainment. Fig. 6 is a schematic illustrating bubble
cap and sieve trays. Efficiency remains good at design
conditions. However, turndown is relatively poor, and
therefore, the trays are not flexible in operating condi-
tions. Sieve trays are relatively resistant to clogging
and they can have large holes that make them easier
to clean. Entrainment is much less than that experi-
enced in bubble cap trays; therefore, plate spacing
can be smaller than in bubble cap trays.

Valve Trays

A variation of the bubble cap tray is the valve tray,
which permits greater variations in gas flow without
dumping the liquid through the gas passages. Valve
trays are also cross-flow type and can be described as
sieve trays with large variable openings. The openings
are covered with movable caps that rise and fall as the
gas rate increases and decreases. This keeps the gas
velocity through the slots essentially constant. Valve
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Fig. 6 Bubble cap and sieve tray. (View this art in color at
www.dekker.com. )




trays are designed to have better turndown ratios than
sieve trays and their efficiency remains high as the gas
rate drops. Valve trays are more likely to plug if solids
are present and are more costly than sieve trays.

Baffle Tower

A counterflow plate-contacting device for absorption is
the baffle tower, which has been employed occasionally
when plugging and scaling problems are expected to be
severe. Fig. 7 illustrates a baffle tower. Gases passing
up the tower must pass through sheets of downwardly
cascading liquid, providing some degree of contact and
liquid atomization. Baffle tower design may use
alternating segmental or disk and doughnut plates.
Here, the gas alternately flows upward through central
orifices and annuli traversing through liquid curtains
with each change in direction. Mass transfer is generally
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Fig. 7 Baffle tray tower. (View this art in color at www.
dekker.com. )
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poor, and information on design parameters is hard
to find.

Spray Chambers

A liquid may be introduced into a tower as fine drops
through a nozzle. This device is known as a spray
chamber. The flow could be cocurrent or countercur-
rent. A countercurrent spray chamber is shown in
Fig. 8. These towers are considerably more resistant
to plugging when solid particulates are present in the
inlet gas. However, difficulties with plugging in spray
towers and erosion can be troublesome when the spray
liquid is recycled. Particle settling followed by fine
strainers or even coarse filters is beneficial to eliminate
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Fig. 8 Spray chamber. (View this art in color at www.
dekker.com. )
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this problem. These devices have the advantage of
low-pressure drop but there is a tendency for the liquid
to be entrained in the gas leaving the tower. Mist elim-
inators can help reduce this problem. An additional
disadvantage is the cost of pumping the liquid to force
it through the nozzles. The efficiency of spray cham-
bers can be improved by introducing the feed into
the tower in a cyclonic manner.

ABSORPTION FOR AIR POLLUTION CONTROL

Absorption plays a major role today in air pollution
control. In the first part of this chapter it was noted
that absorption was referred to as scrubbing especially
when associated with cleaning up a stream containing
an acid gas before it was emitted to the atmosphere.
Today in air pollution control technology the term
scrubber continues to be used with reference to cleanup
of pollutant gases but usually when the equipment
used also removes particulate matter. The combined
action of removal of particulates and gases takes place
in venturi scrubbers, spray towers, plate towers, and
other types of devices. Absorption of sulfur oxides
and nitrogen oxides are the most common devices
where the combined action of particulate removal
and absorption of gases takes place. It must be noted,
however, that if an absorption process is going to be
used to remove sulfur oxides it should not precede an
electrostatic precipitator. Removal of the sulfur mole-
cules before the precipitator will change the electrical
properties of the gas and may result in loss of the abil-
ity to remove the particulate matter in the precipitator.

There continue to be many absorbers for the
removal of water-soluble gases. Acid gases and some
volatile organic compounds can be absorbed readily
in water by the types of equipment previously dis-
cussed. These processes are essentially absorption with
chemical reaction. For a discussion of absorption in air
pollution control and a description of several absorp-
tion systems for sulfur dioxide and nitrogen oxide
removal, see Schnelle and Brown.”) A more detailed
discussion of many more processes for flue gas desul-
furization employing absorption is given by Lunt and
Cunic.[®

The United Kingdom has a long history of flu gas
desulfurization. The world’s first such system was
installed in a power plant at Battersea, England, in
1936.7 At Bankside a 228 MW boiler was the first
installed. It was fitted with a once-through scrubber
system using water from the condensers, which was
dosed with alkali. A further unit was commissioned
in 1949. Both units continued to operate until the early
1970s. At Fulham power station, a 120 MW boiler sys-
tem was operated with recycled lime dosed scrubbing
liquor from 1936 to 1940.
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It should also be noted that absorption has been
used to remove contaminants from natural gas streams
during processing. In the early 1930s di-ethanolamine
was used as an absorbent for both hydrogen sulfide
and carbon dioxide.®! This process became known as
the “Gerbitol Process.”” Other alkanolamines such as
mono-ethanolamine and di-isopropanolamine have
also found wide application.

Plate Towers

Originally, bubble cap plates had been used for absorp-
tion of pollutant gases such as sulfur dioxide. However,
the solids in the slurries used as absorbents can more
readily plug bubble caps. Typical absorbents used in
current processes include, for example, conventional lime
slurry; lime-limestone slurries; mixed sodium sulfite/
lime slurries; and magnesium sulfite/bisulfite mixed with
lime slurries. Conventional lime slurry towers may con-
sist of a multilevel spray tower combined with a venturi
scrubber. Venturi scrubbers will be discussed briefly
below. Mixed sodium sulfite/lime slurries may be
contacted in a plate tower. Sieve plates might be used
with larger than normal holes to help prevent plugging
due to the solids in the slurries.

Venturi Scrubbers

Venturi scrubbers are designed on the basis of the ven-
turi flow-metering device. The flow channel is nar-
rowed down so that the velocity will greatly increase
at the throat. Then, as in the flow-metering device
the flow channel widens out. For ease of fabrication
venturi scrubbers are designed with a rectangular cross
section. The absorption fluid is injected into the Ven-
turi at the throat where the velocity is the greatest.
For particulate removal plain water could be used.
As in the plate columns discussed above, for the simul-
taneous removal of particulate matter and sulfur diox-
ide, soda ash or caustic soda slurries could be used for
absorption of the gas. Venturis are frequently used in
conjunction with plate towers. They also serve as
stand-alone removal devices in some cases.

CONCLUSIONS—A COMPARISON OF PACKED
COLUMNS AND PLATE COLUMNS

Absorption is a mass transfer operation that is com-
monly used to recover valuable gaseous components
or to remove undesirable components of a gas stream.
It is one of the main methods of separation in the chem-
ical process industries. Absorption can take place in
packed towers or in plate towers. Perry and Green (9)
compare the advantages of packed and plate towers.”)
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Table 1 Economic factors in packed tower design operating
and capital cost factors

Operating costs Capital costs

Tower and shell,
packing or plates

Pumping power for gas

and liquid
Labor and maintenance Packing support
Steam and cooling water Gas and liquid distributor

Loss of unabsorbed
material

Pumps, blowers,
and compressors

Disposal of absorbed
material

Piping and ducts

Solvent makeup Heat exchangers

Solvent purification Solvent recovery system

When column diameters are less than 0.6m (2.0 ft)
packed towers can be considerably cheaper. However,
if alloy metals are necessary, plate towers may result in
less cost. Using ceramic or other similar resistant mate-
rials for packing and materials of construction, packed
towers can serve to handle corrosive materials and
acids. Because the gas flow in packed towers may offer
less degree of agitation, packed tower operation may
be better for liquids that tend to foam. When liquids
are thermally sensitive, packed columns may offer less
holdup and thus prevent changes taking place in the
liquids due to thermal reaction.

When solids are contained in liquids or when solids
have the chance of condensing out of the gas steam,
plate columns offer the advantage of being able to be
designed to be more readily cleaned. Plate columns
can more readily absorb thermal expansion, which
might result in breakage of packing as it is inserted into
the column or during the operation. Cooling coils can
be more readily installed in plate towers than in packed
towers. Flooding may occur with high liquid rates
in packed columns, whereas a plate tower may be
designed to handle the higher liquid rate. Low liquid
flow rates may result in poor wetting of packing,
thereby resulting in poor mass transfer. Thus, a plate
tower may more readily handle lower liquid flow rates.

Absorption Equipment

Economic Factors Affecting Packed
Tower Construction

When a tower is designed for treating a given quantity
of gas per hour, the height of the tower, especially in
packed towers, is determined from mass transfer con-
siderations. The diameter or cross-sectional area is
determined by fluid dynamics from the gas velocity
in the empty tower cross section in packed towers
and by the velocity through the bubble caps or other
openings in plate towers. The smaller the diameter of
the tower, the higher the gas velocity that will help
the gas to overcome the tower pressure drop. This
could result in a lower cost of pushing the gas through
the tower. The chief economic factors to be considered
in tower design are listed in Table 1.
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INTRODUCTION

Wastewater treatment occurs in a treatment plant
in several stages depending on the degree of treat-
ment desired. In the first stage, the preliminary treat-
ment processes prepare the influent wastewater for
treatment in subsequent processes. Bar screens, grit
chamber, and flow equalization tank are some of the
processes included in the preliminary treatment. There
is no significant removal of biodegradable organic
matter expressed in terms of 5-day biochemical oxygen
demand (BOD) or suspended solids by these processes.
The next stage is the primary treatment process where
settleable (and floatable) solids present in the waste-
water are removed by gravity sedimentation. In some
rare instances, the flotation process can be used instead
of gravity sedimentation for the removal of settleable
solids. The primary treatment process can remove up
to 40% of the incoming BOD and 50-70% of the
suspended solids.!! The subsequent stage is the second-
ary treatment process, which is needed to remove the
remaining soluble and colloidal organic matter from
the wastewater that was not removed during the pri-
mary treatment processes. The secondary processes
invariably use aerobic biological treatment processes
to remove the soluble and colloidal organic matter
from the wastewater. The biological treatment process
converts the soluble and colloidal organic matter into
settleable solids and micro-organisms (sludge), which
are removed in the secondary settling tank leaving a
clearer supernatant effluent for discharge. Thus, the
settling tank following the aeration tank is an integral
part of the process. In this entry, the secondary tank
details are not included. These processes in combina-
tion with the primary process can remove 90+%
BOD (carbonaceous BOD) and suspended solids.
Thus, the secondary wastewater treatment processes
can meet the current US Environmental Protection
Agency mandated effluent requirements of 30mg/L
of BOD and 30 mg/L of suspended solids for munici-
pal wastewater treatment.[

There are two types of secondary aerobic biological
treatment processes: suspended growth processes and
attached growth processes. In the suspended growth
process, the micro-organisms responsible for the
biochemical conversion of organic matter are kept in
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suspension by aeration or agitation in a tank where
the wastewater is introduced. The micro-organisms
assimilate the organic compounds for synthesis of
new cells (biomass) and for respiration, which provides
the energy for the synthesis and other cellular pro-
cesses. Activated sludge process and its modifications
are suspended growth processes. In the attached
growth process, the micro-organisms are present in
an attached form (biofilm) on a medium, either stone,
treated wood, or synthetic plastic materials. The waste-
water comes in contact with these attached micro-
organisms, and the same biochemical processes as in
the suspended growth process take place, namely, cell
synthesis and respiration. Trickling filters and rotating
biological contactors are the two most common
attached growth secondary biological treatment
processes used.[!)

In this article, activated sludge process and some of
its modifications are discussed at some length. Only the
details of carbonaceous BOD removal from waste-
water are included.

CONVENTIONAL PROCESS

The conventional activated sludge process consists of
an aeration tank followed by a settling tank, as shown
in Fig. 1. The wastewater from the primary settling
tank enters the aeration tank and mixes with the
micro-organisms or biomass present. A portion of
the settled sludge (biomass) in the secondary settling
tank is recycled back to the head of the aeration tank.
This recycled sludge is referred to as return activated
sludge (RAS). The term sludge in the secondary set-
tling tank refers to solids that have settled in the tank
bottom because of gravity forces. The recycling of the
sludge maintains a desired amount of biomass concen-
tration in the aeration tank. The solids responsible for
the bio-oxidation of organic matter consist of micro-
organisms (biomass), biodegradable and nonbio-
degradable organic matter, and some inert solids in the
aeration tank known as mixed liquor suspended solids
(MLSS). The mixture of wastewater and these solids is
called mixed liquor. The organic components of the
MLSS are known as mixed liquor volatile suspended
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solids (MLVSS). Mixed liquor volatile suspended
solids are often considered to represent the active bio-
mass in the system. The remaining settled sludge from
the secondary settling tank is withdrawn as waste
activated sludge (WAS) for further processing before
disposal.

The biological oxidation process taking place in
the aeration tank can be described by the following
equation:

Organic matter + N 4+ P 4+ O, + micro-organisms
= CO; + H,0 + new micro-organisms

In the above equation, N and P are the nitrogen and
phosphorus compounds (sometimes called nutrients)
that are needed for micro-organism metabolism and
growth. In most instances, they are already in excess
amounts in domestic wastewater, but for special cases
they have to be supplied if not present in adequate
quantities. The nutrient requirements in an aerobic bio-
logical treatment process are based on the BOD load
imposed on the system. For every 100 kg of BOD intro-
duced to the system, 5kg of N and 1kg of P should be
available.”! The oxygen needed has to be in a dissolved
state to be available to the cells. The organic matter must
be a biodegradable type that can be utilized by the
micro-organisms present. The transport of the organic
molecules inside the cells occurs through a microbial cell
membrane having a pore size of the order of 5 A, which
means only small molecules that are soluble can be
assimilated by the cell. Larger molecules are broken
down to smaller sizes outside the cell through exogenous
enzymes secreted by the microbes. The pH of the process
should be within the range 6.5-8.5. Under some condi-
tions, the ammonia present in the wastewater can be oxi-
dized by the nitrifying bacteria to nitrite and nitrate
molecules. This is known as nitrification process. If

>

Waste Sludge

Fig. 1 Conventional activated
sludge process.

necessary, nitrification can be achieved in the process
by appropriate sludge recycling and the organic loading
rate of the process. The nitrification process is not dis-
cussed in this entry, but more information can be
obtained in Ref!".

The activated sludge process was developed in
England by Ardern and Lockett in 1914 based on
experiments conducted at the Lawrence Experiment
Station in Lawrence, MA, in the early 1900s.1
Presently, it is one of the most common secondary
treatment processes used throughout the world. The
conventional process has been modified to improve its
performance. These modifications are described later.

MICROBIOLOGY OF THE PROCESS

The micro-organisms present in the aeration tank of
the activated sludge process are quite varied and
depend on the type of wastewater being introduced
and the environment of the aeration tank (e.g., tem-
perature, pH, etc.). The predominant micro-organisms
constantly change depending on the environmental
conditions. The micro-organisms range from very
small virus particles to much larger multicellular
worms. But the predominant species are heterotrophic
bacteria, with lesser amounts of autotrophic bacteria.
Taxonomically, bacteria are prokaryotic protista,
having mostly single-cell structure. The heterotrophic
bacteria use organic compounds as their source of
energy and cell carbon (electron donor), while auto-
trophic micro-organisms oxidize inorganic compounds
for generating energy (electron donor) and use inor-
ganic carbon (bicarbonates or CO,) as a source of cell
carbon. One of the prominent autotrophic bacteria
present is the nitrifying bacteria, which transforms
ammonia to nitrite and finally to nitrate.!!
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Usually, there are large numbers of bacterial species
present, making the system a mixed culture. Because
the wastewater contains many different types of
organic compounds, the presence of these different
micro-organisms with varied metabolic capabilities
enhances the possibility of degradation of these com-
pounds. Most of the bacteria present in the activated
sludge process are aerobic, meaning that they use oxy-
gen as the ultimate electron acceptor, which produces
energy for their growth and other uses. There are some
facultative anaerobic bacteria present as well, which
can survive in the presence or absence of oxygen.
In the absence of oxygen, they can use organic com-
pounds as the ultimate electron acceptor to form
reduced organic compounds.

Besides bacteria, other micro-organisms present are
protozoa, fungi, and rotifers. Protozoa are eukaryotic
protists. Most of the protozoa are unicellular organ-
isms. Wastewater contains many different species of
protozoa—flagellates, ciliates, amoebas, and rotifers.
These organisms are predators for the bacteria and
may help in flocculation and clarification in the
secondary settling tank. Fungi are common in the
activated sludge process operating at lower pH values.
They include organisms such as yeasts and molds.
They are basically saprophytic organisms feeding on
organic matter. Their numbers are smaller than other
species in activated sludge. In addition to these organ-
isms, activated sludge may also contain nematodes
(roundworms) and other worms. They play no part
in the wastewater treatment process.

The activated sludge occurs in the aeration tank in
the form of flocs. These flocs are made up of micro-
organisms, inorganic and organic colloidal, and parti-
culate matter. They are bound together in an organic
matrix. Their size may vary from 50 to 1000 pm."!
The shape depends on the materials encased, the
organisms present, and the mechanical forces applied
inside the tank. The floc containing mixed liquor leaves
the aeration tank and normally settles out in a compact
form in the secondary settling tank within 2-4 hr.
Sometimes the settling of the sludge in the secondary
settling tank is disrupted. The sludge is said to be a
“bulking sludge.”” One of the proposed theories on
bulking suggests that the preponderance of filamentous
bacteria can cause poor settling sludge. It has been sug-
gested that in a good settling sludge floc, the floc form-
ing bacteria and filamentous bacteria are present in
balanced numbers to give a compact sludge mass. In
the floc, the filamentous bacteria form a backbone that
provides its structure and strength, while the floc form-
ing bacteria grow around the filamentous types. The
gelatinous matrices of the floc forming bacteria,
sometimes known as Zoogloea bacteria, entrap other
micro-organisms, colloidal and particulate matter
to give the floc its shape. The preponderance of
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filamentous bacteria over floc forming bacteria could
cause an unbalanced situation and hence poor settling
of the resulting floc. The filamentous bacteria found in
activated sludge are Thiotrix spp., Nocardia spp.,
Sphaerotilus natans, Beggiatoa.')

KINETICS AND DESIGN EQUATIONS
FOR CONVENTIONAL PROCESSES

The design of conventional biological wastewater
treatment processes depends on the reaction rates
of the metabolism of organic matter by the micro-
organisms present. They use a part of the substrate
(organic matter) for cell growth and the balance to
produce energy to satisfy the cell needs. The reactor
(tank) hydraulics is also an important factor in the
design of the process. There are two idealized flow
patterns that are considered in a suspended growth
reactor—completely mixed and plug-flow conditions.
In the completely mixed reactor, the influent flow is
instantaneously mixed with the reactor content such
that the concentration of the organic matter in terms
of (BOD or COD) is the same throughout the reactor
and in the effluent. In the plug-flow reactor, there is no
such mixing in the longitudinal direction, but right
angles to the flow there is complete mixing in the
reactor section. Thus, there is a substrate concentration
gradient longitudinally along the reactor as the waste-
water organic matter is metabolized by the micro-
organisms. From reactor engineering, it can be shown
that for the same influent substrate concentration,
reaction rate, and set removal efficiency, plug-flow
reactor will have a lower volume than a completely
mixed reactor. Thus, for most municipal wastewater
treatment applications, where the wastewater does
not contain toxic ingredients, plug-flow reactors have
been most commonly used.

However, there are instances where a completely
mixed reactor may be advantageous. In situations
where periodically hazardous or toxic wastes are pre-
sent in the influent wastewater, the entry of such a
waste to the reactor causes an immediate reduction
of concentration of the toxic component because of
dilution with the entire tank content. This may reduce
the adverse impact of the toxic component to the
micro-organisms present with no significant impact
on their waste treatment ability. If such a waste were
introduced to a plug-flow reactor, it would cause an
immediate toxic effect on the micro-organisms at the
head end of the plant causing progressive process fail-
ure. In addition, the oxygen uptake rates throughout
the completely mixed reactor are the same, which
makes the design of the aeration process simpler. In a
plug-flow reactor, the oxygen uptake rate is higher at
the head end and decreases as the wastewater proceeds
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down the reactor length. This may cause an unbal-
anced oxygenation system in the tank, especially if
the aeration devices are equally spaced throughout
the tank length. Higher influent substrate concentra-
tion at the head end of the plug-flow reactor also
favors the floc forming bacteria over the filamentous
type in the reactor, which helps in the settling of these
micro-organisms later in the settling tank.!!

Completely Mixed Reactor with Recycle

Using a mass balance on biomass X and substrate S
around the reactor in Fig. 2 under steady state condi-
tions (dX/dr = 0 and dS/d¢r = 0), one can arrive at
the following equation:

_ (Q - Qw)Xe + Qer
po= VX (1)

where
w is the speciﬁ/c growth rate of cell mass
. —1\ __ dX/dz,
(time™') = 5=
V is the aeration tank (reactor) volume (m?);
Q is the wastewater influent flow rate (m®/day);

Q. is the sludge waste rate from the settling tank
bottom (m*/day);

X is the biomass concentration in the aeration tank
(g VSS/m’);

X. is the concentration of biomass in the effluent
(g VSS/m?); and

X, is the concentration of biomass in the return
sludge (g VSS/m?).
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It should be noted that substrate S is expressed as
BOD or soluble COD (sCOD). The sCOD is obtained
by using a wastewater sample that has been filtered
through a 0.45 um membrane filter.

The inverse of the term on the left-hand side of
Eq. (1) is known as solid retention time (SRT) or
sludge age, 0.:

VX
(Q - Qw)Xe + Qer

The specific growth rate constant p is affected by the
substrate concentration S. The relationship between §
and p is given by the following equation named after
Monod:t!

0, =

(2)

HmS
- 3
H= Xk +s ®)
where
Um 1s the maximum specific growth rate coefficient
(time™1);
S is the substrate concentration (BOD or sCOD)
in the reactor (g/m>);
and

K is the half-velocity constant (g/m?).

K represents the substrate concentration at half the
maximum specific substrate utilization rate, u,. K, is a
measure of the affinity of the micro-organism to the
substrate. The lower the K value, the greater is the
affinity of the organism to the substrate. When two
organisms are competing for the same substrate in a
limiting substrate condition, the organism with lower
K value will have more success in growing. It should
be recognized that with a mixed culture containing
mixed substrate as in typical wastewater, the Monod

Secondary
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So 4 Effluent, S,
Aeration Xe, (Q-Qw)
tank, V, S, X
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Sludge, Q; ,X;

Fig. 2 Completely mixed acti-
vated sludge process schematic
diagram. (Note: The aeration
tank is a completely mixed
reactor.)

>

Waste Sludge,
Qw, Xr
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equation described here gives only an approximation
of the process kinetics.

Another term used is the food to micro-organism
ratio (F/M), which is given by the equation:

F  0S

M VX

(4)
where

F/M is the food to micro-organism (biomass) ratio
(g BOD/g MLVSS day); and

S, 1s the influent BOD or biodegradable sCOD
(g/m?).

F/M ratio is related to the term U, the specific
substrate utilization rate as follows:

(F/M)E

V=" (5)

E is the % BOD or sCOD removal efficiency in the
process

E = (S" S_ S)lOO (6)

[}

By substituting the expressions for F/M and E,
Eq. (5) can be rearranged as:

(So B S)Q
= ——= 7
U e (7)
U is also given by the equation:
ds kS
U= |—+—)/X =——— 8
(dr)/ Ks + S ®)
because
ds _ kSX
dr  K+S

where k is the maximum substrate utilization rate
(g substrate (BOD)/g biomass day).

The amount of cell synthesis or growth can be
related to the substrate removed by the micro-
organisms. Cell yield Y is given by (g biomass
produced/g substrate utilized).

_odXx/dr oy,
T ods/dr Tk ®)

where Y is the yield coefficient (g VSS/g BOD or
sCOD).
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The observed yield coefficient, especially at low
growth rates, is less than that given by Eq. (9). This
is because of the need for maintenance energy by the
cells for nongrowth needs. Eq. (10) provides an expres-
sion for observed yield coefficient, Y p,:

Y
Yypo = — 10
o T T kg0 (10)

where

kg 1is the endogenous respiration coefficient
(g VSS/g VSSday); and

0. is the solid retention time, or sludge age
(time ™).

The reactor biomass (MLVSS) X is given by the
following equation:

BCY(SO - S)Q BCY(SO - S)

= V0 £ kb~ 10+ kel (11)

where V/Q = t is the hydraulic retention time (hr).
The relationship between 0. and U is shown in
Eq. (12):

1
= -k (12)

c

If the process 6. has been selected, then U will have a
fixed value as Y and k4 are constants.
Substituting U from Eq. (8) we get:

1 YkS
= 0 13
m K +s K (13)

The reactor substrate concentration (also the efflu-
ent substrate concentration) S is given by the equation:

Ks(1 + kq0.)

S = 0tk = ko) = 1

(14)

The production of excess biomass or waste activated
sludge per day can be calculated from the following
equation:

Y(So — )

1 n kdec + Xinv + Xivn (15)

Px:Q

This is the amount of excess sludge that is formed
by the conversion of soluble and colloidal organic mat-
ter to settleable sludge (biomass) in the aeration tank.
This sludge has to be properly treated and disposed of.
Typical sludge treatment may consist of thickening,
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stabilization (anaerobic digestion), followed by land
application.["]

In Eq. (15) the last two terms, Xj,, and Xj,,, are the
nonvolatile (inorganic) suspended solids and influent
volatile nonbiodegradable solids, respectively, entering
the secondary process. These solids pass through the
process unchanged.

The amount of RAS from the secondary settling
tank can be obtained from the following equation:

10 X;
Q—CV<1+RRX) (16)
where

R = sludge recycle ratio = Q,/0;
Q; is the rate of settled sludge recycle (m3/ day);

X, is the concentration of settled sludge in second-
ary settling tank (g/m® = concentration of
recycled sludge (g/m?).

The poor settling of the sludge in the secondary
settling tank causes X, to be lower, which requires a
higher sludge recycle ratio to maintain the same mixed
liquor concentration in the aeration tank.

The oxygen required for the biooxidation of organic
matter can be estimated from Eq. (17):

Ry = 0(So—S) — 1.42P, (17)

where R, is the mass of oxygen required for oxidation
of organic matter per day (kg/day).

The factor 1.42 represents the oxygen equivalent
of cell mass produced. For only BOD removal, the
oxygen requirements can vary from 0.8 to 1.3kg
0,/kg BOD removed for most conventional activated
sludge processes.
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Process stability depends on the process solid reten-
tion time (6.). For a particular influent wastewater
quality, reactor configuration, and a given micro-
organism community in the reactor, Y, K, kg4, and k
are relatively constant. For a selected process U value,
the 0, becomes fixed. If the operating 0. is below a spe-
cific value, the process becomes unstable and biomass
washout may occur. This minimum 0, value (0., ) can
be determined from Eq. (13) by putting S = S, the
influent substrate concentration indicating no waste-

water treatment:
1 YkS,

= "% % 18
0. K, + S, d (18)

m

In most situations, K, is much smaller than S, and
can be ignored. Hence, Eq. (18) becomes:

L%Yk—kdzlum—kd (19)
0.,

Activated sludge treatment processes should not be
designed with 0. less than 0.

The details about the derivation of the equations in
the preceding section can be found in several studies,
notably Metcalf & Eddy.[!

Plug-Flow Reactor with Recycle: The flow sche-
matic of a plug-flow reactor is shown in Fig. 3. The
modeling of a plug-flow reactor is mathematically more
challenging than the completely mixed activated sludge
process. By assuming biomass change to be negligible
compared to the total amount present (i.e., MLVSS
in the tank is constant), the integration of the substrate
mass balance equation yields:

(S — 8) + Ksln<§> M XaV

S) Y(1 + R (20)

Settling Tank

Q+Qr, S;, X
SO)Qa
Xo
P > Aeration Tank, V,

\

\ Return Sludge, X, Q:

>
Effluent,
Q-Qw,
Xe S Fig. 3 Plug-flow activated
sludge  process  schematic.
.. (Note: The aeration tank is a
Waste plug-flow reactor with an aver-
Sludge, age biomass concentration of
Qw.Xr X, and effluent substrate con-
centration of S.)
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where S; is the concentration of substrate in the aeration
tank after mixing with the recycle sludge flow,

So + RS

S = TR

(21)

where

X,y 1s the average biomass concentration in the
tank (g/m%); and

S is the concentration of substrate in the effluent
from the aeration tank (g/m?).

The small change in biomass is given by:

kanVV

- — 22
o(1 + R) (22)

where X; is the concentration of biomass in the aera-

tion tank after mixing with the recycle sludge flow,

X, + RX,
Y — i3 23
! 1 + R (23)

where X, is the concentration of biomass in the influ-
ent flow (g MLVSS/m’) = usually 0. Eq. (23)
becomes:

RX,

X, = 24
! 1 + R (24)

0. can be approximated by the following equation:

1 YK(So — )
% " =5 + 0+ REmE K )

In actual practice, a truly plug-flow or completely
mixed-flow regime in a reactor is not attained because
of longitudinal dispersion and nonideal mixing condi-
tions. The equations reported here approximate the
actual conditions in the field.

AERATION AND MIXING REQUIREMENTS

The aeration is a necessary part of the activated sludge
treatment process as it supplies the dissolved oxygen
(DO) needed for the biooxidation of the organic
matter. If a liquid is unsaturated with respect to DO
concentration, the natural diffusion process would
transport enough oxygen from the air to bring the
liquid to saturation value. This transport is based on
Fick’s law of diffusion.

The oxygen transfer to the liquid phase is best
described by the two-film theory. According to this
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theory, oxygen mass to the liquid is transported
through air and water films at the interface because
of the concentration gradients. For gases with low
solubility such as oxygen, the diffusion through the
liquid film is the rate limiting step.!

Fig. 4 shows the oxygen concentration gradients at
the water interface during mass transport operation.
The mass transport process can be expressed by Fick’s
equation:

dm dc

— = —D|IA— 26
dr My (26)
where

M is the mass of oxygen transported (g);

D, is the diffusion coefficient for oxygen in water
(m?/time);

C is the dissolved oxygen concentration (g/m?);
A is the cross-sectional area through which O,
transport occurs (m?);
and

yr is the liquid film thickness (m).

As the liquid film thickness is quite small, the differ-
ential quantity dC/dy; can be replaced by linear
approximation of the concentration gradient as:

¢ ¢ - C

— = 27
dyr e @7

Gas film Liquid
film,yr

"\ N Ao

Bulk liquid
n phase
Bulk gas
i $
1 ™

interface

Fig. 4 Two-film oxygen mass transfer theory at liquid
interface. (Note: P, = partial pressure of oxygen in bulk gas
phase; P; = partial pressure of oxygen at the interface;
C; = saturation concentration of dissolved oxygen at the
interface; C = dissolved oxygen concentration in bulk liquid.)
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where

C, is the saturation dissolved oxygen concentration
at the interface layer (g/m’); and

C is the dissolved oxygen concentration in the bulk
liquid (g/m?).

Dividing both sides of the Eq. (26) by V, the volume
of the liquid in the container, and substituting the
dC/dys from Eq. (27), we get:

dm dc G — C
—— = = = _pA—=__— 28
Vdr dr ! Vyg (28)

As yrcannot be measured easily, it is combined with
D, to form another constant:

D .
K == (m/time)
e

Eq. (28) becomes:

dc A
4 = Kiy6 -0 (29)

The area of the bubbles through which the oxygen
mass transfer takes place is quite difficult to measure.
Hence, the parameters A/V are combined and
represented by a, the specific surface area. Eq. (28) is
simplified as:

dc
5 = k(e - ©) (30)

where Kja is the overall mass transfer coefficient
(time ™).

Under turbulent conditions in the bulk liquid,
Eq. (30) can be integrated with boundary conditions:
at time = 75, C = C,; attime = ¢, C = C:

In[(C — Go)/(G — C)]

Kia =
r — 1y

(31)

The coefficient Kja is a good measure of the effi-
ciency of an aerator. It depends on many factors,
such as temperature, wastewater composition, tank
geometry, and turbulence.

Measurement of Kja of aeration devices in clean
water can be determined by standard procedures devel-
oped by the American Society of Civil Engineers.”! In
the standard procedure, the clean water (usually tap
water) in a tank is deoxygenated by adding a reducing
agent, sodium sulfite, and a catalyst, cobalt chloride.
Thereafter, aeration is resumed with DO being
measured periodically at several points in the tank to
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measure the rate of aeration. The Kja can be deter-
mined from the slope of a plot of In(C; — C) vs. time.
The value of Cs, the DO saturation, for the tempera-
ture and dissolved solid concentrations of the test
water can be obtained from several studies including
Ref.ll. For extrapolation of the clean water Kja to field
conditions with wastewater, some corrections must be
applied. Wastewater constituents (especially surface
active agents) can reduce the field Kja value. A factor
o can be used to make a correction to the measured
clean water Kja:

_ Kiayastewater (32)
K acleanwater

Another factor f§ corrects for the difference in DO
saturation value of clean water and wastewater:

C
ﬁ — Swastewater (3 3)

Scleanwater

Eq. (34) shows a temperature correction factor for
Kla

KlaTo = Klaz()(]@(T*zO) (34)

where
0 is the temperature correction factor for reaera-
tion, with a usual value of 1.024.

Kjar- 1s the overall mass transfer coefficient at 7°C
(time™'); and

Kiaro- 1s the overall mass transfer coefficient at
20°C (time™").

The standard oxygen transfer rate (SOTR) in clean
water can be calculated by knowing the average Kja in
the tank at 20°C and at zero DO concentrations:

SOTR = V(K|daCay)(kg O,/hr) (35)

where

V is the volume of the aeration tank;

Kiayy is the average Kja value in the tank (time™);
and

Csay 18 the average DO saturation value in the tank

(g/m’);

The field oxygen transfer rate (OTR) in wastewater
can be estimated from the SOTR by applying the
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appropriate correction factors:

BCs — C

5,20

»

OTR = oc( )1.024<T—2°>50TR (36)

where

C, is the DO saturation in clean water in the
aeration tank at the prevailing pressure and
temperature (g/m>);

C is the operating DO concentration (g/m’);

Cs0 18 the DO saturation in clean water at 20°C

(g/m’).

Details about different types of aeration system for
the activated sludge process can be found in Metcalf
and Eddy.!"

Mixing of the mixed liquor is also accomplished by
the aeration system. The mixed liquor solids must be
kept in suspension for proper operation of the process.
The mixing requirement depends on types of aeration
equipment, depth, and width of the tank. Typically, a
mixed liquor velocity of 0.15m/sec in the aeration tank
provides adequate mixing. For mechanical aerators,
power input of 16-30 W/m? is often specified for mix-
ing of biomass in the tank.[”!

DESIGN PARAMETERS

The design of an activated sludge system requires the
determination of the following items: aeration tank
volume V, oxygen requirement, daily sludge wasting
rate, and sludge recycle rate R.

The selection of the process 0. value usually depends
on past experience rather than kinetic considerations,
because use of kinetic equations gives a much smaller
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0. value.”! The 0, is selected to provide mixed liquor
that settles well in the settling tank. For a conventional
activated sludge process, it varies from 5 to 15 days!”)
(see Table 1). Once 6. has been selected, the tank
volume can be calculated from Eq. (11) for a comple-
tely mixed reactor or from Eq. (21) for a plug-flow
reactor. The constants Y, k4, k, and K, must be esti-
mated for calculating the volume V, and X must also
be selected. Typically, X in the aeration tank varies
from 1500 to 3000mg MLVSS/L. The selection of
the MLVSS in the aeration tank depends on the influ-
ent BOD load and desired U or 0. values. The oxygen
requirement for carbonaceous BOD removal can be
estimated from Eq. (17). The aeration equipment can
be selected to supply the needed oxygen based on
the manufacturer’s information. The sludge mass
wasted per day can be calculated from Eq. (15). The
volume of the wasted sludge will depend on the
settled sludge concentration and specific gravity of
the settled solids. The sludge recycle rate R depends
on the settled sludge concentration as shown in
Eq. (16). If the settled sludge concentration is low,
more sludge has to be recycled, making R greater.

Conventional activated sludge process loading rate
in terms of F/M ratio (mass loading; g BOD/g
MLVSS day) varies from 0.2 to 0.6. In some instances,
the loading rate is based on the tank volume. The volu-
metric loading rate in terms of BOD applied per unit
tank volume varies from 0.3 to 0.6kg BOD/m? day.l”!
The hydraulic residence time (V/Q) varies from 4 to
8 hr.

PROCESS MODIFICATIONS

Over the years, the conventional activated sludge pro-
cess has been modified to improve or to suit a specific
operational condition. Some of the more common
modifications are extended aeration process, contact

Table 1 Design and operating parameters for activated sludge process and its modifications

Hydraulic retention  F/IM (kg BOD/  Solid retention Volumetric loading

time, ¢ (hr) kg VSS day) time, 0. (day) rate (kg BOD/m? day) MLSS (mg/L)

Conventional plug-flow 4-8 0.2-0.4 5-15 0.3-0.6 1500-3000
Extended aeration 18-36 0.05-0.15 20-30 0.1-0.4 1500-5000
Contact stabilization 0.5-1.0% 0.2-0.6 5-15 1.0-1.2 1000-3000*

2-4° — — — 4000-9000°
Step aeration 3-5 0.2-0.4 5-15 0.6-1.0 2000-3500
Tapered aeration 4-8 0.2-0.4 5-15 0.3-0.6 1500-3000
High rate 2-4 0.4-1.5 5-10 1.6-16 3000-6000
Pure oxygen 1-3 0.25-1.0 3-10 1.6-3.3 3000-8000

“In contact tank.
°In stabilization tank.
(From Ref.m.)
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stabilization process, step aeration, tapered aeration,
high rate, and pure oxygen process.

Extended Aeration Process: This process is very
much like the conventional process but the loading
rates are much lower. The sludge age is high and the
hydraulic residence time is higher than the conven-
tional process. These conditions result in a better efflu-
ent quality, with some nitrification of the wastewater.
In addition, the process is quite stable under varying
loading rates, producing good settling sludge. The
design parameters for this process are given in
Table 1. The high hydraulic residence time increases
the capital and operating cost for the process. A mod-
ified configuration of this process is known as oxida-
tion ditch, where the mixed liquor is moved around a
racetrack style reactor. The movement of the waste-
water and aeration along the ditch is facilitated by a
brush type or vertical rotor aerator, which ensures a
fluid velocity of about 0.3m/sec so that the mixed
liquor solids are not settled out in the channels.

Contact Stabilization Process: In this modification
of the conventional process, the waste is contacted in
the aeration tank with the return sludge (which has
been previously aerated) for a relatively short time,
about 30-60 min. The mixed liquor is then separated
in a settling tank, with the settled sludge being aerated
in a separate tank for 3-6 hr before it is returned to the
aeration tank (see Fig. 5). The short contact time
allows the colloidal and particulate waste constituents
to adsorb onto the micro-organism flocs. The stabiliza-
tion of the adsorbed organic matter occurs when the
sludge is reaerated. By following this scheme, the over-
all tank volume requirement reduces by about 50%.5
The process is only successful where a large fraction
of the influent BOD is in colloidal or particulate form,
but for normal domestic wastewater it does not pro-
vide equivalent secondary treatment effluent quality.

Step Aeration: In this process, the influent feed is
introduced into the plug-flow reactor at two or more
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points, which distributes the organic load along the
length of the tank (Fig. 6). Thus, the oxygen uptake
rate along the tank length becomes more uniform
rather than high at the start and low at the end as in
the conventional system. This gives a better perfor-
mance during most operating conditions. All other
design parameters are the same as in the conventional
system as seen in Table 1.

Tapered Aeration: This process corrects the
problem of unbalanced aeration supply in a plug-flow
conventional activated sludge system by providing more
diffusers at the head end, which decrease progressively
along the length of the tank as the BOD concentration
decreases. The loading rates are the same as in a con-
ventional system (Table 1). This arrangement reduces
blower capacity and operating costs, and provides a
greater degree of operational flexibility.™ Fig. 7 shows
a schematic of the process.

High Rate: This process is characterized by a
shorter hydraulic retention time of the mixed liquor
in the aeration tank and a higher loading rate than
the conventional process. Consequently, the effluent
leaving the process is not as high a quality as in the
conventional process, i.c., it has a higher BOD and
suspended solids. It often precedes a second-stage
nitrification process.

Pure Oxygen Process: This process uses com-
pressed pure oxygen instead of air, resulting in
increased DO in the mixed liquor. Advantages include
reduced power for oxygen diffusion, faster rate of
organic matter stabilization, better settling sludge,
and the ability to treat higher BOD wastewater. The
process uses covered, completely mixed tanks in three
or four stages with oxygen gas and wastewater entering
at the head end. Each stage is mixed with a surface
aerator. The exiting offgas contains only about 10%
oxygen as the rest is used up in the biochemical
reactions inside the reactors. In recent practice, the
MLSS concentrations in the tanks vary from 1000 to

| Settling Tank |

Influent

Aeration contact tank

Stabilization Tank < W

Return
Sludge

Waste Sludge |

Fig. 5 Contact stabilization
process.
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21

Settling Tank

X

Effluent

Return Sludge

3000mg/L with DO levels typically in the range of
4-10mg/L.”! The hydraulic retention in the aeration
tank is usually 1-3 hr. The loading rate for this process
is higher than the conventional process, which requires
less acration tank volume than the conventional pro-
cess for comparable wastewater quality. The oxygen
needed for the process has to be produced in situ,
which increases the construction cost for the process.
The common methods for producing oxygen gas are
cryogenic process, pressure swing adsorption, and
vacuum swing adsorption. Details of these processes
can be found in Refl. There have been debates
whether these processes have significant advantages
over the conventional process. The consensus is that
the advantages, if any, are marginal at best.”) Nitrifica-
tion of the wastewater may occur as a result of higher
DO levels. The process does create foaming because of
Nocardia accumulation in the aeration tank. It can
also depress the pH of the mixed liquor as the CO,
formed is not stripped by nitrogen gas as with the air
diffusion system. The construction materials for the

Compressed Air Supply

Waste Slud i
hl Fig. 6 Step aeration process.

tank and accessories have to be selected properly as
the atmosphere inside is more corrosive.”!

OPERATIONAL PROBLEMS

The activated sludge plant often has operational
problems, which could be attributable to unusual
characteristics of the influent wastewater or could be
because of improper design and operation. These
problems can be characterized by two factors: low
soluble BOD removal and poor settling of solids in the
secondary settling tank.

The low BOD removal could be caused by many
reasons such as higher influent organic loading, influx
of toxic or inhibitory chemicals, change of pH in the
aeration tank beyond the acceptable range 6.5-8.5,
insufficient aeration, and insufficient biomass in the
aeration tank.

An increased F/M ratio beyond the process design
value caused by higher influent BOD concentration

/

F— Wy vvy v v
4 >

Aeration Tank

Settling Tank

Effluent

Return Sludge

Waste Sludge

Fig.7 Tapered aeration process.
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could eventually cause low BOD removal. Increased
sludge recycle rate will increase process micro-
organism concentration and balance the F/M ratio,
which will correct the poor performance results.
Variable and shock influent organic loading rates
could also cause poor BOD removals. An equalizing
tank at the head end could minimize the effects of
shock or variable BOD influent conditions. Equalizing
tank equalizes the diurnal flow variations by providing
storage for the excess flow during peak flow hours and
a constant withdrawal throughout the day.

Toxic and inhibitory chemicals come as a result of
a spill or temporary problems at chemical or other
industrial plants discharging effluents into the sewer
system. Sewer use ordinance prohibits the discharge
of these materials; but in case of accidents these chemi-
cals can inhibit the activities of the micro-organisms in
the process. If detected early the wastewater containing
the toxic wastes can be diverted to a holding tank,
if available, and the unaffected micro-organisms can
be nurtured under proper environment till nontoxic
wastewater flow is resumed. In some cases where most
of the micro-organisms have been destroyed, later
external seed sludge may need to be imported to make
the process restart. Accidental discharge of acidic or
basic wastes from industries may change the waste-
water pH beyond the acceptable range of 6.5-8.5.
Prolonged operation of the process at these pH values
may affect the performance of the plant. Neutralizing
chemical may be needed to correct the pH to a safer
range.

In a conventional activated sludge plug-flow plant
with diffused aeration, the inlet end has a higher oxy-
gen uptake rate than at the end. In cases where the
influent BOD load exceeds the oxygen supply, oxygen
deficiency may occur and the effluent performance
could suffer. The effluent could be high in suspended
solids as well as BOD. This type of condition can be
remedied by changing the aeration system to the
tapered acration process mentioned earlier or changing
the feed introduction by following the step aeration
process. In addition, if the air blower capacity is lim-
ited, it can be replaced by a larger unit.

Insufficient biomass in the aeration tank could
occur if the return sludge pumps do not have
enough capacity to supply the increased sludge flow
needed at higher influent BOD loading conditions.
It could also occur if the settled sludge has a low
concentration because of poor settling properties
of the sludge, which would require a much higher
sludge return flow rate. Addition of larger sludge
return pump could help this situation to some extent
but may not be able to cope with poor settling
sludge conditions.

The problem of poorly settling sludge in the second-
ary settling tank could be caused by two separate
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conditions. The first, known as “bulking sludge,”” is
the most common problem of the activated sludge
plants. The sludge does not settle well in the tank,
giving a low solids concentration to the settled sludge.
This requires a much larger amount of the settled
sludge recycle rate to maintain a set MLSS level in
the aeration tank. In some extreme cases where the
sludge is too bulky, no amount of sludge recycling
can maintain the process performance. The escape of
unsettled sludge through the settling tank weirs can
cause higher than the required BOD and suspended
solids concentrations. Common factors that cause
bulking are nutrient (N and P) deficiency, addition of
septage to the influent, insufficient aeration capacity,
low pH conditions, and influx of toxic wastes. The
nutrient deficiencies of the influent wastewater can be
fixed by adding appropriate amounts of nitrogen and
phosphorus compounds. A preaeration system inclu-
ded for the septage before it enters the aeration tank
could reduce its adverse impacts. Adding additional
aeration capacity or modifying the aeration system to
tapered aeration could reduce the problems of bulking
sludge caused by insufficient aeration capacity. Low
pH could occur from the entry of some industrial
acidic wastes with the influent wastewater. This can
cause the growth of fungi, which are filamentous, and
bulking. Proper pH control can overcome this pro-
blem. Inadvertent influx of toxic wastes to the plant
could also cause a change in the biota of the process
and eventually cause bulking. The control of entry
of such wastes can correct this problem. In some
situations where the bulking is caused by the growth
of filamentous organisms, the addition of an oxidizing
agent such as chlorine or hydrogen peroxide can sele-
ctively reduce their numbers and solve the problem.
Chlorine doses from 0.1 to 2.5g Cl,/kg of returned
sludge dry mass have been successful in controlling
sludge bulking.!®

The other sludge settling problem is called “rising
sludge.”” In this case, settled sludge flocs tend to float
up to the top giving it the name. This occurs in situa-
tions where the wastewater is nitrified to a great extent
with nitrate-N present in the liquid phase. The environ-
ment at the bottom of the settling tank is suitable for
denitrification of the nitrate molecules, i.e., anoxic
conditions with organic carbon available from sludge
deposits. Under these conditions, nitrogen gas bubbles
are formed from nitrate molecules that attach onto the
sludge flocs to float them to the top. By reducing the
length of time the settled sludge stays at the settling
tank bottom and by increasing the sludge recycle rate
to the aeration tank, denitrification can be reduced in
the settling tank.®! In addition, if nitrification is not
needed, increased organic loading rate to the aeration
tank can reduce nitrification and remove the rising
sludge problem.
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CONCLUSIONS

Activated sludge process is one of the most common
secondary treatment processes available for treating
wastewater. It depends on the microbial metabolism
of soluble and colloidal organic matter in the presence
of dissolved oxygen and nutrients. The resulting bio-
mass from the process is subsequently settled in a set-
tling tank and a portion of the settled biomass (sludge)
is recycled back to the aeration tank. Excess biomass
from the process is further treated before disposal.
The process in combination with the primary treat-
ment can remove up to 90+% of the incoming
carbonaceous BOD and suspended solids. Under some
conditions, it can also convert influent ammonia to
nitrate, i.e., nitrification. The reactors used for the aera-
tion process could be plug-flow or completely mixed
type. In most cases, plug-flow configuration is used.
The design of the reactor depends on the biokinetic
parameters of the mixed micro-organisms developed
in the aeration tank for the type of wastewater entering
the system. The design of the system requires the
determination of the following items: aeration tank
volume, oxygen requirement, daily sludge wasting,
and recycling rates.

Many modifications for the conventional process
have been proposed for improving the system or for
treating a specific type of wastewater. These modified
processes are extended aeration, contact stabilization,
step aeration, tapered aeration, high rate, and pure
oXygen process.

Operational problems to activated sludge process
can cause low soluble BOD removal and poor settling
of the sludge in the secondary settling tank. The rea-
sons for these problems could be because of unusual
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characteristics of the influent wastewater, or improper
design and operation.
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INTRODUCTION

The separation and purification of fluid mixtures (gas
or liquid) by adsorption is a major unit operation in
the chemical, petrochemical, environmental, pharma-
ceutical, and electronic gas industries. A list of the
key commercial applications of this technology is given
in Table 1. The phenomenal growth in the develop-
ment of this technology is demonstrated by Fig. 1,
which shows a year-by-year tally of U.S. patents issued
between 1980 and 2000 on five different topics of
adsorption."! The total number of patents is over-
whelming.

ADSORPTION AS A SEPARATION PROCESS

Adsorption is a surface phenomenon. When a multi-
component fluid mixture is contacted with a solid adsor-
bent, certain components of the mixture (adsorbates)
are preferentially concentrated (selectively adsorbed)
near the solid surface creating an adsorbed phase. This
is because of the differences in the fluid—solid molecular
forces of attraction between the components of the mix-
ture. The difference in the compositions of the adsorbed
and the bulk fluid phases forms the basis of separation
by adsorption. It is a thermodynamically spontaneous
process, which is exothermic in nature. The reverse
process by which the adsorbed molecules are removed
from the solid surface to the bulk fluid phase is called
desorption. Energy must be supplied to carry out the
endothermic desorption process. Both adsorption and
desorption form two vital and integral steps of a practi-
cal adsorptive separation process where the adsorbent is
repeatedly used. This concept of regenerative use of the
adsorbent is key to the commercial and economic
viability of this technology.

Three generic adsorptive process schemes have been
commercialized to serve most of the applications
shown in Table 1. They include 1) temperature swing
adsorption (TSA); 2) pressure swing adsorption
(PSA); and 3) concentration swing adsorption
(CSA).>! The fluid mixture (feed) to be separated is
passed over a regenerated adsorbent (contained in an
adsorber vessel) to produce a stream enriched in the
less strongly adsorbed components of the mixture,
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followed by desorption of the adsorbed components,
which produces a stream enriched in the more strongly
adsorbed components of the mixture. The TSA pro-
cesses are generally designed for removal of trace
impurities from a mixture (gas or liquid), where the
desorption is effected by heating the adsorbent. The
PSA processes are designed for separation of the com-
ponents of a bulk gas mixture or for removal of dilute
impurities from a gas stream, where the desorption is
effected by lowering the gas phase partial pressure of
the adsorbed components within the adsorber. The
CSA processes are designed for separation of bulk
liquid mixtures, where the desorption is effected by
flowing a less selectively adsorbed liquid (eluent or
desorbent) over the adsorbent. Numerous variations
of these processes have been developed to achieve
different separation goals by using 1) different modes
and conditions of operation of the adsorption and
the desorption steps in conjunction with a multitude
of other complementary steps (designed to improve
separation efficiency and product quality); 2) different
types of adsorbents; 3) different process hardware
designs; 4) different process control logic, etc.

Several families of micro- and mesoporous adsor-
bents offering a spectrum of adsorption characteristics
are also available for these separations. Consequently,
the technology has been a very versatile and flexible
separation tool, which provides many different paths
for a given separation need. This availability of multi-
ple design choices is the driving force for innova-
tions."” Commercial success, however, calls for a
good marriage between the optimum adsorbent and
an efficient process scheme. Several emerging concepts
in this field can potentially expand its scope and scale
of application. These include 1) rapid PSA processes;
2) novel adsorber configurations; 3) use of reversible
chemisorbents; 4) adsorbent membranes; 5) simulta-
neous sorption and reaction, etc.[1

The design and optimization of adsorptive processes
typically require simultaneous numerical solutions of
coupled partial differential equations describing the
mass, heat, and momentum balances for the process
steps. Multicomponent adsorption equilibria, kinetics,
and heat for the system of interest form the key funda-
mental input variables for the design.'''? Bench- and
pilot-scale process performance data are generally
needed to confirm design calculations.
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Table 1 Key commercial applications of adsorption
technology

Gas separation
Gas drying
Trace impurity removal
Air separation
Carbon dioxide-methane separation
Solvent vapor recovery
Hydrogen and carbon dioxide recovery from

steam-methane reformer off-gas

Hydrogen recovery from refinery off-gas
Carbon monoxide-hydrogen separation
Alcohol dehydration
Production of ammonia synthesis gas
Normal-isoparaffin separation
Ozone enrichment

Liquid separation
Liquid drying
Trace impurity removal
Xylene, cresol, cymene isomer separation
Fructose—glucose separation
Fatty chemicals separation
Breaking azeotropes
Carbohydrate separation

Environmental separation
Municipal and industrial waste treatment
Ground and surface water treatment
Air pollution control
VOC removal
Mercury vapor removal

Bioseparation and pharmaceutical separation
Recovery of antibiotics
Purification and recovery of enzymes
Purification of proteins
Recovery of vitamins
Separation of enantiomers of racemic compounds
Removal of micro-organisms
Home medical oxygen production

Electronic gas purification
Production of ultrahigh-purity N,, Ar. He, H,, O,
Purification of fluorinated gases NF3, CF,4, C,Fg, SiF,
Purification of hydrides NH;, PH3, ASH;, SIH,, Si,Hg

ADSORBENT MATERIALS

A key factor in the development of adsorption technol-
ogy for the fluid separation has been the availability
of appropriate adsorbents. The most frequently used
categories include crystalline materials like zeolites, and
amorphous materials like activated carbons, silica and
alumina gels, polymeric sorbents, and ion-exchange
resins. These materials exhibit a large spectrum of pore
structures (networks of micro- and mesopores of differ-
ent shapes and sizes) and surface chemistry (degrees of
polarity), which provide a large choice of core adsorptive
properties (equilibria, kinetics, and heat) to be utilized in

Adsorption
U.S. Patent Survey
(1980 — 2000)
400 — . Total
(a) Gas Separation 3095
by Adsorption
(b) Liquid Separation 2204
by Adsorption
(c) Bioseparation 1913
by Adsorption
T 300 (d) WasteWater Treatment 586
> by Adsorption
> (e) Adsorption for Air Pollution 1164
g A 3
© P i
o [ f
@ 200 Fo H
2 PN ; ‘”M""('é)
° SN
]
2
£
3
=

Year >

Fig. 1 U.S. patent survey of adsorption topics.

the design of the separation processes. Table 2 lists some
of the physical properties of common adsorbents.

The microporous alumino-silicate zeolites (Types A,
X, and mordenite are frequently used) provide a vari-
ety of pore openings (3-10 A), cavity and channel sizes,
and framework Si/Al ratios. They are also available in
various cationic exchanged forms (Na, K, Li, Ag, Ca,
Ba, Mg), which govern their pore openings and cat-
ionic adsorption site polarities. They are highly hydro-
philic materials and must be dehydrated before use.
The amorphous adsorbents contain an intricate net-
work of micropores and mesopores of various shapes
and sizes. The pore size distribution may vary over a
wide range. The activated carbons and the polymeric
sorbents are relatively hydrophobic in nature. The
silica and alumina gels are more hydrophilic (less than
zeolites) and they must also be dehydrated before use.

Commercial adsorbents are generally produced in
bound forms (0.5-6.0 mm diameters) in regular particle
shapes (beads, pellets, extrudates, granules, etc.). The
purpose is to reduce pressure drops in adsorbers. Clay,
alumina, polymers, pitch, etc. are used as binders,
which typically constitute 10-20% (by weight) of the
final product. The binder phase usually contains a net-
work (arteries) of meso- and macropores (0.5-50.0 pm
diameters) to facilitate the transport of the adsorbate
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Table 2 Physical properties of some adsorbents
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NaX Zeolite

Molecular Sieve

(Bayer, BPL Carbon Carbon (Takeda, H151 Alumina Silica Gel (Grace,
Germany)® (Calgon, U.S.A.) Japan) (Alcoa, U.S.A.) U.S.A)
BET area (m*/g) — 1100 — 350 800
Pore volume (cm?®/g) 0.54 0.70 0.43 0.43 0.45
Bulk density (g/cm?) 0.65 0.48 0.67 0.85 0.77
Mean pore diameter (A) 7.4% 30 3.5 43 22

#Crystal pore aperture size.
®Manufacturer given in parentheses.

molecules from the bulk fluid phase to the adsorption
sites (within zeolite crystals and micropores of
amorphous adsorbents) and vice versa. Adsorption of
fluid molecules on the binder material is generally very
weak. Fig. 2 shows a schematic drawing of a bound
zeolite pellet depicting the pathways for transport of
the adsorbate molecules.

The vast majority of fluid separation by adsorption
is affected by the thermodynamic selectivity of the
adsorbent for certain components of the fluid mixture
over others. Physisorption is the dominant mechanism
for separation. Thus, it is governed by the surface
polarity of the adsorbent and the polarizability and
permanent polarity of the adsorbate molecules. All
adsorbate molecules, in this case, have access to the
adsorption sites. The separation can also be based on
a kinetic selectivity by the adsorbent where certain
molecules of the fluid mixture diffuse into the adsor-
bent pores faster than the others because of their
relative size differences. Size or steric exclusion of
certain components of a fluid mixture from entering
the adsorbent pores (typically for zeolites) is also pos-
sible. The last case is known as “molecular sieving.”’
Adsorbents may be energetically homogenous, con-
taining adsorption sites of identical adsorption energy
(heat of adsorption), or energetically heterogenous,

Binder

Zeolite
Micropores

Zeolite
Crystals

Zeolite
Pellet

containing a distribution of sites of varying energies.
The cause of adsorbent heterogeneity is generally
physicochemical in nature. It is created by a distribu-
tion of micro- and mesopores of different sizes and
shapes within the adsorbent particle as well as by a
distribution of adsorption sites of different surface
chemistry and polarity within the micropores.

An adsorbent is often tailor-made to suit a separa-
tion need or a process can be designed to best fit the
properties of an adsorbent. Special adsorbents are also
available for specific applications (e.g., removal of
mercury vapor, drying of reactive fluids, resistance to
acids, etc). More recently, adsorbents have been produ-
ced that use reversible chemisorption as the mechanism
for gas separation.!'¥ Creation of new adsorbents and
modification of existing adsorbents continue to be an
active area of research and development.

KEY ADSORPTIVE PROPERTIES
FOR SEPARATION

All practical adsorptive separation processes are carried
out using a stationary packed bed (adsorber) of the
adsorbent particles. Each particle is subjected to the
adsorption, the desorption, and the complementary

Meso-macropores
in Binder

Fig. 2 Schematic drawing of a
bound adsorbent particle.
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steps of the process in a cyclic fashion. The ad(de)-
sorption characteristics exhibited by the particle during
different periods of the cycle are governed by the multi-
component adsorption equilibria, kinetics, and heat for
the fluid mixture of interest under the local conditions
(e.g., fluid phase pressure, temperature and composition,
adsorbate loadings in the particle, and its temperature)
that the particle experiences. As these conditions can
vary over a wide range during a process cycle, it is
imperative that those adsorptive properties be accurately
known over that range for reliable process design.

ADSORPTION EQUILIBRIA

Adsorption equilibria determine the thermodynamic
limits of the specific amounts of adsorption (mol/g) of
a pure gas or the components of a fluid mixture (gas
or liquid) under a given set of conditions [pressure (P),
temperature (7'), and mole function (y; or x;) of compo-
nent 7] of the bulk fluid phase. The simplest way to
describe adsorption equilibria of pure gas i is in the
form of adsorption isotherms where the amount
adsorbed (n?) is plotted as a function of gas pressure
(P) at a constant temperature (7). The pure gas adsorp-
tion isotherms can have various shapes (Types I-V) by
Brunauer classification depending on the porosity of
the adsorbent (microporous, mesoporous, or nonpo-
rous) and the system temperature (below or above the
critical temperature of the adsorbate).”? However, the
most common isotherm shape is Type I, which is
depicted by most microporous adsorbents of practical
use. These isotherms exhibit a linear section in the very
low-pressure region (Henry’s law region) where the
amount adsorbed is proportional to the gas pressure
[(n?) = K;P]. The proportionality constant is called

Adsorption

Henry’s law constant (K;), which is a function of
temperature only. The amount adsorbed monotonically
increases with increasing pressure beyond the Henry’s
law region with a progressively decreasing isotherm
slope and finally the amount adsorbed asymptotically
approaches the saturation adsorption capacity (m;) of
the adsorbate. Figs. 3A and 3B show examples of
Type I isotherms for adsorption of pure N, and pure
O,, respectively, on various zeolites at 25°C.2 The
figures demonstrate that N, is more strongly adsorbed
than O, on all zeolites and their adsorption characteris-
tics are significantly affected by the structure of the zeo-
lite, as well as by the nature of the cation present in them.
The LSX zeolites in Fig. 3 represent X zeolite structure
with low Si/Al ratio. The amounts adsorbed of a pure
gas at any given pressure decrease with increasing
temperature because of the exothermic nature of the
adsorption process.

The equilibrium amounts adsorbed of component i
from a binary gas mixture (n;) are generally described
as functions of gas phase mole fractions (y;) at a constant
system temperature (7)) and total gas pressure (P).
An example is given in Fig. 4 for adsorption of binary
N>-0O, mixtures on Na-mordenite at various tempera-
tures where the total gas pressure was 1.0 atm.”) These
binary isotherm shapes are typical for Type I adsorption
systems on microporous adsorbents.

The relative adsorption between components i and
j of a gas mixture is expressed in terms of the selectivity
of adsorption (S;; = n;y;/n;y;). Component i is more
selective than component j if §;; > 1. The thermo-
dynamic selectivity decreases with increasing T for any
given values of n;. For adsorption on a homogenous
adsorbent at constant 7, S;; can be constant, increase,
or decrease with adsorbate loading depending on the
size differences between the molecules of components

A B
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: 0 2.0 ) 1.0 2.0 isotherms for (A) nitrogen and
P (atm) — P (atm) — (B) oxygen on various zeolites.
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Fig. 4 Binary gas adsorption isotherms for nitrogen (1) and
oxygen (2) mixtures on sodium mordenite.

i and j.I'" For adsorption on a heterogenous adsorbent,

S;; generally decreases with increasing adsorbate
loading.”! Table 3 gives a list of Henry’s law selectivity
(S;/ = K;/K;) for several binary gas mixtures at 30°C
on a zeolite and an activated carbon.”) The first-
mentioned gas of a pair is the more selectively adsorbed
component.

Separation of a gas mixture by a time dependent
kinetic selectivity [S;(f) = n{t)y;/n1)y;] has also been
used in practice when there is a difference in the rates
of adsorption of the components of the gas mixture.

Table 3 Selectivities of binary gas mixtures

Gas mixture 5A Zeolite BPL Carbon
CO,-CH,4 195.6 2.5
CO,-CO 59.1 7.5
CO-N, 330.7 11.1
CO,-H, 7400.0 90.8
CO-CH,4 33 0.33
CO-N, 5.6 1.48
CO-H, 125.0 12.1
CH4-N, 1.7 4.5
CH4-H, 37.8 36.6
N,-H, 22.3 8.2
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n{t), in this case, is the amount of component i
adsorbed at time .

Numerous models have been developed to describe
pure and multicomponent gas adsorption on porous
adsorbents. The analytical models are, however, most
useful for process design. A few analytical models for
Type I adsorption systems, which are thermodynami-
cally consistent, are given below:”

biPy; = 0;/(1 — 0;) (1)
Multisite Langmuir:
biPy; = 01‘/(1 - Zoi)ui @)

Martinez—Basmadjian:

biPy;, = {0,-/(1 — ZG,)[“} exp(—Zaivv[Q,-)
(3)

Toth: biPy, = 0,»/{1 - (Zei)k}l/k (4)

The frequently used Langmuir model describes
adsorption of equal-sized adsorbates (m; = m;) on
an energetically homogenous adsorbent. The multi-
site. Langmuir model is an extension to include the
effects of dissimilar adsorbate sizes (m; # m;). The
Martinez—Basmadjian model is a further extension to
include lateral interactions in the adsorbed phase.
The Toth model is developed to describe adsorption
of equal-sized molecules on an energetically heteroge-
nous adsorbent. The variables of Egs. (1)—(4) are the
fractional coverage of component i of the gas mixture
(6; = n;/m;) at P, T, and y;, the number of adsorption
sites occupied by the adsorbate type i (@;), the energy of
lateral interactions between i molecules in the adsorbed
phase (w;), the gas-solid interaction parameter for
component i (b;), and the adsorbent heterogeneity
parameter for all adsorbates (k < 1). The temperature
coefficient of the parameter b; is given by:

Langmuir:

b = b exp(q;/RT) (5)

where b? is a constant. ¢ is the isosteric heat of adsorp-
tion of pure gas i in the Henry’s law region. R is the gas
constant. The pure gas adsorption isotherms (9? vs. P)
for these models can be obtained by setting y; = 1.

The extent of specific equilibrium adsorption of com-
ponent i from a liquid mixture having mole fraction x;
for that component is expressed in terms of a variable
called the Gibbsian surface excess [1;¢ (mol/g)], which
is related to the actual amounts adsorbed by!'!

n; = n — (Zn,-)xi (6)

The surface excess of component i is equal to its actual
amount adsorbed (n§ ~ n;) only when x; < 1 and the
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component i is very selectively adsorbed (S; > 1)
over other components of the mixture.'>! The binary
liquid phase surface excess adsorption isotherm (n$
vs. x1) at a constant temperature (pressure is not a
variable) on a microporous adsorbent is often U-
shaped, as shown in Fig. SA. Component 1 is selec-
tively adsorbed if n§{ > 0. For adsorption of a dilute
solute from a liquid mixture, on a microporous solid,
the excess isotherm is similar in shape as Type I iso-
therm for vapor adsorption (as shown in Fig. 5B).
Numerous analytical models have also been devel-
oped for binary liquid phase surface excess isotherms.
A model equation that accounts for adsorbate size
differences, bulk liquid phase nonideality, as well as a
simplified description of adsorbent heterogeneity is

given below:!'®!

e m xn (S_H>l/(ﬁ1) - (S_L>1/(/f1)
P (Son — Sou) | a1 | \ Son SoL

as Son  SoL
(e S_>} 7

s _
(H) — (Suay + ap)* VP,
SoH

s
(_L> _ (Svar + ap)#VP
Sor

where the variable § = (m;/m»), a; is the activity of
component i in the bulk liquid phase, and Sy and
Son are the selectivities of adsorption of component 1
over component 2 at the limit of x; — 0 at the lowest
and the highest energy sites of the adsorbent.
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HEAT OF ADSORPTION

The pertinent thermodynamic variable to quantita-
tively describe the thermal effects in the exo(endo)
thermic gas ad(de)sorption process is called the iso-
steric heat of adsorption.'”! The isosteric heat of
adsorption of component i of an ideal gas mixture
(¢;) at adsorbate loading of n; and temperature T is
given by the following thermodynamic relationship:!'”

©)

Gilny) = W{M}m

oT

Eq. (9) is frequently used to obtain the isosteric heat of
adsorption of a pure gas i (¢") as a function of n? and T
from measured isotherms at different temperatures (y;
is equal to unity in that case). Estimation of isosteric
heat of adsorption of component i of a gas mixture
by using Eq. (9) is, however, not practical and they
must be obtained by calorimetric measurements. In
the absence of lateral interactions, the isosteric heat
of adsorption of a pure gas on an energetically homo-
genous adsorbent is independent of adsorbate load-
ings. It remains constant at its value at the Henry’s
law region (q7) at all coverages. The presence of lateral
interactions between adsorbed molecules (pronounced
at higher coverages) can increase ¢ with increasing
n?. The isosteric heat decreases with increasing
adsorbate loading when the adsorbent is energetically
heterogenous. The isosteric heat is generally a very
weak function of T. Fig. 6 shows several calorimetri-
cally measured examples of these behaviors for adsorp-
tion of pure SF¢ on various micro- and mesoporous
adsorbents.'® The isosteric heat of adsorption of a
component of a gas mixture is equal to that of the pure
gas for adsorption on a homogenous adsorbent.
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Fig. 5 Binary surface excess isotherms for adsorption of liquid mixtures: (A) benzene (1) + cyclohexane (2) on silica gel and (B)

pyridine (1) + n-heptane (2) on silica gel and alumina.
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Fig. 6 Isosteric heat of pure SFg on various absorbents: (A) zeolites, (B) alumina, and (C) activated carbons.

However, the component isosteric heat of a mixture
can be substantially different from that of the pure
gas at the same loadings when the adsorbent is energe-
tically heterogenous.'”? Furthermore, the dependence
of component isosteric heat on the adsorbate loadings
can be very complex in that situation.!”!

HEAT OF IMMERSION

The thermodynamic property to quantify the heat
effects for ad(de)sorption of a liquid mixture is the
heat of immersion. Fig. 7 shows examples of heat of
immersion of binary benzene-cycloxane mixtures on
two activated carbons at 30°C.">! The corresponding
surface excess isotherms are U-shaped (e.g., see Fig. SA).
Benzene is the more selectively adsorbed species. The
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Fig. 7 Heat of immersion of binary liquid mixtures of
benzene (1) + cyclohexane (2) on activated carbons.

temperature coefficients of liquid phase adsorption
isotherms are generally much smaller than those for
gas phase adsorption. The temperature changes in a
liquid phase adsorber because of the ad(de)sorption
processes are also small owing to the high heat
capacity of the liquid.

ADSORPTION KINETICS

The actual kinetics of the ad(de)sorption process is
generally very fast (in the order of microseconds).
However, a significant resistance may exist for transfer
of the adsorbate molecules from the bulk fluid phase to
the adsorption sites inside the micropores of the adsor-
bent (see Fig. 2). For gas adsorption, these resistances
may be caused by 1) molecular diffusion through a
fluid film outside the adsorbent particles (for mixtures
only); 2) Knudsen diffusion through the meso- and
macropores of the adsorbent and the binder material
in parallel with surface diffusion of adsorbed molecules
on the walls of those pores (if any); and 3) activated
(hopping) diffusion of adsorbed molecules inside the
micropores. The same resistances exist for adsorption
of liquid mixtures except that the flow through the
meso-macropores of the adsorbent and the binder is
controlled by molecular and surface diffusion through
liquid filled pores. Additional mass transfer resis-
tance called “‘skin resistances’” at the surface of the
adsorbent particles or zeolite crystals has also been
observed.) Some or all of these processes are strongly
influenced by the local fluid phase concentration and
temperature within the adsorbent particle.

The magnitudes of gas diffusivities by different
mechanisms follow the order: meso-macropore gas
diffusivity (Dp) > surface diffusivity (Ds) in those
pores > micropore diffusivity (Dy,). For example, D,
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and D for adsorption of water vapor into the
mesopores of an activated alumina sample were ~5—
10 x 10%cm?/sec and ~3 x 10 °cm?/sec, respec-
tively.! The micropore diffusivity of water vapor into
the crystals of NaA zeolite was ~1 x 10~°cm?/sec.l)

The diffusivity of a liquid adsorbate through the
meso-macropores is much slower than that for a
gas. For example, the diffusivity of bulk liquid phase
water from ethanol into an alumina sample was
~6 x 1077 cm?/sec.!

The time constant for meso-macropore diffusion
into an adsorbent particle of radius R, is given by
(Dp/RIZJ). The time constant for micropore diffusion
into a pore (having a characteristic diffusional distance
of Ry,) is given by (Dn/R2). Because Ry, (1-2pm) is
typically much smaller than R, (1-2mm), the meso-
macropore diffusion generally controls the overall
mass transfer into a practical adsorbent particle, even
though D, < Dp. An exception will be the case
where the diameter of the adsorbate molecule is very
close to that of the micropore, so that D, is extraordi-
narily small, and the micropore diffusion becomes the
controlling mechanism. Table 4 shows the micropore
diffusivities of various gases in the Henry’s law region
into the crystals of several zeolites at 300 K.

The table shows the remarkable decrease in the
micropore diffusivity of a gas when its molecular
diameter approaches that of the zeolite pore. The
temperature coefficients of Dy and D, are given by
the Arrhenius relationship [Dg, Dy, = D°exp(—E/RT)]
because these diffusions are activated processes. E is
the activation energy for the diffusion process and D°
is a constant. These diffusivities can also be complex
functions of adsorbate loadings and compositions.!'”!

The most rigorous formulation to describe adsorbate
transport inside the adsorbent particle is the chemical
potential driving force model. A special case of this
model for an isothermal adsorption system is the Fickian
diffusion (FD), model which is frequently used to esti-
mate an effective diffusivity for adsorption of compo-
nent i (D;) from experimental uptake data for pure
gases.>!”) The FD model, however, is not generally used
for process design because of mathematical complexity.
A simpler analytical model called linear driving force
(LDF) model is often used.”” According to this model,
the rate of adsorption of component i of a gas mixture

Table 4 Examples of pure gas diffusivities into zeolites at 300 K*
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into an adsorbent particle of radius R is given by:!'!

dm; I _ _
T ki(n; — n;) + Zkij("} — 1) (10)

where 7; is the average adsorbate loading of component i
in the particle at time ¢. The variable 7} represents the
adsorbate loading of component i that would be in equi-
librium with the superincumbent gas phase conditions at
time t. k; and k;; are straight and cross mass transfer
coefficients for component i. Further simplifications
are often made by assuming that k;; = 0 and k; is a
function of T only. The relation between k; and D; is
generally given by K;; = Q(D;/R%), where Q is a con-
stant.”” A value of Q = 15 is often used even though
other values are also possible.”” A parallel formulation
called the surface excess linear driving force (SELDF)
model for describing adsorption kinetics from liquid
mixtures using Gibbsian surface excess as the variable
has also been used successfully.™!

Table 5 shows examples of LDF mass transfer coef-
ficients for adsorption of several binary gas mixtures
on BPL activated carbon particles (6-16 mesh) at
~23-30°C." The data show that the mass transfer
coefficients are relatively large for these systems. There
is a scarcity of multicomponent adsorption equilibria,
kinetics, and heat data in the published literature. This
often restricts extensive testing of theoretical models
for prediction of multicomponent behavior.

DESCRIPTION OF SELECTED ADSORPTIVE
SEPARATION PROCESSES

Adsorption has become the state of the art technology
for many separation applications as listed in Table 1.
The more prolific areas include:

a. Drying of gaseous and liquid mixtures.

b. Production of oxygen and nitrogen enriched
gases from air.

c. Production of ultrapure hydrogen from various
gas sources.

d. Separation of bulk liquid mixtures where distil-
lation is not convenient.

Gas Kinetic diameter (f&) NaA Zeolite (4A) (mzlsec) Na-CaA Zeolite (5A) (mzlsec) Nax Zeolite (13X) (mzlsec)
N> 3.70 3.1 x 1071 1.1 x 10710 Fast

Kr 3.65 12 x 1077 — —

CH, 3.76 12 x 1079 6.0 x 1071 —

n-C4Hjio 4.69 9.6 x 107%° 15 x 107" 24 x 107"

“Effective crystal pore openings of 4A, 5A, and 13X zeolites are 4.0, 4.9, and 7.6 A, respectively.
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Table 5 Examples of binary LDF mass transfer coefficients
on BPL carbon

Gas mixtures kiq (sec™h) ks (sec™h)
CO, (1) + He (2) 0.44 —
CH4 (1) + He (2) 1.42 —
N, (1) + He (2) 3.33 —
CO, (1) + CH4 (2) 0.35 0.76
CO, (1) + N, (2) 0.35 0.66

There has been extensive research and development
in all of these areas during the last 30 yr. For example,
topics (a)—(c) alone have generated more than 600 U.S.
patents during the period 1980-2000.!" They have been
assigned to 160 different corporations around the
world. For the sake of brevity, only a selected few
commercial processes will be discussed here.

Adsorptive Drying

Both TSA and PSA processes are commercially used
for removal of trace or dilute water contamination
from a gas. They are commercially designed to handle
1-40,000 ft* of feed gas per minute. The basic steps of
a conventional TSA process consists of: 1) flowing the
contaminated gas over a packed bed of a desiccant
(silica gel, alumina, zeolite) at a near-ambient tempera-
ture and withdrawing a dry product gas until the
moisture concentration in the product gas rises to a
preset level; 2) heating the adsorbent to ~150-300°C
by flowing a hot dry gas countercurrently through the
dbed and rejecting the water laden effluent gas; and
3) cooling the bed to feed gas temperature by counter-
currently flowing a dry gas through the bed at feed gas
temperature while rejecting the effluent gas. The cycle
is then repeated. A part of the dry gas (~10-30%)
produced in step 1 is generally used to supply the gas
for steps 2 and 3. The effluent gas from step 3 is often

TSA Gas Dryer

|
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heated to supply the gas for step 2. Fig. 8A is a
schematic diagram of a three-column TSA gas drying
unit. The total cycle time (all steps) for TSA processes
generally varies between 2 and 8 hr. A typical dynamic
water removal capacity of an alumina dryer is ~5-15%
by weight. Product gas dew points of less than —40°C
can be easily obtained. Many different process modifi-
cations like thermal pulsing, elimination of the cooling
step, lower temperature regeneration, etc. are also used
for decreasing the costs of drying.!

The TSA dryers for liquid mixtures use similar pro-
cess steps to those used for gas dryers except that the
adsorbers are first drained to remove the void liquid
before they are heated countercurrently using a hot
gas. Heating vaporizes the adsorbed water as well as
liquid films adhering to the adsorbent particles. The
hot effluent gas is cooled to condense out the compo-
nents of the feed liquid mixture. The adsorber is then
cooled by countercurrently flowing a cold gas and
refilled with dry liquid before starting a new cycle.!*!

The basic steps of a conventional PSA gas drying
process (Skarstrom cycle) consists of: 1) adsorption
of water vapor from the feed gas by flowing the gas
over a desiccant bed (silica gel, alumina, zeolite) at
an elevated pressure (say 5-15atm) and withdrawing
a dry product gas at feed pressure; 2) countercurrently
depressurizing the adsorber to near-ambient pressure
and venting the effluent; 3) countercurrently purging
the adsorber with a part of the dry gas produced by
step 1 at near-ambient pressure while venting the
effluent; and 4) countercurrently pressurizing the
adsorber with a part of the product gas from step 1.
Adsorption at a relatively lower feed gas pressure (1.3—
1.7 atm) and desorption under vacuum (both depressur-
ization and purge steps) are also practiced. Fig. 8B
is a schematic diagram of a two-bed PSA dryer. The
process can be used to obtain a very dry product (say
—60°C dew point). A typical process uses ~15-30% of
the dry product gas as purge. The total cycle times for
PSA processes generally vary between 2 and 6 min.!*!
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Air Fractionation

A large variety of PSA process concepts have been
commercialized for: 1) production of 23-95 mol% oxy-
gen using a N, selective (thermodynamic) zeolite; 2)
production of 99+ mol% nitrogen using an O, selec-
tive (kinetic) carbon molecular sieve; and 3) simulta-
neous production of 904+ mol% O, and 98+ mol%
N> using a N, selective zeolite from ambient air. Some
of these concepts are called vacuum swing adsorption
(VSA) because the final desorption pressure is sub-
atmospheric. Commercial units are designed in the size
range of 0.012-100 tons of oxygen per day (TPD).””

A VSA process for production of 90% O, from air
using a LiX zeolite uses the cyclic steps of: 1) pres-
surizing the adsorber from an intermediate pressure
level (P;) to the final adsorption pressure level of Py
(~1.43atm) with compressed air; 2) flowing com-
pressed air feed at P, through the adsorber and pro-
ducing the 90% O, enriched product gas; 3)
countercurrently depressurizing the adsorber to near-
ambient pressure and venting the effluent gas; 4)
countercurrently evacuating the adsorber to a vacuum
level of Pp (~0.34atm) and countercurrently purging
the adsorber with a part of the O, product gas from
step 2 at that pressure while venting the effluent gas;
and finally (5) countercurrently pressurizing the adsor-
ber from Pp to P; using a part of the product gas. The
cycle is then repeated.”” Using a total cycle time of
70 sec, the O, productivity by the process, in terms of
bed size factor (BSF), was 8301b of zeolite per TPD
of oxygen. The total power requirement was
11.6kW/TPD when the product O, gas was delivered
at a pressure of 6.45atm by recompression.*”

The LiX zeolite is currently favored for O, produc-
tion. Table 6 demonstrates its superiority over other
zeolites for making 90 mol% O, from air using a specific
VSA cycle operating between final adsorption and des-
orption pressures of 1.48 and 0.25atm, respectively.**!

The Carbon Molecular Sieves (CMS) contain con-
stricted pore mouths that permit the slightly smaller
O, molecules to diffuse into the pores of the carbon
faster than the N, molecules from air. This produces
an O, enriched adsorbed phase based on kinetic selec-
tively when the CMS is contacted with air for a short
period of time. The material has practically no thermo-
dynamic selectivity for either gas.”" A simple four-step
PSA process using a CMS consists of: 1) passing
compressed air into the adsorber to pressurize it to
P, and then withdrawing a N, enriched product gas
at that pressure; 2) connecting the adsorber with
another adsorber that has completed step 3 below, to
pressure equalize the adsorbers; 3) countercurrently
depressurizing the adsorber to near-ambient pressure
and venting the O, enriched gas, and finally 4) pressure
equalizing the adsorber with the companion adsorber,

Adsorption

Table 6 Comparative performance of various zeolites for
O, production by a VSA process

Zeolite BSF Energy of separation
NaX 1.00 1.00
CaX 1.28 1.78
LiX 0.51 0.88

which has completed step 1. The cycle is then repeated.
Using a feed air pressure of ~8.1atm (=P,), the
process could produce a 99.0mol% N, product gas
with a N, recovery of 49.4% from the feed air. The
N, productivity was ~92 ft*/hr per cubic foot of
adsorbent.**! The O, enriched waste gas contained
33.8% 0O,. The N, productivity and recovery were
reduced to 73% and 39.2%, respectively, when its purity
was raised to 99.5mol%. Other process cycles have
been designed using CMS adsorbents to raise the
N, product gas purity above 99.9 mol%."*"

Production of Hydrogen

The most common industrial method to make ultra-
pure hydrogen is by steam-methane reforming (SMR)
using a catalyst at the temperature 890-950°C. The
reformed gas is then subjected to a high temperature
water gas shift (WGS) reaction at 300-400°C. The
WGS reactor effluent typically contains 70-80% Ho,
15-25% CO,, 1-3% CO, 3-6% CH,, and trace N,
(dry basis), which is fed to a PSA system at a pressure
of 8-28 atm and a temperature of 20-40°C for produc-
tion of an ultrapure (99.99+ mol%) hydrogen gas at
the feed pressure. Various PSA systems have been
designed for this purpose to produce 1-120 million
cubic feet of H, per day.

A popular PSA cycle called polybed process consists
of 11 cyclic steps.”! They include: 1) passing the feed
gas at pressure Pr through a packed adsorbent column
and withdrawing the high-purity H, product gas;
2) cocurrently depressurizing the adsorber from pres-
sure Pg to P; while producing a stream of essentially
pure H,; 3) further cocurrently depressurizing the
adsorber from pressure P; and Py; and withdrawing
another stream of H, enriched gas; 4) even further
depressurizing the adsorber cocurrently from pressure
Pr; and Ppp and again withdrawing a stream of H,
enriched gas; 5) countercurrently depressurizing the
adsorber from pressure Py; to a near-ambient pressure
(Pp) and venting the effluent gas; 6) countercurrently
purging the adsorber with a stream of essentially pure
H, produced by a companion adsorber undergoing
step 4; 7) countercurrently pressurizing the adsorber
from Pp to Py by introducing the effluent gas from
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another adsorber carrying out step 3; 8) further
pressurizing the adsorber countercurrently from
pressure Py and Py using the gas produced by another
adsorber undergoing step 2; and 9) finally pressurizing
the adsorber countercurrently from pressure P; to Pg
using a part of the product gas produced by another
adsorber carrying out step 1. The cycle is then repeated.
Increasing the pressure ratio between the feed gas and
the purge gas (Pr/Pp) generally improves the separa-
tion performance of the PSA process by: 1) providing
higher specific adsorption capacities for the selectively
adsorbed components of the feed gas during the
adsorption step (thus reducing adsorbent inventory)
and 2) lowering the quantity of the purge gas required
for adsorbent regeneration (thus increasing product
recovery). However, increased feed gas pressure also
increases the void gas quantity inside the adsorber at
the end of the adsorption step, which: 1) increases the
amount of adsorbent needed to contain the impurities
during the subsequent cocurrent depressurization steps
and 2) increases product loss during the countercurrent
depressurization step. Consequently, there is an upper
feed gas pressure limit (typically <40atm) for opti-
mum operation of the PSA cycle.

The most distinguishing feature of the polybed
process is that step 1 is terminated when there is a
substantial adsorption capacity left for the feed gas
impurities inside the column so that these impurities
are removed from the expanding void gases in steps
2-4 to produce high-purity H, effluents. The adsor-
bers are generally packed with a layer of an activated
carbon at the feed end primarily for selective removal
of H,O and CO.. A layer of 5A zeolite at the product
end removes any remaining CO, CHy, and N,. These
adsorbents are chosen due to the ease of desorption
of the impurities from them. Fig. 9A shows a schematic
diagram of a polybed system containing nine parallel
adsorbers. Using a total cycle time of 13.3min, the
polybed process could produce a 99.999% pure H, pro-
duct from a WGS reactor effluent gas at 20.7 atm and
21°C with a H, recovery of 86.0%. The feed processing
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capacity was ~35 ft> of feed gas per cubic foot of total
adsorbent in the system /cycle.*%

Pressure swing adsorption processes are also
designed to produce high-purity (99.95+ %) H, pro-
ducts from refinery-off gases containing H, (65-90%)
and C1—Cs hydrocarbon impurities with high H, recov-
eries (~86+ %). Silica gel and activated carbons are
used as adsorbents.[*”!

Separation of Bulk Liquid Mixtures

A variety of simulated moving bed (SMB) processes
has been commercialized for adsorptive separation of
bulk liquid mixtures where distillation is not cost-effec-
tive. They are designed to process 100-120,000 tons of
bulk chemicals per year. Key examples include separa-
tion of: 1) n-paraffins from branched and cyclic com-
pounds; 2) olefins from paraffins; 3) xylene isomers;
4) glucose—fructose mixture; and 5) enantiomers of
racemic compounds. The SMB concept is based on
the principles of liquid phase chromatography. It uses
a stationary bed of an adsorbent with multiple inlet
and outlet ports along its length as shown by
Fig. 9B. Continuous countercurrent flow of the solid
and the liquid phases inside the adsorber is mimicked
by periodically moving the feed introduction and pro-
duct withdrawal points to and from the adsorber using
a rotary valve (RV). A weakly adsorbed desorbent
liquid (D) is continuously circulated through the col-
umn with a pump. The pump flow rate is periodically
changed with the change in the position of the RV.
The process splits a feed liquid mixture (A + B) into
two easy to separate liquid mixtures (A + D and
B + D), which can then be further separated by dis-
tillation, if needed. For example, an SMB process
could separate a n-paraffin + n-olefin feed mixture
of C1—Ci4 hydrocarbons containing ~9.0 wt% olefins
to produce an olefin enriched stream containing
~96.2% olefins with an olefin recovery of ~94.0%.
The paraffin enriched stream contained ~98.5wt%
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Fig. 9 Schematic drawings of (A) nine column polybed PSA and (B) SMB process with two distillation columns.
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paraffins. A hydrocarbon mixture of lower boiling
range was used as the desorbent liquid.[”! The preferred
adsorbent was NaX zeolite (caustic treated).*!

EMERGING ADSORPTIVE SEPARATION
PROCESSES

Design of new adsorptive process cycles using new (or
modified) and existing adsorbents continues to grow.
The following areas have attracted considerable atten-
tion in recent years.

Rapid PSA Cycles

The concept involves the use of faster cycle times
(seconds) than those for conventional PSA cycles
(minutes) to increase the productivity rate (volume
of product gas/volume of adsorbent/hour) by several
folds. This is achieved by operating an existing PSA
cycle faster using modified hardware or by designing
new process cycles using conventional hardware. An
example of the latter case is a rapid PSA (RPSA)
process for production of ~27.5% O, from air.?! It
uses multiple layers of a N, selective zeolite stacked
in a single adsorber vessel. The layers are cyclically
subjected to: 1) simultaneous air pressurization and
adsorption and 2) simultaneous depressurization and
back purging with O, product gas. Using a total cycle
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Fig. 10 Schematic drawings of
(A) radial bed adsorber and (B)
rotary bed adsorber.

time of 10sec, the O, productivity could be raised to
~2300 ft* /hr per cubic foot of adsorbent with an O,
recovery of ~64%. This productivity is an order of
magnitude higher than conventional PSA processes.””)

Radial and Rotary Bed Adsorbers

The maximum permissible gas flow rate through a con-
ventional packed bed adsorber is governed by pressure
drop, local fluidization, and channeling within the
column. Radial bed adsorbers are designed to circum-
vent some of these problems. The adsorbent is placed
in an annular section between two coaxial cylindrical
chambers with perforated walls, and the gas flows
radially through the arrangement. Fig. 10A is a
schematic drawing of a radial bed adsorber.”®! The
adsorber allows lower pressure drops, faster cycle
times, higher throughputs, and elimination of fluidi-
zation, but they are more expensive to build. Radial
beds have been used for both PSA and TSA processes.

The rotary bed adsorber (also called adsorption
wheel) is designed to provide a truly continuous TSA
system.*! It uses a shallow wheel-shaped adsorption
bed that continuously turns about an axis inside a fixed
supporting frame. A section of the wheel is used to
adsorb impurities from a feed gas while the other
section is used to thermally regenerate the adsorbent.
Fig. 10B is a schematic drawing of the adsorption
wheel arrangement. The adsorbent is made from a

Table 7 Separation performance of MSC membranes

Permeance of component 1

Mixture (Gas permeation unit) Selectivity of component 1
0, (1) + N> (2) 16.0 13.6
H, (1) + CH4 (2) 365.5 500.0
CO, (1) + CH4 (2) 91.0 50.0
Cs;He (1) + CsHg (2) 183.0 12-15




Adsorption

Table 8 Hydrocarbon rejections by SSF membrane

Hydrocarbons Feed gas (mol%) Rejections (%)
C;Hg 2-7 94
C;Hg 2-7 94.5
C,Hs 7-15 84-91
CHy 5-7 86-91
CH, 35-50 47-55

H, 14-30 —

honeycomb-shaped alumina substrate, which can be
coated with layers of different adsorbents. The rotary
adsorber has been designed for dehumidification
of gases, solvent vapor recovery, volatile organic
compounds (VOC) removal, gas deodorization, etc.

Hybrid Gas Separation Using Adsorption

Hybrid concepts combining the principles of selective
adsorption with those of membrane technology and
reaction engineering have been developed to enhance
the overall separation or reaction efficiency.'” Two
examples are given below.

Nanoporous Carbon Membrane

The nanoporous carbon membrane consists of a thin
layer (<10 pum) of a nanoporous (3-7 A) carbon film
supported on a meso-macroporous solid such as
alumina or a carbonized polymeric structure. They
are produced by judicious pyrolysis of polymeric films.
Two types of membranes can be produced. A mole-
cular sieve carbon (MSC) membrane contains pores
(3-5 A diameters), which permits the smaller molecules
of a gas mixture to enter the pores at the high-pressure
side. These molecules adsorb on the pore walls and
then they diffuse to the low-pressure side of the
membrane where they desorb to the gas phase. Thus,
separation is primarily based on differences in the size
of the feed gas molecules. Table 7 gives a few examples
of separation performance of MSC membranes.?”
Component 1 is the smaller component of the feed
gas mixture.

Table 9 Performance of SERP concept for H, production®
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The pores of a selective surface flow (SSF) mem-
brane are large enough (6-7 A) to permit all molecules
of a gas mixture to enter the pores. However, the larger
and more polar molecules are selectively adsorbed at
the high-pressure side. Then, they selectively diffuse
on the pore walls to the low-pressure side, where they
desorb into the gas phase. The adsorbed molecules also
block the passage of smaller molecules through the
void space within the pores. Thus, separation is
primarily based on selective adsorption and surface
diffusion. One key advantage of the SSF membrane
is that the smaller molecules of the feed gas mixture
(often the desired species) are enriched in the high-
pressure side, which reduces subsequent recompres-
sion, if needed. The membrane can be used to enrich
H, from mixtures with C;—C, hydrocarbons, separate
H, and CH,4 from H,S, and dehumidify a gas stream
at moderate feed gas pressures.’” Table 8 shows an
example of the performance of an SSF membrane in
treating a refinery waste gas (pressure ~3.5 atm) where
a hydrogen recovery of 60% was achieved.l*"’

Simultaneous Adsorption and Reaction

The concept is based on Le Chatelier’s principle that
the conversion of an equilibrium controlled reaction
as well as the rate of the forward reaction can be signif-
icantly enhanced by selectively removing one of the
reaction products from the reaction zone. A selective
adsorbent can be used for this purpose by mixing it
with the catalyst in a reactor. The adsorbent, however,
must be periodically regenerated. Such concepts are
often called “pressure swing reactors’” when the princi-
ples of PSA are used for regeneration.'” One example
is a cyclic process called sorption enhanced reaction
process (SERP), which was developed for producing
H, by SMR (CH, + 2H,0 < CO, + 4H,) using
an admixture of a conventional SMR catalyst and a
novel chemisorbent (K,COj; promoted hydrotalcite)
for selective removal of CO, from the reaction zone.
The process used steam purge under vacuum for regen-
eration of the chemisorbent. The process could directly
produce an essentially CO,-free H, product containing
~95% H, and 5% CHy at a feed pressure of ~26 psia
using a H;O/CH, ratio of 6:1 as feed. A CH4 to H,

Product composition (dry)

H, CH, CO, CO Conversion (%)
SERP concept 94.4% 5.6% 40 ppm <30 ppm 73.0
Conventional SMR 67.2% 15.7% 15.9% 1.2% 52.6

4T = 490°C, P = 26.1psia, H,O/CH,; = 6.1.
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conversion of ~73% could be achieved at a reaction
temperature of only ~500°C, which was much lower
than the temperature of a conventional SMR reaction
(~850°C). Table 9 describes the pilot test performance
of the SERP concept.!'*! It also shows the equilibrium
limitation of an SMR reactor operated without using
the concept. The advantages are obvious.

CONCLUSIONS

The range of applications for gas and liquid separation
and purification by adsorption is large and growing.
The strong research and development activity in this
area is facilitated by the flexibility of practical adsorp-
tive process designs such as pressure and thermal swing
adsorption, and SMB adsorption, as well as by the
availability of a large spectrum of new and old micro-
and mesoporous adsorbents.

The fundamental adsorptive properties governing
the performance of the separation processes are the
multicomponent equilibria, kinetics, and heat. A large
volume of data, as well as models to describe them,
exist in the published literature only for adsorption
of pure gases and binary liquid mixtures. Binary gas
adsorption data are sporadic. Multicomponent data
are rare. Existence of adsorbent heterogeneity can
introduce severe complexity in the multicomponent
adsorption behavior.

Despite these limitations, adsorption has become
the state of the art technology for many commercial
separations. Examples include: 1) gas and liquid dry-
ing; 2) production of oxygen and nitrogen enriched
air; 3) hydrogen purification; and 4) several bulk liquid
phase separations of close boiling compounds. Emer-
ging topics on adsorption research and development
include: 1) rapid pressure swing adsorption; 2) novel
adsorber configurations; 3) adsorbent membranes;
and 4) simultaneous reaction and adsorption.
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INTRODUCTION

Chemical oxidation technologies are defined as the
processes that use oxidizing agents to degrade or
transform complex hazardous chemicals to simpler
nontoxic ones. Advanced oxidation processes (AOPs)
constitute, in general, the generation and the use of
hydroxyl radicals (*OH) to oxidize hazardous chemi-
cals, which are otherwise very recalcitrant to conven-
tional oxidation processes.

Advanced oxidation processes have been used for
the treatment of drinking water, wastewater, and soil/
groundwater contaminated with unwanted and
hazardous substances. The processes are, in general,
based on the generation and the use of highly reactive
hydroxyl radicals (*OH) that react indiscriminately
with many organic and inorganic substances. This
entry provides the readers with an overview of such
AOPs in terms of fundamentals of the reaction
mechanisms and their application to drinking water,
wastewater, and soil /groundwater treatment processes.

REDUCTION AND OXIDATION

This section includes a brief technical discussion on
the fundamentals related to the basic reduction and
oxidation reactions.

Redox Reaction

A reduction and oxidation (redox, hereafter) reaction
is an electron transfer reaction between an oxidizing
agent and a reducing agent. Oxidizing agents (oxi-
dants) are substances that cause oxidation, whereas
reducing agents (reductants) are those that cause
reduction. Losing an electron is oxidation and gaining
an electron is reduction. Hence, oxidizing agents gain
electrons or are reduced and reducing agents lose
electrons or are oxidized. Oxidation state is a measure
of the charge on an atom in any chemical substance.
More information on the oxidation state of the
substance is addressed in the following section.

A redox reaction can be separated into a reduction
half-reaction and an oxidation half-reaction. In each of
these reactions, the number of electrons lost or gained
is equal to the change in oxidation state of the oxidized
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or reduced substances. Also, both reactions are needed
to be properly balanced.!'”!

Electrode Potential

The power of an oxidant or a reductant is measured
by the electrode potential of the substance.”’ Under
standard conditions, the electrode potential is defined
as the standard electrode potential, E°. Standard
conditions are the cases at 25°C, 1atm pressure, and
unit activity of all species. Table 1 lists the values
of E° for some chemical oxidants used in water and
wastewater treatment processes.

The standard free energy AG® is defined as follows:

AG® = —nFE° = —RT InK (1)

where n is the number of electrons transferred in the
redox reaction, F is Faraday’s constant (23,062.4 +
0.3cal/V/eq), R is the gas constant (1.9872cal/
deg/mol), and T is the absolute temperature (K). For
example, when water containing manganese ions is
ozonated under acidic conditions at 25°C, a reduction
half-reaction and an oxidation half-reaction can be
written, respectively, as follows:

5[03 + 2HT + 2 — O, + HQO] (2)
2[Mn** + 4H,0 — MnO; + 8H' + Se’] (3)

Consequently, the net redox reaction for such condi-
tions is as follows:

50; + 2Mn** + 3H,0 — 2MnO4~ + 6H*50, (4)

For the first reduction half-reaction [Eq. (2)] E° is
found to be 2.07V, and for the second oxidation
half-reaction [Eq. (3)] the value is obtained to be
(—)1.49V by reversing the sign of the E° value for the
reduction half-reaction of permanganate under acidic
conditions.""¥ Therefore, the value of E° for the net
redox reaction is the sum of two values [2.07 +
(—)1.49 = 0.58V]. The values of AG® and K of the
net redox reaction are calculated from Eq. (1) to be
(—)133kcal/mol and 5 x 1077, respectively, indicating
that the reaction is very favored thermodynamically.
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Table 1 Standard electrode potentials for selected
chemical oxidants

Standard electrode

Oxidants potentials (V)
Chloride 1.36
Hypochlorous acid 1.49
Permanganate 1.68
Hydrogen peroxide 1.78
Ozone 2.07
Hydroxyl radical 2.78

(From Refs.['2)

At conditions where the thermodynamic activities
of all substances are not unity (i.e., nonstandard condi-
tions), such concentration effects on redox potential
are expressed by the Nernst equation as follows:

RT
E=F — 5 p& (5)
nkF Aox

where a..q and a, represent the chemical activities of
all of the species that appear on the reduced side and
the oxidized side, respectively, in the redox reaction.

Analogous to pH, it is convenient to express the
activity of electron as pE because electron activities
may vary many orders of magnitude. In this sense,
the value of pE (pE° if at standard conditions) is
defined as follows:

E°/2.303RT E°

where a.- is the activity of electron in solution.
Accordingly, if the electron activity were increased by
a factor of 10, the pE value would be changed by
(—)1.0. For example, if E° (or pE°) for Egs. (2), (3),
or (4) is positive, the reaction will proceed to the right
direction as written because AG° becomes negative.
The greater the positive value of E° or pE°, the greater
the tendency of the reaction to proceed.

FUNDAMENTALS OF AOP

The use of chemical reagents with high oxidizing
potential is the most effective way of oxidizing sub-
stances. The most highly oxidizing reagent available
is the hydroxyl radical (*OH). In this regard, most
AOPs are performed in conjunction with the genera-
tion of *OH to initiate oxidations.

A radical is a compound containing an atom
with a single unpaired electron.™ Structurally, *OH
is a highly reactive radical because of its orbital
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characteristics. The four outermost orbitals of *OH
have only seven electrons so that it has a great
tendency to gain the eighth one to form the stable
state. In the presence of an organic contaminant(s),
°OH can abstract a hydrogen atom, thereby provoking
contaminant oxidation. Such abstraction reaction is
thermodynamically favored strongly, releasing about
119 kcal/mol of energy:

*OH + *H — H,0 AH = (—)119kcal/mol (7)

where AH is the enthalpy of the reaction. If the reac-
tion has a negative AH, the reaction releases the heat
of the reaction (i.e., exothermic reaction). Conversely,
if the reaction has a positive AH, it is called an
endothermic reaction.

The required dissociation energy (i.e., AH for
breaking bond) for a C-H bond ranges from 80 to
104 kcal/mol, depending on the C-H location from
which H is abstracted. In this regard, AH for the
chemical oxidation via H abstraction by *OH is nega-
tive so that the reaction is energetically permitted.!

In this section, brief fundamental reaction mecha-
nisms for each AOP are addressed. Included as AOPs
are individual and combinational processes in the
use of ultraviolet (UV) irradiation, catalyzed titanium
dioxide oxidation, Fenton’s reagent oxidation, ozona-
tion, peroxone oxidation, and permanganate oxidation.

Photochemical Oxidation

Ultraviolet and visible lights have sufficient energy to
alter the electronic configuration of a molecule that is
known to be at its ground state. When a molecule
absorbs light of energy hv, one of the two electrons
with opposite spin occupying the same orbital can be
promoted to a vacant orbital of higher energy. This
phenomenon is called electron transition, allowing
the molecule to be in an excited state. In some cases,
the promoted electron maintains a spin opposite to
that of its former partner, resulting in an excited singlet
state. At other times, a spin is reversed, leading to an
excited triplet state.[*)

The relative energies of the ground and excited
states are depicted in Fig. 1. The easiest electronic tran-
sition is the excitation of a nonbonded electron () into
a © antibonding orbital (i.e., n — =* transition). The
other one is excitation from a n bonding orbital to a
7 antibonding orbital (i.e., t — =* transition). Excita-
tion of an electron from a ¢ bonding molecular orbital
to a ¢ antibonding orbital (i.e., ¢ — ¢* transition) is
impractical. This is, for example, because in dilute aqu-
eous solutions the solvent is present at much greater
concentrations and would absorb most of the light.*!
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In general, a molecule in the ground state X absorbs
hv to produce an excited state Y* or Z* as follows:

hv

X — Y* — products (8)
Y — Z 9)
Z* — products or X (10)

Typical reactions of excited states include rearrange-
ment, abstraction, addition, and cleavage reactions.

Photocatalyzed Titanium Dioxide Oxidation

Titanium dioxide (TiO,) has been the most commonly
applied photocatalyst because of its chemical stability
and low toxicity. The decomposition of organic
contaminants in TiO, suspensions is initiated by
photogenerated electron/hole pairs as follows:1"!

TiO, % TiOs(e~ + h*) (11)

The holes (h") react with electron donors (H,O and
OH") or are adsorbed to TiO, to produce *OH
[Eq. (12)]. At the same time, dioxygen molecules react
with the electrons to yield superoxide radical anions
(*0O,7) [Eq. (13)], which are in turn protonated to
generate hydroperoxy radicals (HO,®) [Eq. (14)].

h* + Hy0 (or OHgypee ) — *OH + H* (12)
0, + e — *0y” (13)
'027 + H+ — HOQ. (14)

The surface of TiO, exhibits the positive charge
because of an excess of protons from H-O or in an

acidic solution. In this regard, *OH photogenerated
on the TiO, surface acts as the major oxidant for the
negatively charged contaminants that are attracted to
the TiO, surface via coulombic forces. Contaminants
can also be oxidized at the solution bulk phase as
follows:

*OH + compounds — products (15)

Oxidation in Use of Hydrogen Peroxide

The simplest way for the *OH generation is the direct
photochemical cleavage of H,O, as follows:™

H,0, % 2°0H (16)

However, the above theoretical amount of *OH quan-
tum yield can be reduced to about 0.5 because of
the radical-radical recombination [Eq. (17)] and other
scavenging compounds, such as H,O, itself [Eq. (18)]
and bicarbonate ions (HCO3 ™) [Egs. (19-21)]

*OH + *OH — H,0, (17)
*OH + H,0, — H,0 + HO,* (18)
*‘OH + HCO;~ — CO;™* + H,0 (19)
*OH + CO3* — CO;* + OH™ (20)

CO;* + H,0, — HCO;™ + °*0,” 4+ HT (21)

Another common method of generating *OH for the
oxidation of organic compounds is via Fenton’s
reagent. Fenton’s reagent oxidation involves the
decomposition of hydrogen peroxide in the presence
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of reduced iron salts into *OH.”! Hydrogen peroxide
(H,0,) reacts with ferrous iron (Fe’") to yield *OH
and ferric iron (Fe’") [Eq. (22)]; Fe’" is reduced back
to Fe?" via reaction with H,O, [Eq. (23)], the super-
oxide radical (*O,7) [Eq. (24)], or the perhydroxyl
radical (HO,®) [Eq. (25)], which is the protonated form
of *O,” (pK, = 4.8). The primary reactions are as
follows:

H,0, + Fe’* — Fe*' + OH™ + °*OH (22)
H,0, + Fe** — Fe*' + *0,” + 2H' (23)
*0,” + Fe** — Fe*' + 0, (24)
HO,* + Fe** — Fe** + HO,~ (25)

Hydroxyl radicals are highly reactive and are
involved in nonspecific reactions with a wide range of
compounds.'” These reactions involve moderate to
moderately high second-order reaction rate constants
(10’-10°M 'sec™!) between the radical and com-
pounds as shown in Table 2 and represent a promising
option for the remediation of hazardous chemicals.!'!)
Fenton’s reagent remediation is discussed in detail
later in this entry.

Ozonation

Ozone (O;3) can directly oxidize organic compounds.
Typical direct ozonation involves the insertion of the
O3 molecule into unsaturated carbon-carbon bond,
resulting in the formation of an ozonide. This direct
mechanism is very selective. The other mode of
oxidation is through the reaction with *OH, which is
generated via several Os-based reactions.!'”

Ozone is very unstable in water with the half-life
being in the range of seconds to hours. This is because

Table 2 Rate constants for *OH reactions with selected
environmental contaminants

Reactants Rate constants (M 'sec™!)
Benzene 78 x 10°
2-Chlorophenol 12 x 10
Naphthalene 5 x 10°
Nitrobenzene 3.9 x 10°
Phenol 6.6 x 10°
Tetrachloroethylene 2.6 x 10°
Toluene 3.0 x 10°
Trichloroethylene 42 x 10°
Vinyl chloride 12 x 10'°
(From Ref.l'%)
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the bonds that hold the O atoms together in Oj
molecule are very weak. The stability of ozone is
largely dependent on the pH of the water. In fact,
hydroxide ions play an important role and accelerate
the O3 decomposition as follows:

O3 + OH™ — HO;” + Oy (26)
O; + HO,” — *0O,” + *OH + O, (27)

O; + °0O;7 — °037 + 0O, (28)

Peroxone Oxidation

Ozone decomposition can be accelerated by the
addition of H,0O,. The reaction between H,O, and
O3 is known to produce the *OH. This reaction is
called peroxone.'*! The formation of the *OH during
peroxone oxidation is as follows:

H,0, + H,0 — HO,” + H;O" (29)
O; + HO,~ — HO,® + *05" (30)
HO," — H' + *0, (31)
0" + 03 — ‘03 + O, (32)
*0;~ + H' — HO;" (33)
HO;* — O, + "OH (34)

As such, the peroxone process results in the forma-
tion of *OH through the reaction of O; with H,O,. A
difference between the ozonation and peroxone
process is that the former relies mainly on the direct
oxidation by O, whereas the latter depends primarily
on the oxidation with *OH. The Oj; residual in the
peroxone process is short-lived because the O3 decom-
position is accelerated by the addition of H,O,, leading
to a more reactive and faster oxidation in the peroxone
process compared to the ozonation.

Permanganate Oxidation

Oxidation of organic chemicals using permanganate
(MnOy ", either as potassium permanganate, KMnOy,
or sodium permanganate, NaMnQ,) involves, in
general, direct electron transfer rather than free
radical processes. The primary redox reactions for
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permanganate are pH-dependent as follows:!'¥

MnO,~ + 8H' + 5S¢~ — Mn’>" + 4H,0
(for pH < 3.5) (35)

MnO4s~ + 2H,0 + 3e~ — MnO,(s) + 40H"
(for3.5 < pH < 12) (36)

MnO;~ + e~ < MnO4* (forpH > 12)  (37)

The basic reactions involved in KMnQO, oxidation
in the presence of water are as follows:

RH, + 2KMnO4 + 4H,0
~. ROH + 2MnO, + 2KOH (38)

For example, the stoichiometric reaction for the
complete destruction of trichloroethylene (C,HCl;) is
as follows:

2KMnO4 + C,HCl;s
— 2C0, + 2MnO, + 2K* + H' + 3CI°
(39)

Similar to the scavenging reactions in Fenton systems,
in permanganate systems, there is a background oxidant
demand that imposes a demand on the permanganate
ion, which in turn reduces process efficiency. This
demand, resulting from reaction with a wide range of
reduced, naturally occurring chemical species, can
often be greater than the demand imposed by the
target contaminant to be oxidized. Permanganate is
more expensive (KMnO,—$1.40/1b, $162/1000eq;
NaMnO,—$5.95/1b, $620/1000eq) than H,0,
(50.26/1b; $39/1000eq). For further information on
principles and practices of permanganate oxidation,
the readers are highly recommended to refer to Ref.'*.

APPLICATION OF AOP

This section provides brief examples of the application
of AOPs to the treatment of drinking water, waste-
water, and soil/groundwater contaminated with
unwanted and/or hazardous materials.

Drinking Water Treatment

The application of O3 in drinking water treatment is
prevalent because of its capability of disinfection and
oxidation."” Ozone, as a disinfectant, is unstable in
water and undergoes reactions with water components,
whereas Oz decomposes to *OH so that advanced
oxidation occurs. Unfortunately, undesired oxidation/
disinfection by-products (DBPs) can be formed from
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the reaction of O3 and *OH with water matrix compo-
nents. Such organic and inorganic DBPs can be treated
with a subsequent treatment process, such as biological
filtration. Care should be taken during ozonation of
bromide-containing waters, which forms bromate that
is not degraded by biological means. In addition,
micro-organisms such as Cryptosporidium parvum
oocysts are so resistant against disinfection that higher
O; exposures are required and in turn more DBPs are
formed.!'!)

In an attempt to remove arsenic from potable muni-
cipal water and groundwater, Krishna et al. employed
the treatment with Fenton’s reagent followed by
passing through iron scrap.'® Their results indicated
that the two-stage approach was capable of removing
2.5mg/L arsenic to lower than the United States
Environmental Protection Agency’s (USEPA) guide-
line value of 10 pug/L.

Wastewater Treatment

Arslan et al. have investigated the AOPs for the treat-
ment of reactive dye wastewater.”! The investigators
found that all investigated AOPs (e.g., UV/H,0,,
photo-Fenton, UV/TiO,) were capable of completely
decolorizing and partially mineralizing the dye waste-
water within 1hr. Among those processes, photo-
Fenton oxidation achieved the highest removal
efficiency.

Wanpeng et al. have also applied a Fenton reagent
oxidation for the treatment of a dye H-acid containing
wastewater.'’) These investigators found that the
process not only removed chemical oxidant demand
effectively, but also improved the biodegradability
by combining with the coagulation process.

Using a batch recycle mode, oily wastewater was
treated in the photoassisted advanced oxidation
systems.“sl Their results indicated that UV/H,O,
oxidized oily compounds into organic acids with the
efficiency being greater at acidic pH. The oxidation
rate was enhanced in the presence of Fe’ ™.

Ozone, H,0,, and UV irradiation were applied sepa-
rately and in all possible combinations for the treatment
of textile wastewater.'”) Among the investigated AOPs,
the most effective system was the simultaneous use of
all three agents (i.e., O3/UV/H,0,). Effective perfor-
mance was also achieved in combined treatment
03/H,0,. The authors pointed out that it was advisable
to assess the costs of different AOPs to make practical
comparison among the treatment schemes.!'”!

Soil and Groundwater Treatment

One of the commonly used methods of treating soil
and groundwater contaminated with hazardous
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materials is the use of catalyzed hydrogen peroxide in the
presence of iron species (i.e., Fenton’s reagent oxida-
tion). Watts et al. applied a higher H,O, concentration
than would be stoichiometrically required to oxidize
pentachlorophenol (PCP) in soil systems to enhance
mineralization.””! With a pH of 2-3 being an optimum
parameter, they achieved a rapid decrease in both PCP
and total organic carbon contents within 24 hr.

Photochemical oxidation processes have also been
used for the remediation of contaminated soil and
groundwater environments. For example, Lewis et al.
documented a field evaluation of the UV/oxidation
technology (UV/0;/H,0,) to treat volatile organic
contaminants in groundwater.”!! Greater than 90%
removal efficiency was reported for most contaminants.

Another AOP commonly used in in situ oxidation of
contaminants in soil and groundwater environments is
the permanganate oxidation. Although the process is
active at most environmental pHs [Eq. (36)], Egs. (36),
(38), and (39) also indicate that manganese dioxide
(MnO,) is formed as a reaction by-product. Under most
environmental conditions (pH 3.5-12), MnO, is present
as a precipitate, i.e., MnO,(s). Under some conditions
where background oxidant demand is high and large
volumes and concentrations of MnQ, are needed,
accumulation of large quantities of MnOy(s) in the sub-
surface can have negative consequences. For example,
MnO,(s) encrustment on dense nonaqueous phase
liquids (DNAPLs) may interfere with mass transfer of
DNAPL components to the aqueous phase. Permeabil-
ity reductions in the porous media may result from the
formation of MnOx(s) on the well screen, sand/gravel
pack, or aquifer material. Permeability loss can also
result from the ion exchange of Na* or K for divalent
cations in the aquifer matrix. Undesirable reaction by-
products may result from the oxidation and mobilization
of metals or from the heavy metal content of the MnO,4
product itself. Finally, there is a secondary drinking
water standard established by the USEPA for manga-
nese (0.05mg/L) based on color, staining, and taste.
Manganese imparts a black to brown color to water,
can cause black staining on almost everything but glass,
and imparts a bitter metallic taste.

Advanced Oxidation Processes as Pretreatment
for Biological Treatment

Because of the presence of biorefractory materials, the
efficiency of the biological treatments is often hampered.
In general, AOP could reduce the toxicity that would
otherwise detrimentally affect the biological processes.
Additionally, AOP could transform biorefractory
materials to more biodegradable compounds.*>2?!

As such, the use of AOP as pretreatment for the
biological processes is promising. However, it should
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be noted that there is a great necessity to improve
our understanding of such combined chemical and
biological systems. This is because, for example, excess
hydrogen peroxide concentration may show toxicity to
the micro-organisms, and the by-products produced in
the advanced oxidation process may sometimes be
toxic to the micro-organisms as well.

FENTON’S REAGENT OXIDATION

This section introduces unconventional reaction mech-
anisms and the results of Fenton’s reagent oxidation.

Hydroxyl-Radical-Independent
Fenton Remediation

As mentioned earlier, the classical Fenton reagent oxi-
dation constitutes the generation of *OH as follows:!

H,O0, + Fe’* — Fe’* + OH™ + °*OH (22)

However, because of the small rate constant of the
above Fenton reaction (<10 M~ ' sec™"), the oxidation
of Fe** by *0,™ [Eq. (40)] may completely overshadow
the Fenton reaction and may have a significant role

because of its much higher rate constant
(~10"M'sec™).
*0,” + Fe’' — Fe*' + H,0, (40)

In Fe*"-aerobic condition, an iron-oxygen complex,
perferryl ion can be produced as an intermediate as
follows:

Fe?* + Oy « [(F82+— Oz) — (Fe3+—.02_)]
o F&* + *0,” (41)
A common representation of perferrylionis Fe> =0,
with the formal charge of iron as (4)5. Its high electron
affinity may replace *OH as the oxidant.

Another iron—-oxygen complex can be ferryl ion as
follows:

*0,” + Fe’* — Fe”* + 0, (24)
Fe’* + H,0, — Fe’*O + H,0 (42)
Fe’* + (Fe*'-0,) — (Fe*'—0,-Fe*")

— (2Fe**-0) (43)

A common representation of ferryl ion is Fe**=0 or
Fe’"—0, with the formal charge of iron (+)4. Like
perferryl ion, the high electron affinity of ferryl ion
may also replace *OH as the oxidant.
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A chelating agent diethylenetriaminepentaacetic
acid (DTPA) inhibits the reduction of Fe’" by *0,~
[i.e., prevents the reaction in Eq. (24) from going to
the right]. In comparison, ethylenedinitrilotetraacetic
acid (EDTA) stimulates the reduction of Fe’' by
*O," [Eq. (44)]. Hence, DTPA and EDTA reduce
and enhance the Fenton reaction, respectively
[Eq. (22)].24

(Fe*'—~EDTA) + *0,~
— 0, + (Fe*'—EDTA) (44)

H,0, + Fe’* — Fe’* + OH™ + °*OH (22)

Effect of pH on Fenton’s Reagent Oxidation

Reaction pH has been observed to significantly influ-
ence the degradation of organic contaminants. In most
cases, the optimum pH has been at 3.%% At lower pH
(ie., pH < 2.5), the rate and extent of oxidation
can decrease because of several reasons: (1) [Fe(Il)
(H,O)*" is formed, which reacts with H,0, more
slowly and therefore *OH is produced less; (2) hydro-
gen ions can scavenge *OH; and (3) the reaction of
Fe*t with H,0, is inhibited and therefore less Fe*"
is available for *OH production.!®!!

Despite pH 3 being recommended as the operating
pH, the percentage of Fenton destruction of 2-methyl-
naphthalene, n-hexadecane, and diesel fuel was higher
at pH 7 than at pH 2.7°% Beltran et al. also docu-
mented enhanced Fenton oxidation rates for polycyclic
aromatic hydrocarbons (PAHs) at pH 7 than at
pH 2.1%¢]

At pH higher than 8, Fe’" exists mostly as hydroxy
complexes like FeOH>" or Fe(OH),™ or as insoluble
Fe,05 or Fe(OH);. In addition, because the oxidation
rate of Fe?" with oxygen is proportional to the square
of the OH™ concentration [i.e.,(Con-)?], while that
with H,O, is only proportional to Coy-, the formation
of Fe’" complexes or hydroxides is favored at high pH
and *OH generation through the initiation reaction
Eq. (22) or (45) reduces. In this regard, even slower
and worse Fenton oxidation of PAHs was achieved
at pH 10 or higher than pH 7.

H,O0, + Fe’* — Fe’t + OH™ + °*OH (22)

H,0, + Fe(OH)" — Fe(OH), + 2°OH (45)
Effect of Fe Source on Fenton’s
Reagent Oxidation

Grigoropoulou and Philippopoulos reported that
ferric salts [Fe,(SO4); and FeCls] provided better
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oxidation rates of phenolic compounds than ferrous
ones [FeSO, and Fe(NHy),(SOy4),], and the nature of
the anions present did not affect the reaction rates.*”)
However, the use of iron salts has been limited mainly
because of formation of amorphous ferric hydroxide
precipitate at neutral and high pH values at the con-
centrations required for effective Fenton oxidation.

Recent studies have showed that catalytic chemical
oxidation can also occur by the interaction of H,O, with
iron oxide minerals, such as goethite (a-FeOOH). In
model subsurface systems using goethite, Watts et al.
reported an enhanced H,O, decomposition and nitro-
benzene oxidation at pH 7 than lower pHs.”® In a
heterogeneous Fenton-like reduction, Gurol and Lin
reported a lack of the pH effect in the range of 5-9 on
chlorobutane oxidation, although the decomposition
rate of H,O, was enhanced with increasing pH.*”!

Iron oxide surface can coordinate with protons and
hydroxide ions to form different surface groups.””

EFeHIOHz+ — =Fe'"OH 4+ H* (pK§1) (46)
=Fe'"OH ~ =Fe"'O~ + H (PK§2> (47)

where =Fe"'OH is the surface site of iron oxides, and
(pK?S)) and (pK?3,) are the surface acidity constants for
iron oxides. The protonated surface sites of iron oxides
(ie., =Fe™OH,") are expected to dominate at pH
below (pK?%), whereas the deprotonated surface (i.e.,
=Fe'0") would dominate at pH higher than (pKS,).
Accordingly, H,O, reacts faster with the negatively
charged, deprotonated surface sites than the positively
charged, protonated sites. As such, the rate of H,O,
decomposition and, consequently, the rate of *OH
generation was accelerated at a higher pH at the surface,
but this did not necessarily improve compound oxidation
because of a lesser number of target compound molecules
being held on the surface sites at a higher pH.*!

From the viewpoint of electron transfer phenomena,
the decomposition of H,O, can provide electrons
[Eq. (48)]. By gaining these electrons, Fe*™ are pro-
duced from the reductive dissolution of goethite under
acidic conditions [Eq. (49)]. Hydroxyl radicals are
therefore produced by the classical Fenton reaction

[Eq. (22)].

H,0, — 2H' + O, + 2¢ (48)

aFeOOH + 3H" + e — Fe’" 4+ 3H,0  (49)

H,0, + Fe’* — Fe’* + OH™ + °*OH (22)
The presence of Fe?" can also be attributed to the

redox reaction between the intermediate species from
the compound oxidation and the surface sites of
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the goethite. The following is an example from the
2-chlorophenol (2CP) oxidation.

2CP + *OH — H,O0 + °R (50)
*R + oFeOOH(;) — Fe*" + *RO + aFeOOH;, (51)

H,0, + Fe’* — Fe*' + OH™ + °*OH (22)

Therefore, 2CP oxidation reaction is sustained through
Egs. (50), (51), and (22).

Versatile Fenton’s Reagent Oxidation

As mentioned previously, *“OH is highly reactive and is
involved in nonspecific reactions with a wide range of
environmental contaminants. These reactions involve
moderate to moderately high second-order reaction
rate constants between radical and target contami-
nants and represent a promising option for the
remediation of hazardous pollutants.!!!’

Superoxide radical, Fe*", and the hydroperoxide
anion (HO, ") are potential reducing agents and may
facilitate reductive transformations of the contami-
nants. Therefore, in a treatment system generally
perceived to be oxidative, contaminant transformation
by reductive pathways may also occur. Indeed, reduc-
tive transformation of chloroaliphatic compounds
has been reported.’”) However, the specific mecha-
nisms and the environmental conditions in which they
are facilitated have not been identified or optimized yet
for contaminant transformation.

At many hazardous waste sites, codisposal of con-
taminants has occurred that require both reductive
and oxidative transformations. Under this set of condi-
tions, neither reductive nor oxidative transformations
alone are sufficient to achieve the treatment objective.
Rather than employing a complex sequence of
oxidative and reductive technologies, or vice versa,
the Fenton mechanism, if optimized, may be capable
of addressing both treatment needs.

CONCLUSIONS

The fundamental mechanisms involved in advanced
oxidations and the application of AOPs to the
treatment of environmental contaminants have been
introduced. As outlined earlier, AOPs are broadly
defined as the processes that generate *OH in sufficient
quantities to oxidize hazardous contaminants. The
generation of *OH is generally accelerated by combin-
ing individual (advanced) oxidation processes (e.g.,
0;/H,0,, UV/H,0,, UV/Fenton). Because AOPs
hold great promise of oxidizing refractory organic
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contaminants, extensive research efforts have been
conducted in application to the treatment of drinking
water, wastewater, and soil and groundwater con-
taminated with recalcitrant hazardous substances.
However, more research is still needed for better
understanding and control of the AOPs, which will lead
to an improvement of treatment efficiency and costs.
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INTRODUCTION

The alkaline Zn/MnQO, primary battery is one of the
important aqueous electrolyte primary battery systems
and has been widely and increasingly employed in
consumer and industrial markets, since its commer-
cialization in 1960. The total production volume of
alkaline Zn-MnO, batteries approaches about 12 billion
cells in 2001.1"" The alkaline Zn/MnO, battery can be
regarded as a variant and new development of the tra-
ditional Leclanche cell, which consists of Zn anode,
MnO, cathode and aqueous NH4Cl/ZnCl, electrolyte.
There are several major changes in the alkaline
Zn/MnO, battery when compared with the Leclanche
cell, which include electrolyte (change from acidic to
alkaline, typically, ~30% concentrated KOH solution),
the form of the cathode active material [change from
chemical manganese dioxide (CMD) to electrolytic
manganese dioxide (EMD) with higher purity], the
form of the anode active material (change from zinc
foil to zinc powder with large surface area), and the cell
structure,”™ As a result of these changes, the alkaline
Zn/MnO, battery demonstrates a number of advan-
tages over the Leclanche cell, which include higher
energy density, higher rate capability, longer shelf life
or lower shelf-discharge rate, better dimensional stabil-
ity,and others. Although these advantages are gained
at the expense of higher initial cost for battery manu-
facture, they make the alkaline battery an attractive
power source to replace at least in part the Leclanche
battery. Today, alkaline Zn/MnO, batteries are being
widely employed for various consumer products and
electronic devices, such as toys, camera flash, light flash,
radios, portable audio and video devices, and others.

CELL COMPONENTS AND CELL CHEMISTRY
Anode

The anode active material of the alkaline Zn/MnO,
cell is zinc powder with median particle diameters of
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about 200um. Different from zinc foil used in
Leclanche cells, zinc powders provide much higher sur-
face area for the anode, which can carry substantially
larger discharge current and, thus, effectively improves
the battery rate capability. Actual anode is a com-
pressed mixture of zinc powder, a polymer-based bin-
der (such as polyacrylate or carboxymethyl cellulose)
and the gelled electrolyte. The typical anode reaction
in the concentrated KOH electrolyte can be described
as follows:[*”]

Zn + 40H™ — Zn(OH),> + 2e~ (1)

It has been established that the actual anode reac-
tion is more complicated and it takes place through
the following mechanism: First, zinc is oxidized and
reacts with hydroxide ions OH™ to form a transient
intermediate zinc hydroxide Zn(OH),®! and then
Zn(OH), undergoes a dissolution process in the con-
centrated alkali solution to form zincate Zn(OH),*",
namely,

Zn + 20H™ — Zn(OH), + 2~ (2)
Zn(OH), + 20H~ — Zn(OH),*" (3)

Although dissolved Zn(OH),*~ can exist in concen-
trated KOH solutions at high concentrations, precipi-
tation takes place with continuing discharge once
Zn(OH),>~ in the solution approaches a certain con-
centration in the alkaline electrolyte. Normally, ZnO
is the precipitate in concentrated alkali solutions.”’ It
is known that the solubility of ZnO in alkali solutions
is only about one half of that of Zn(OH),,'” and the
overall reaction of the ZnO precipitation is as follows:

Zn(OH),>~ — ZnO + H,O + 20H~ (4)

This reaction takes place through a two-
step mechanism: when Zn(OH),>” in the solution
approaches a critical concentration at zinc surface
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(exceeds saturation with respect to Zn(OH),), Zn(OH),
is formed:

Zn(OH),>~ — Zn(OH), + 20H" (5)

Followed by a facile dehydration of Zn(OH), in con-
centrated alkali solutions with ZnO being the precipi-
tate, specially in the case of limited electrolyte:

Zn(OH), — ZnO + H,O (6)

In less concentrated alkali solutions, the rate of the
dehydration decreases, and thus, Zn(OH), becomes
a main precipitate, especially in the case of excess
electrolyte.'!]

Therefore, taking the ZnO precipitation reaction
into account, one can describe the overall anode reac-
tion of the alkaline Zn/MnO, cell as follows:

Zn + 20H™ — ZnO + H,O + 2¢~ (7)

Cathode

The cathode active material of the alkaline Zn/MnO,
battery is the EMD. Among various forms of MnO,,
gamma-MnQO, is believed to be an active form. The
EMD material has higher Mn content in its structure
and higher purity, when compared with the CMD
employed in Leclanche batteries, which helps reduce
gassing and improve battery energy density. The actual
cathode of the alkaline Zn/MnO, cell consists of
EMD, carbon (usually graphite), binder, electrolyte,
and selected additives. The cathode reaction at the first
stage of the discharge is an one-electron transfer reac-
tion to form manganese oxyhydroxide (MnOOH),!"?!
which can be described as follows:

MnO, + H,O + e — MnOOH + OH™ (8)

At the second stage of the discharge, the produced
MnOOH can be further reduced (discharged at a low
discharge rate and a lower cut-off voltage) to Mn3Oy:

3MnOOH + e~ — Mn;O4 + OH™ + H,O  (9)

which is equivalent to an additional 0.33 electron
reduction per mole MnO,.

Eq. (8) is a homogeneous proton-transfer reaction
because MnOOH forms a solid solution with MnQO,,
which results in a characteristic sloping discharge
voltage profile for the first stage discharge of the
alkaline Zn/MnO, cell, as shown in Fig. 1. Eq. (9) is
a heterogeneous reaction because Mn;O,4 has different
structure from that of MnOOH, therefore, the voltage
profile at this second discharge stage is quite flat. The
further reduction of MnOOH is a complex process,
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Fig. 1 Typical discharge curves of D size alkaline and
carbon-zinc cells at high rate (500mA). (From Ref.'¥l)
(View this art in color at www.dekker.com. )

and it is believed to place at least in part via the
following reaction scheme:

MnOOH + H,O + ¢~ — Mn(OH), + OH™
(10)

A dissolution—precipitation mechanism for this
reaction was proposed by Kozawa and Yeager.!'*!

Cell Reactions

Combining both anode and cathode reactions, the
overall cell reaction of the alkaline Zn/MnO, battery
can be described as follows:

1. At the first stage of the discharge (one electron
transfer per mole MnO,):

2MnO, + Zn + H,O = 2MnOOH + ZnO
(11)

2. The total cell reaction for 1.33 electron transfer
per mole MnO»,:

3MnQO, + 2Zn = Mn3;O4 + 2Zn0O (12)

The open circuit voltage (OCV) of the alkaline
Zn/MnO, cell is about 1.55V at room temperature.

Electrolyte

Concentrated KOH aqueous solution (35-52%) is used
for the electrolyte of the alkaline Zn/MnO, cell.
Certain amount of ZnO is usually added into the
electrolyte to suppress gassing process.'*! The electro-
lyte can be immobilized or gelled with addition of poly-
mer materials, such as carboxymethyl cellulose. The
major advantage of this electrolyte is that it has a high
ionic conductivity, which helps improve battery rate
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capability. In addition, this electrolyte is the source of
water that acts as not only the solvent, but also as one of
the reactants for the cell reactions, as discussed earlier.

Separator

Most commonly used separator materials for alkaline
Zn/MnO, batteries are nonwoven polymers, such as
cellulose, vinyl polymers, polyolefin, and others. The
separator materials must be chemically stable in con-
centrated KOH solutions and electrochemically stable
under both oxidizing and reducing conditions in the
cell. In addition to its good electronic insulation, phy-
sical strength, and porous structure, good wettability
to concentrated KOH solutions is especially crucial to
provide a good ionic pathway for the battery operation.

Additives

In order to suppress or inhibit zinc corrosion and
hydrogen evolution at zinc anode, a number of addi-
tives are selected and used for the anode. Because of
its high over potential to the hydrogen evolution reac-
tion, mercury is an effective gassing suppresser and
used to be widely employed in alkaline Zn/MnO,
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batteries. In the case of using mercury as anode
additive, zinc anode is usually amalgamated to certain
level of mercury content. With increasing environmen-
tal concern on mercury, manufacturers of alkaline
Zn/MnQO,; batteries have reduced mercury usage con-
tinuously and have developed mercury-free alkaline
Zn/MnQO, batteries, in which mercury is completely
eliminated and the anode is made of zinc alloys
with small amount of indium, bismuth, aluminum or
calcium, instead. In addition, some organic additives
have also been developed for the gassing inhibitor.

CELL CONSTRUCTION AND CELL DESIGN

There are two main cell constructions in consumer and
industrial markets for alkaline Zn/MnO, batteries.
The most common construction is the cylindrical cell,
which is most widely being used for various industrial
and consumer applications and it is generally categor-
ized as D, C, AA, AAA sizes. Fig. 2 shows the cross-
section of the typical construction of cylindrical cells.
It is noted that the cylindrical steel can functions as
both cathode current collector and the cell container.
The inner surface of the can is usually plated with Ni
or treated with conductive carbon coatings in order
to improve contact with cathode mixture. On the other
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Fig. 2 Typical cell construction
of the cylindrical alkaline cell.
(From Ref.['%)
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hand, the anode current collector is usually made of
brass strip or pins, and it is located in the center of
the cylindrical can as shown in Fig. 2. The second
major cell construction is the button cell, and its
structure is schematically shown in Fig. 3. In this con-
struction, there are two cups (anode cup at the top
and cathode cup at the bottom, and both are made
of stainless steel), a separator between them, and a thin
plastic gasket to provide seal. The button cell structure
is usually used for miniature cells that are widely
being used as power sources of many low-drain devices
such as memory back up, watches, calculators, and
others. There are also alkaline Zn/MnO, batteries,
typically, 9V batteries, with a rectangular shape.

The alkaline Zn/MnO, cell is usually designed as
“anode-limited”” in terms of input capacity, which
can prevent hydrogen gassing from the cathode, if
the capacity of the cathode is consumed first otherwise.

CELL PERFORMANCE
General Performance Characteristics

The alkaline Zn/MnO, battery has a superior perfor-
mance to the LeClanche battery. Table 1 summarizes
a comparison of some characteristics between these
two batteries.['”) Compared with Leclanche batteries,
alkaline Zn/MnO, batteries have significantly higher
energy density and power density because of its
special chemical and structural characters, as discussed
previously. The rate capability of alkaline Zn/MnO,
batteries is especially superior to LaClanche. A com-
parison of discharge curves between these two systems
is shown in Fig. 1.

Discharge Performance

Depending on applications, alkaline Zn/MnO,
batteries can be discharged under different conditions,
such as constant current, constant resistance, and con-
stant power. In case of the constant current discharge,
the capacity utilization can be affected by the applied
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Table 1 Typical performance characteristics of the alkaline
and the LeClanche batteries

ANODE CAP

AMNODE GEL

CATHODE PELLET

Alkaline LeClanche
Typical service 30 mAh to Several
capacity 45 Ah hundred mAh
Energy density, 150-440 150
wh/liter
Specific energy, 125-225 90
wh/kg
Operating —18°C to 55°C —5°C to 55°C
temp. range
Storage —40°C to 50°C —40°C to 50°C
temp. range
Low temp. Good Poor
performance
Internal resistance Very low Moderate
Gassing Low Medium
% capacity loss 1% 3%
per year at 0°C
% capacity loss 3% 6%
per year at 20°C
% capacity loss 8% 20%

per year at 40°C

current, and it decreases with increasing currents, as
shown in Fig. 4 for Energizer’s alkaline Zn/MnO,
batteries. From Fig. 4, it is seen that the capacity utili-
zation is relatively stable at low and medium currents,
but it decreases rapidly when the current drain rate
approaches 100mA or higher. Besides, the discharge
voltage decreases gradually with increasing current
drain rates. On the other hand, the discharge capacity
is also dependent on the cut-off voltage, with decreas-
ing cut-off voltages, the capacity increases quite signif-
icantly, and this feature is also shown in Fig. 4.

Impact of Temperature on the Discharge

Normal operational temperature range of the alkaline
Zn/MnQO, battery is —18°C — +55°C (0°F-130°F).

+——— CATHODE CAN
—— SOAKUP-SEPARATOR
—— CELLOPHANE

Fig. 3 Typical cell construction of the button
alkaline cell. (From Ref.l'¥])
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Fig. 4 Effect of drain rate and cut-off voltage on discharge
capacity of alkaline cells. (From Ref.l') (View this art in
color at www.dekker.com. )

In general, the capacity utilization decreases with
decreasing operation temperatures, as shown in Fig. 5.
The discharge voltage also decreases accordingly.
Over-high operation temperature may adversely affect
the battery sealing and, thus, the battery operational
life. On the other hand, over-low operation temperature
may lead to a significant increase in the battery internal
resistance and, thus, affect discharge performance.

Impact of Temperature on the Self-Discharge
and Storage Life

The self-discharge rate of the alkaline Zn/MnO,
battery increases with increasing storage temperatures.
Fig. 6 shows typical results of the impact of storage
temperature on the cell capacity retention. The storage
temperature of the alkaline Zn/MnO, battery is nor-
mally ranged in -40°C — 450°C, and it is preferable
to store batteries at relatively lower temperatures,
which provides a significantly longer storage time period
compared with that at higher storage temperatures,
while maintaining the same capacity retention, as shown
in Fig. 7.

125%
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75% Bl
EXAMPLE: 3.90hm
50% 4hr/day, to 0.7 volt
25% cut, "D" Radio Test
0% .' L]
-20 0 20 40

Temperature (C)

Fig. 5 Effect of temperature on capacity utilization of D size
alkaline cells (3.9 ohm load). (From Ref.['*])
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Fig. 6 Effect of storage temperature and time duration on
relative service time of alkaline cells. (From Ref.l'%) (View
this art in color at www.dekker.com. )

RECHARGEABLE ALKALINE
Zn/MnO, BATTERY

The rechargeable (or reusable) alkaline Zn/MnO,
battery has been mass-produced by Rayovac, since
1993. The technology was licensed from Kordesh’s
breakthrough work in late 1970s to 1980s, and even
in the earlier work, which can be traced back to the
development devoted by Union Carbide in 1970s. The
rechargeable alkaline Zn/MnO, battery has the same
cell reaction as that of the primary alkaline Zn/MnO,
battery, described by Eq. (11) above, but the reaction
must be restricted strictly to the one-electron transfer
stage (the discharge cut-off voltage >0.9 V) to ensure
rechargeability of the cathode MnO, material. The
rechargeable alkaline Zn/MnQO, battery has similar cell
composition as that of the primary alkaline Zn/MnO,
battery, namely, EMD cathode, zinc powder anode and
concentrated KOH electrolyte, but it has a stronger
two- or multi-layer separator to prevent internal short
circuit caused by zinc dendrites, which may be formed
during the charging process of the battery. The
rechargeable alkaline Zn/MnO, battery has similar cell
construction as that of the primary alkaline Zn/MnO,
battery too, the most common cell construction is the
cylindrical AA and AAA type.

The rechargeable alkaline Zn/MnO, battery has a
normal cycle life of about 25 cycles at 100% DOD
(depth of discharge), and the cycle life is much longer
if shallow charge-discharge cycles (low DOD) are
applied. The rate capability of the rechargeable
Zn/MnO, battery is lower than its primary counter-
part mainly because of its higher internal resistance.
In general, this battery can be charged with constant
current, constant voltage or pulse current modes, and
the overcharge must be avoided. Compared with the
rechargeable Ni-Cd batteries, the rechargeable alka-
line Zn/MnO, battery has a number of advantages,
such as lack of toxic and heavy metals, low cost,
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long shelf life, and lack of the memory effect. The main
disadvantages of the rechargeable Zn/MnO, battery
are its short cycle life and relatively low drain rate.

CONCLUSIONS

The alkaline Zn/MnO, battery is one of well-
developed battery systems in the industrial and consu-
mer markets, and is still undergoing continuous develop-
ments to improve its performance. The developments
include: the improvement in active materials and its pur-
ity to enhance battery energy capacity; the improvement
in the cell structure and cell composition to enhance bat-
tery power density; the improvement in sealing materials
and the sealing structure to enhance the battery storage
and operational life, and to further prevent leakage.
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INTRODUCTION

Isobutane is alkylated with C;-Cs olefins to produce
the highest-quality and cleanest-burning gasolines. More
than 1.1 million barrels of alkylate/day are produced in
the United States (P. Pyror, personal communication).
The amounts of alkylate produced in the remainder of
the world are considerably less, but they are increasing
at a significant rate. In the United States, about
11-13% of the total gasoline pool is alkylate. This
percentage depends on the location in the United States
and on the season. Alkylate production will likely
increase substantially in the future.

Alkylation was first practiced for gasoline produc-
tion about 60 yr ago. At that time, most of the alkylate
was used as fuel for the airplanes used in World War
II. Four quite distinct reactors were developed in
which isobutane and olefins were introduced as liquids
to the reactor. In the reactor, the hydrocarbon liquids
are contacted with either liquid sulfuric acid or
liquid hydrofluoric acid (HF), which acts as a catalyst.
Dispersions of these two relatively immiscible liquids
are formed. The alkylate product formed is a mixture
of mainly Cs—C,¢ isoparaffins. Alkylate products often
have research octane numbers (RONs) varying from
93 to 98 (the motor octane numbers tend to be two
to three units lower).

The alkylates and by-products produced using
sulfuric acid and HF have compositions that differ in
several respects, as discussed later. About 50yr ago,
considerably more alkylate was produced using sulfuric
acid. For the next 30-35yr, the relative importance of
the two processes using HF as catalyst increased until
essentially equal amounts of alkylate were produced
with each acid. In the late 1980s, however, two events
occurred that indicated safety concerns with HF needed
to be re-examined. First tests were conducted in which
1000 gallons of liquid HF were ejected into the atmo-
sphere.l! An aerosol cloud formed that contained lethal
levels of HF at ground level for 5-6mi downwind.
Alkylation units at the time sometimes had much larger
liquid HF inventories. Second, a major release of
gaseous HF occurred in an American refinery as the
result of an accident. No human fatalities occurred
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probably because the release was gaseous HF and no
aerosol cloud formed. Many residents living within
several blocks of the refinery, however, required medi-
cal care. Liquid HF often results in serious skin burns
and even damage to bones. Also in the late 1980s, two
workers in an alkylation plant were killed because of
an HF release. Since that time, no grassroot alkylation
plants have been built in the United States, but several
with sulfuric acid have been.

In current processes that use either sulfuric acid or
HF, isobutane in large excess and olefins are intro-
duced as liquids into the reactor. After completion of
the reactions, the liquid-liquid dispersions are sepa-
rated by decanting. The alkylate product is separated
by distillation or stripping from the unreacted iso-
butane, which is recirculated to the reactor. This entry
reviews the chemistry, physicochemical phenomena,
current processes, and finally suggests methods to
improve significantly the alkylation process.

CHEMISTRY OF ALKYLATION

Production of Alkylate: The basic chemistry that
explains the wide range of qualities (or octane num-
bers), by-products and side reactions, and yields has
been reported.”> The following two reactions have
often been used to represent the overall process:

tert-butyl cation (+-C4Ho™)
+ isobutylene (or a 2-butene)
— trimethylpentyl cation (TMP™) (1)

There are four different TMP™s.

TMP* + isobutane
— trimethylpentane (TMP) + -C4Ho™ (2)

The overall chemistry is much more complicated,
however, and these two equations have been misinter-
preted. For example, they suggest that isobutane and
the olefins react by a chain sequence. Olefins and,
especially, isobutylene and i-Cs olefins, react instead
prior to and more rapidly than isobutane.[”! Although
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isobutane contributes the hydride ion (H™) that converts
TMP™ (and other isoalkyl cations) to TMP (and Cs—C¢
isoparaffins), the transfer is not by the simple chemistry
of Eq. (2).1"! Extensive experimental evidence indicates
that the H™ from isobutane is predominately transferred
first to conjunct polymers dissolved in sulfuric acid or
HF; then the H™ is transferred to TMP™ or other iso-
alkyl cations located at or at least near the interface
between the acid and hydrocarbon liquid phases in the
dispersion. Isobutane and olefins often react on essen-
tially an equimolar basis, but as indicated later more
moles of isobutane often react than those of olefins,
especially when HF is the catalyst.® The above two
equations fail to explain the Cg isoparaffins produced
with 1-butene. When 1-butene reacts with a +-C,Hy ", a
dimethylhexyl cation (DMH") is produced that is
then converted to a dimethylhexane (DMH) isomer.
When HF is used as the catalyst, DMHs are indeed
major products. With sulfuric acid, TMPs are, however,
the major Cg family produced. The above equations also
provide no explanation for the production of lighter and
heavier isoparaffins.

Four reaction sequences (mechanisms) actually occur
to produce Cs—C; isoparaffins, as discussed next.!>”*!

Mechanism 1. This mechanism is the only true
alkylation sequence. Only C;, Cg, or Cy isoparaffins
are produced when isobutane is alkylated with pro-
pylene, C4 olefins (four isomers), or Cs olefins (six
isomers), respectively. Important intermediates formed
include isoalkyl sulfates because sulfuric acid reacts with
much of either propylene, n-C,4 olefins, or n-Cs olefins.
Hydrofluoric acid also reacts but to a much reduced
extent with n-olefins producing isoalkyl fluorides. When
n-C4 olefins are used forming sec-butyl sulfates (or
sec-butyl fluoride), the sulfates (or fluorides) react at
preferred operating conditions with isobutane to form
TMPs in high yields with the regeneration of sulfuric
acid (or HF). The intermediate sec-butyl sulfates explain
why both 2-butenes and 1-butene produce essentially
identical high-quality alkylates when sulfuric acid is the
catalyst. For alkylations using HF, considerably lower-
quality alkylates containing more DMHs are produced
when 1-butene is part of the olefin feed.

Much smaller fractions of isobutylene and i-Cs
olefins react via mechanism 1 as compared to n-olefins.
Iso-olefins instead react in substantial amounts via
mechanisms 2 and 3.

Mechanisms 2 and 3: These two mechanisms are
related in that two or more olefins react initially with
a single -C4Ho" forming i-Cjo" to i-Cyy's. For
mechanism 3, a H™ (generally from conjunct polymers)
transfers to the heavy cations to produce C;o—C, (and
more generally C(—C¢) isoparaffins. With mechanism
2, which is always of greater importance than mechan-
ism 3, the heavy cation fragments, because they are
relatively unstable, form i-C4 to i-Ci¢ cations and
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olefins. These latter cations and olefins are converted
to i-Cy4 to i-C,¢ isoparaffins after suitable H™ transfer,
as already discussed, plus H" transfer (from the acid).
Three points need to be emphasized: first, light iso-
paraffins such as i-Cs to i-C;s are produced (this is
frequently the only way such isoparaffins are produced
when pure C4 olefins are used); second, some isobutane
is also produced, as has been indicated by tagged
carbon research; third, production of DMH is relatively
high, which explains the rather high concentrations
produced when isobutylene is the olefin feed.[

Mechanism 4: This mechanism is always of major
importance when HF is the catalyst, but is generally
of little or no importance with sulfuric acid. The
reaction sequence is complicated, but the overall reac-
tion is often reported in an oversimplified manner as
follows:™

2-isobutane + n-olefin — n-paraffin + i-CgHjg
3)

Several points need to be emphasized. First, the
i-CgHyg (frequently indicated in the literature as
TMP) is really a mixture of Cs—C,¢ isoparaffins, often
with RON values in the 93-94 range. This mixture (or
alkylate) is formed basically by mechanism 2 reactions.
Second, when n-olefins (propylene, n-butenes, and
n-pentenes) are used, the light n-paraffins formed are
propane, n-butane, or n-pentane, respectively; none
are suitable in the gasoline pool. Third, isobutane
consumption per production of a given quantity of
alkylate is often increased by 6-10% when HF is
employed because of the importance of mechanism 4,
as compared to little or most likely no importance
for alkylations with sulfuric acid.®! Fourth, Cs olefins
are not usually used in the feedstocks when HF is the
catalyst because of the large amounts of isopentane
and n-pentane produced; further, isobutane consump-
tion increases.

With HF as catalyst, mechanism 4 can be promoted
by higher temperatures and also higher isobutane/
olefin ratios.”! Plant operators using HF often deli-
berately promote mechanism 4 for alkylations using
propylene or 1-butene to produce higher-quality
alkylates and more TMPs. Operating costs, however,
increase because of increased isobutane consumption
and higher costs to recover and recycle the additional
unreacted isobutane.

Conjunct Polymer Formation: The polymers (also
called acid-soluble oils or red oil) dissolve in the acid
phase (sulfuric acid and HF). They have a hydrogen/
carbon atomic ratio (H/C) of about 1.75 and a molecular
weight of 270-325.1'" They contain numerous —-C=C—
bonds, which react to a significant extent with sulfuric
acid to produce conjunct acid sulfates or with HF,
conjunct polymer fluorides. These sulfates (or fluorides)
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serve as surfactants and some collect at the liquid-liquid
interfaces. As they contain numerous tertiary C-H
bonds, they are the main source of H s involved in the
production of alkylate. Laboratory evidence indicates
that these polymers are formed mainly from olefins;
pseudoalkylates are also simultaneously produced.!'!)

Pseudoalkylate: Using C,4 olefins as an example,
sec-butyl acid sulfates are first formed; they dissolve
in the sulfuric acid phase.'"! When the resulting acid
mixture is allowed to warm to room temperature,
almost identical amounts of conjunct polymers and
pseudoalkylates are produced within several minutes.
The following two simplified equations plus carbon
and hydrogen balances support this finding:

n-C4Hg(H/C = 2) + sulfuric acid
— sec-butyl acid sulfate (4)

sec-butyl acid sulfate
— conjunct polymers sulfate (H/C = 1.75)
+ pseudoalkylate (H/C ratio of 2.25) (5)

The RON values of the pseudoalkylate are in the low
80s. Both conjunct polymers and pseudoalkylate are
also produced when light olefins are bubbled through
sulfuric acid.

Hydrocarbon layers frequently form above used acids
in storage tanks. This layer is with high probability
partly, if not mainly, a pseudoalkylate produced when
isoalkyl acid sulfates dissolved in the used acid decom-
pose. In at least two storage tanks, serious explosions
of hydrocarbon-air mixtures have occurred.!!*!?!

Decomposition of TMPs and Other Isoparaffins:
TMPs and other isoparaffins in alkylates contain
tertiary C—H bonds, which permit degradation reactions.
First, sulfuric acid acts as an oxidant to start a series of
reactions that convert TMP into a mixture of C4—Ciq
isoparaffins.'¥ Second, because of their tertiary C-H
bonds, TMPs react (are actually alkylated) with C3—Cs
olefins; mechanism 2-type reactions are predominant.
Both types of reactions lower the quality and the quan-
tity of the alkylate.

Oxidation Reactions in Used Sulfuric Acid: Sulfuric
acid reacts with conjunct polymer dissolved in the
acid.l" Sulfur dioxide and water are produced. Such
oxidation has occurred on occasion with large releases
of sulfur dioxide from storage tanks or railroad tank
cars, especially in summer when the acid heats up.

PHYSICOCHEMICAL PHENOMENA
RELATIVE TO ALKYLATION

The interfacial area between the acid/hydrocarbon
dispersions is the location at which most, if not
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all, of the Cs—C,¢ isoparaffins are produced.[s’m’”] In
industrial units, the preferred dispersions are acid-
continuous as compared to hydrocarbon-continuous.
Albright and am Ende found at least with sulfuric acid
that acid-continuous dispersions tend to have signi-
ficantly larger interfacial areas.'® Some important
experimental findings related to physicochemical
phenomena are discussed next.

Increased levels of agitation that result in increased
interfacial areas were found in alkylation experiments
using 2-butenes and sulfuric acid to increase the
RON value; in one comparison, the RON increased
from 86.2 at 1000 rpm to 98.7 at 4000 rpm."”) Increased
agitation also increases the kinetics of alkylation. In
one case, the optimum residence time of reactants in
the reactor was decreased to about 5min. In commer-
cial reactors, residence times are often in the 20-30 min
range. In commercial reactors using HF as the cata-
lyst, the alkylation reactions are often completed in
10-15sec or even less; two factors that promote these
fast reactions are higher operating temperatures and
especially much larger interfacial areas.”!

In addition to agitation, the interfacial areas are sig-
nificantly affected by the following: acid/hydrocarbon
ratio, acid composition (and especially the amounts of
dissolved conjunct polymers), and temperature.*'®!
Conjunct polymers are surfactants that collect in
appreciable concentrations at the interface. Here, they
act as a reservoir of H™s in the transfer steps from
isobutane or other isoparaffins to the i-Cs to i-Ciq
cations. Conjunct polymers also have a major effect
on the viscosity and other physical properties of the
acid phase. In the alkylation reactor, the preferred
sulfuric acid and HF phases contain appreciable
amounts of conjunct polymers; optimum amounts
result in higher RON values, higher yields, less by-
products, etc.

At least with sulfuric acid, key intermediates transfer
from and across the interfaces. For example, sec-butyl
acid sulfate transfers into the acid phase, whereas
di-sec-butyl sulfate transfers into and dissolves mainly
in the hydrocarbon phase. No information is available
on the fraction of isoalkyl fluorides in the two phases.
This fraction likely depends on the amount of conjunct
polymers in the HF phase.

In one reactor, the sulfuric acid/hydrocarbon ratio
in the dispersion varied substantially with location.!*")
Variations occurred depending on the distance from
the agitation impeller and the height. Clearly, droplets
were coalescing and fragmenting in the reactor; in
addition, partial separation of the two phases plus later
redistribution was occurring. Obviously, the average
residence times of the acid and of the hydrocarbon
phase in commercial reactors often differ significantly.
In most, if not all, commercial reactions, the average
residence time of the acid phase is greater.
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Because the main alkylation reactions occur at the
interface, both isobutane and olefins in the dispersed
droplets are transferred to the interface, and the result-
ing Cs—C,4 isoparaffins are transferred from the
interface back into the droplet.>!®!'”) Experimental
data indicate that such transfer steps are in part at least
rate controlling steps. In any case, each droplet acts as
a different reaction zone (basically a separate mini-
reactor). As droplets of different compositions and
sizes occur in all commercial reactors, the alkylation
results differ in various droplets, i.e., different alky-
lates, RONSs, yields, amounts of by-products, etc.
Improved results would occur if alkylation reactors
could be designed and operated so that all the alkylate
was produced only at optimal conditions.

FEEDSTREAMS FOR ALKYLATION

Isobutane and light olefins are the desired hydrocarbon
feeds. Unfortunately, impurities such as acetylenes,
dienes, sulfur- and oxygen-containing hydrocarbons,
cyclopentene, and water are also often present. Purifi-
cation of the feeds is expensive, but is sometimes
cost-effective as a means of reducing the buildup in the
acids of conjunct polymers. Dry hydrocarbon feeds are
preferred, especially with HF. The water transfers to
the HF and is a concern relative to metal corrosion. Solid
adsorbents are often used for drying of feedstocks.

The feed ratios of isobutane to olefins with sulfuric
acid tend to be lower, such as 6:1 to 8:1. When HF is
used, the ratios are often 10:1 to 15:1; higher ratios
then promote both mechanisms 1 and 4. Higher ratios,
however, increase operating costs substantially with
regard to the recovery and recycling of the unreacted
isobutane. Isopentane, which is also readily alkylated,
is sometimes deliberately added to supplement iso-
butane. Much lower-quality alkylates are produced,
especially when propylene is a feed olefin, in which
case, dimethylhexanes are produced in large amounts.

The compositions (or concentrations) of both the feed
acid and the acid present in the reactor are of major
importance. The feed sulfuric acids are frequently in
the 98.5-99.5% range. The more concentrated feed acid
results in the production of more alkylate per unit weight
of feed acid.!*'! The preferred acid concentration in the
reactor varies from about 90% to 95% depending
especially on the composition of the olefin feeds. Stron-
ger acids are preferred with propylene-rich olefins,
whereas the lower concentrations are preferred with
Cs-rich olefins. Less information is available with HF
catalysts. Eastman et al. report the HF compositions in
a Phillips reactor as 82-85.5% HF, 8-12% acid-soluble
oils (or conjunct polymers), and 0.1% water.”) The
unaccounted material in this analysis is probably HF
that has reacted to form conjunct polymer fluorides.

Alkylation Processes to Produce High-Quality Gasolines

In commercial reactors, the acid phase is recircu-
lated numerous times. A small amount of the used acid
is removed and sent to the regeneration unit. A similar
amount of feed acid is added to the recycle stream. At
least with sulfuric acid, major reductions of acid con-
sumption can be obtained when two and preferably
more reactors are used in a refinery. Proper arrange-
ments of the acid flows, method of adding different
olefins, and adjusting operating conditions in the dif-
ferent reactors can often result in the reduction of acid
composition from about 0.5-0.8 to 0.25-0.31b/gal.

REACTORS USING SULFURIC ACID

Two types of reactors have been used for over 50 yr.
Modifications have occurred with time.

Stratco Reactors: These reactors designed by
Stratco, Inc. produce about 34% of the alkylate pro-
duced worldwide (P. Pyror, personal communication).
In 2003, Stratco was purchased by E.I. du Pont de
Nemours, Inc. A reactor, often called a Contactor, is
a horizontal cylindrical vessel, as shown in Fig. 1, with
the following features.*'**! An impeller at one end
recirculates the acid/hydrocarbon dispersion many
times (on average) over a U-tube bundle to regulate
the temperature of the dispersion at about 5-10°C. A
cylindrical circulation shell located in the reactor pro-
vides an annular space so that the dispersion flows
from one end of the reactor to the other, where it
makes a 180° turn and flows back over the tube bundle.

Injection devices are provided at or near the eye of
the impeller for the hydrocarbon feed mixture of
isobutane and olefins and for the acid feed (mostly
recycled acid). A small fraction (mix to settler or
decanter) of the dispersion flowing in the annular
region is removed from the reactor through the outlet
line positioned on top at the other end (relative to the
impeller). The average time that the dispersion remains
in the reactor is about 20 min, but obviously there is a
wide range of times.

After the dispersion leaving the reactor is separated
in the settler (decanter), the liquid hydrocarbon pro-
duct stream is partially flashed, forming a vapor phase,
mainly isobutane. The remaining liquid is hence
cooled, and it is used as the coolant in the tube bundle
of the reactor. As heat is transferred there, more
hydrocarbons vaporize, forming a liquid—gas mixture.
Obviously, temperature gradients occur on both sides
of the tube bundle as a function of reactor length. Heat
transfer (and temperature control) is an important
design consideration in contactors.

In addition to temperature variations in the reactor,
there are variations throughout the reactor in the
composition and size of dispersed droplets, and also
different acid/hydrocarbon ratios. Stratco has rather
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Fig. 1 Contactor designed by Stratco, Inc.: employs sulfuric acid as catalyst.

recently made several modifications including improved
and bigger heat transfer systems, improved injectors and
impellers, and lowering the impeller to below the axis of
the reactor to obtain more uniform dispersions. More
modern reactors can provide the following advantages
(or some combination): lower operating temperatures,
improved quality alkylates, lower acid consumption,
larger production capacities, and/or lower compressor
duty (or less refrigeration costs).

The emulsion leaving the reactor enters a settler.
Residence times there often average up to 60 min to
permit separation of the two liquid phases. Most of
the acid phase is recycled to the reactor, being injected
near the eye of the impeller. The hydrocarbon phase
collects at the top of the decanter; it contains unreacted
isobutane, alkylate mixture, often some light n-paraffins,
plus small amounts of di-isoalkyl sulfates. The sulfates
must be removed to prevent corrosion problems in the
distillation columns. Caustic washes are often employed
to separate the sulfates; they result in destruction of
the sulfates. Acid washes have the advantage that
most of the sulfates eventually react to reform sulfuric
acid, which is reused, and to produce additional alkylate
product.

Cascade Reactors: At least two types of these
reactors and/or operating conditions are currently
employed. Units designed by M.W. Kellogg were built
until the mid-1960s, and some still produce about 8%
of the total alkylate (P. Pyror, personal commu-
nication). Exxon-Mobil now designs units, as shown
in Fig. 2, which account for about 6% of all alkylate
produced worldwide. They refer to their units as “stir-
red autorefrigerated alkylation reactors.”” At least one
refinery claims their cascade reactors differ from the
above two.

All cascade reactors are relatively long cylindrical
vessels positioned horizontally. Reactors are parti-
tioned into 4-10 reactor compartments; Fig. 2 shows
10 compartments. Each compartment contains an
agitator, which produces and maintains the acid/
hydrocarbon dispersion that is circulated repeatedly.
Part of the dispersion in a compartment flows over
the vertical plate, separating the compartments; this
overflow enters the next compartment. The acid to
the cascade reactor enters the first compartment, as
does part of the isobutane feed (designated in Fig. 2
as recycle refrigerant). The feed isobutane, recycled
isobutane from the distillation section, and all of the
olefins are premixed, and essentially identical amounts
are jetted into each compartment, probably into the
eye of the impeller. Details of the design of the impel-
ler, injection device, etc. have not been reported by
Exxon-Mobil. The level of agitation is, however,
thought to be less than that in Stratco units, based
on agitation energy requirements.'*¥

In each compartment, the pressure is regulated so
that some of the dispersed hydrocarbons vaporize.
Light hydrocarbons and especially isobutane vaporize;
this vaporization removes most but not all of the
following: heats of reaction plus energy provided by
agitation. Ackerman et al. have reported that there is
a temperature increase from the first to the last com-
partment; simultaneously, the quality of the alkylate
decreases.” The vaporization, with high certainty,
occurs mainly in those droplets positioned at or near
the top surface of the dispersion, where the pressure
is lowest. Hence, many of the droplets that pass over
the vertical plate from one compartment to the next
have experienced vaporization (and have reduced con-
centrations of isobutane).
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Fig. 2 Reactor designed by Exxon Research and Engineering Co.: employs sulfuric acid as catalyst.

The compositions and sizes of droplets obviously
vary greatly in a given compartment. In the first
reactor compartment, droplets containing all of the
following occur: relatively pure isobutane, feed mixture
of isobutane and olefins, hydrocarbon mixture of
unreacted isobutane and alkylate, hydrocarbon mix-
ture of alkylate plus the remaining isobutane after
vaporization, and combinations of the above. Coales-
cing and fragmentation of droplets obviously occur
as the dispersion flows toward and into the eye of the
impeller and as the dispersion flows away from the
impeller.””) There are also significant differences in
the droplets from the first to the last compartment.
Since residence times in cascade reactors are often as
high as 30 min, a small but significant amount of TMPs
degrade in cascade reactors, probably a higher fraction
than in Stratco reactors.?!)

The gases (mainly isobutane) leaving the top of
cascade reactors are compressed, condensed, and then
cooled by partial vaporization; the resulting liquid
isobutane (refrigerant) is recycled to the reactor. The
dispersion leaving the reactor is separated by decant-
ing. Most of the acid is then recycled to the reactor.

A comparison of Stratco and Cascade reactors
indicates the following differences:

1. More isobutane needs to be flashed in Stratco
reactors to provide sufficient temperature differ-
ences for adequate heat transfer. Compressor
costs in Stratco units tend to be higher. Less

isobutane, however, generally needs to be sepa-
rated by distillation in Stratco processes; hence,
the energy costs for distillation tend to be lower.

2. Stratco reactors are generally smaller, often
producing 3500-4500 barrels of alkylate/day.
Cascade reactors tend to be larger, often produ-
cing 10,000 barrels/day or even greater. Plant
operators often think large reactors reduce
operating costs per unit amount of alkylate
produced. But as already discussed earlier,
combinations of two or more small reactors
often result in much reduced acid consumption
plus improved quality alkylates.*>*®! Such
arrangements can result in significant economic
benefits.

REACTORS USING HF

The reactors designed by Phillips Petroleum (now
Conoco-Phillips) and UOP produce about 32%
and 20%, respectively, of all alkylate produced world-
wide (P. Pyror, personal communication). The HF/
hydrocarbon dispersions in these reactors have much
larger interfacial areas (probably by a factor of about
10) as compared to areas in sulfuric acid /hydrocarbon
dispersions.”! This is a major reason why the kinetics
of alkylation is much higher with HF.
Conoco—Phillips Reactor: This reactor is basically a
vertical tube in which the HF /hydrocarbon dispersion
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flows upward, as shown in Fig. 3. Most of the reactions
occur in the bottom section of the reactor, within several
seconds, as indicated by temperature increases there of
several degrees Celsius.

When the feed mixture of isobutane and olefins
is introduced in the liquid HF, it provides sufficient
energy so that the resulting liquid-liquid dispersion
flows upward in the reactor riser and exits into a settler
(decanter). The hydrocarbon product stream collects in
the top portion of the decanter. The HF phase collects
in the bottom of the settler and then flows downward
because of gravity through the reactor standpipe to
heat exchangers. Here, the HF is cooled using cooling
water as the coolant. An advantage of this process is
no pump is needed to recirculate the liquid HF. The
reactor temperatures probably vary from 30°C to
40°C depending to some extent on the temperature of
the available cooling water. The higher temperatures
likely occur during summer or in the hotter regions
of the country.

UOP Reactors: These reactors are vertical cylindrical
vessels with cooling coils inside. The HF flows upward
and mixtures of isobutane and olefins are injected at

e
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Fig. 3 Reactor designed by Phillips Petroleum Co.; employs
HF as catalyst.
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several different heights to form HF-continuous disper-
sions. Once again the reactions occur within several
seconds and at about 30°C to 40°C. A pump is needed
in this process to maintain the flow of liquid HF. Such
a pump has resulted in HF leaks and must be handled
with care.

Both Phillips and UOP have employed additives
dissolved in the liquid HF. The objective is to reduce
the tendency to form, as a result of an accident, highly
toxic aerosol clouds. Claims have been made that the
additives reduce the amount of the HF that enters such
a cloud by 65-90%. Although such a reduction is
obviously important, no information is available on
the hazards that still exist or how far toxic levels of
HF might still be transferred. The additives eventually
need to be separated, recovered, and recycled. The con-
centrations of the additives in the HF have apparently
not been reported in any detail. Additives increase
operating costs significantly. Somewhat high-quality
alkylates are, however, produced in at least some cases
when additives are used. Conoco—Phillips use sulfolane
as their additive while UOP has tested both pyridine
and picolene. These additives likely form hydrogen
bonds with HF, and also affect the interfacial areas
of the dispersions.

Water sprays have also been proposed to reduce HF
releases in case of an accident. How to direct the spray
at the location of the leak, designing the spray to
remain operative after an accident, and providing
sufficient water are all concerns. Numerous refineries
have also installed “protected’’ storage facilities for
feed HF and used HF to minimize potential leaks in
or near the refinery.

SEPARATION AND RECOVERY OF ALKYLATE

Two to four distillation columns are usually required
to separate the liquid hydrocarbon product stream
that contains unreacted isobutane, alkylate mixture,
n-butane, and propane. The major column is desig-
nated as the deisobutanizer (DIB) column. Often this
column separates the isobutane as the overhead stream,
the alkylate as the bottom stream, and a n-butane
rich sidestream. In many plants, the feed isobutane
is also fed to the DIB to remove most of the n-butane.
A second column is generally needed to remove propane
from the isobutane. Sometimes a third column is
provided to purify further the n-butane sidestream and
to recover more isobutane. In an alternate arrangement,
the bottom stream of the DIB column is a mixture of
alkylate and n-butane. This mixture is then separated
in another column.

Alkylation processes using HF require in general
larger columns, which also have significantly higher
operating costs. First, they operate in general with
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substantially higher ratios of isobutane to olefins.
Hence, more isobutane is vaporized and separated,
which necessitates higher energy costs. Second, some
HF is dissolved in the hydrocarbon phase (or is present
as isoalkyl fluorides). During distillation, HF is freed
and is recovered as an immiscible liquid. The presence
of HF necessitated safety provisions to prevent HF
releases. Third, as propane and n-butane are produced
as by-products of mechanism 4, more of both needs to
be separated.

In HF-type processes, used HF (containing dis-
solved conjunct polymers) is separated by distillation
to obtain relatively pure liquid HF and conjunct poly-
mers. This column is relatively small and with much
lower energy requirements as compared to the DIB
column. Safety provisions are important since rela-
tively pure HF is produced.

COMPARISON OF ALKYLATION PROCESSES
WITH DIFFERENT CATALYSTS

Up to 10-15yr ago before HF safety concerns had
been determined in detail, it was often thought
that HF-type processes had lower operating costs,
primarily because of the following two features. First,
cooling water is used as a coolant; such cooling is
considerably cheaper than using isobutane as a refrig-
erant. Relatively large compressors are then needed to
obtain operating temperatures in the reactor of about
5-15°C. Second, regeneration of used HF is much
cheaper than that of used sulfuric acid. Several years
ago, sulfuric acid costs accounted for perhaps
25-30% of the total operating costs.

Sulfuric acid-type processes have the following
advantages. First, separation (or distillation) costs are
substantially cheaper. Second, costs of feedstocks
(and especially isobutane) are smaller by several per-
centages.’] Third, higher-quality alkylates can be
produced from I-butene. Fourth, it is often feasible
to use Cs olefins as feeds.

Recently, significant improvements have been made
for processes using sulfuric acid. First, acid consump-
tion has been reduced by as much as 50% in at least
select refineries. Second, simultaneously the quality of
alkylates has increased. Even further improvements
of these processes seem likely, especially if improved
reactors are built.

Although sulfuric acid is potentially hazardous, it
seems to be significantly less hazardous even when
additives or water sprays are employed in units
employing HF. Schechler and Schmidt reported in
1997 that sulfuric acid type processes are the bench-
mark alkylation processes, which they likely will
continue to be in the foreseeable future.*”
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INTRODUCTION

Animal cell culture or the ability to continuously grow
animal cells in vitro after removing them from animal
tissue opens up a plethora of windows in the field of
biology and medicine. They provide a platform to
investigate the normal physiology and biochemistry
of cells, test the effects of drugs and other compounds
in vitro, produce artificial tissue for implantation,
synthesize valuable products from large-scale cultures,
and can even be used as models in studying diseases.
Animal cells in culture have been used as end products
to provide artificial skin grafts, islet cells, hepatocytes,
and bone marrow implants and to produce recombi-
nant and natural proteins like human growth hor-
mone, nerve growth factor, epidermal growth factor
(EGF), monoclonal antibodies (MAD), vaccines, inter-
ferons, and blood clotting factors. Animal cells are
often more advantageous than yeast or bacterial cells
for the production of recombinant proteins on a large
scale. Proteins that need to be heavily glycosylated for
function, or need a proper folding environment
because they have a large number of disulfide bonds,
are often made in animal cells. Bacterial cells cannot
perform glycosylation or phosphorylation, and yeast
cells cannot carry out complex glycosylation reactions.
Often the glycosylation carried out by yeast cells is not
authentic. Animal cells not only secrete the products
efficiently but also provide excellent glycosylation
and phosphorylation.

Animal cells have very different morphology and
characteristics from microbial cells. They secrete an
extracellular matrix (ECM), which provides a medium
for the cells to interact and migrate. Animal cell lines
can be anchorage dependent or independent, and
require a suitable medium, temperature, pH, and
dissolved oxygen concentration to grow. This entry
discusses the structure of the animal cell, the basic
procedures associated with animal cell culture, and
the important process parameters governing it. The
growth environment is highly important for animal
cells as changes in the environmental factors can
induce growth arrest or apoptosis or even stimulate
proliferation or differentiation. Animal cell culture
kinetics follows a similar trend as microbial cultures,
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but, in general, the cell cycle duration for animal cells
is much longer than for prokaryotic cells. General ani-
mal cell culture kinetics and the cell cycle are reviewed.
The intricacies of the animal cell and its shear sensitiv-
ity and anchorage dependence make it difficult to scale
up bioprocesses involving animal cells. This entry
discusses these problems and a variety of bioreactors
designed to meet these requirements for large-scale
animal cell culture processes.

ANIMAL CELL
Cell Structure

A variety of cell types, including epithelial cells, fibro-
blasts, muscle cells, nerve cells, cardiac cells, mesen-
chymal cells, endocrine cells, and embryonic stem
cells, have been successfully cultured and maintained
in vitro. These animal cells can vary widely in shape,
size, and function depending on their sources. Fig. 1
shows a typical animal cell with its internal structure
and organelles. In general, animal cells are much larger
than microbial cells with a diameter between 10 and
30 um. Though they lack chloroplasts (and therefore
are not photosynthetic), they have many specialized
cell organelles, such as Golgi bodies, endoplasmic retic-
ulum, and mitochondria, each surrounded by its own
plasma membrane. The nucleus is the most prominent
organelle in the animal cell and houses chromosomes
and other nuclear proteins. Also present in the nucleus
are one or more nucleoli, which are involved in ribo-
some synthesis. The compartmentalization of different
organelles facilitates the separation of specific meta-
bolic functions that are incompatible otherwise. Other
membrane bound organelles include lysozomes and
peroxisomes, which mainly contain digestive enzymes
for specific metabolic processes. It is important to note
that, apart from chloroplasts, animal cells also lack
vacuoles and a rigid cell wall that are present in plant
cells. The lack of a cell wall makes the animal cell
highly sensitive to shear forces.

Nonmembranous organelles within the cell include
microtubules, microfilaments, and centrioles. The
microtubules and microfilaments form a framework
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Fig. 1 The structure of a typical animal cell. (View this art
in color at www.dekker.com.)

called the cytoskeleton that helps the animal cell to
maintain its form and keep the organelles in place.
The cytoskeleton is also involved in the process of cell
division and migration. The larger the cell, the more
intricate and elaborate its internal cytoskeletal structure.

Extracellular Matrix

In contrast to prokaryotes, which are unicellular and
therefore can live as single entities, animal cells need
to socialize—an observation that can be attributed to
their origin from higher multicellular organisms. Cells
in tissues are usually in contact with a complex net-
work of secreted extracellular proteins referred to as
the ECM. This matrix holds the cells together and pro-
vides a medium for the cells to interact and migrate.[")
The ECM is secreted mainly by the cells within it and
comprises primarily two classes of macromolecules: 1)
the glycosaminoglycans, which are linked to proteins
in the form of proteoglycans, and 2) the fibrous pro-
teins. Some fibrous proteins are structural proteins
such as collagen and elastin, which provide rigidity
and elasticity to tissue, respectively, and some are
mainly adhesive proteins such as fibronectins and lami-
nins. Fibronectin is a large glycoprotein with binding
domains for other ECM proteins and is of primary
importance. Mice with their fibronectin gene “knocked
out’ either die in the embryonic stage or grow up to
have multiple morphological defects. Of equal impor-
tance are the integrins—transmembrane proteins that
interact with the cellular cytoskeleton and thereby
anchor the cells to the ECM. They are heterodimers,
which mediate bidirectional interaction between the
cytoskeleton and the ECM. The fibronectins and the
integrins together function to attach the cells to their
surroundings. It is because of this interdependence of
the integrins and the fibronectins that some animal

Animal Cell Culture

cells can be cultured only when they have a substratum
to grow on. This anchorage dependence of some ani-
mal cells helps each cell to attach to the substrate
and spread along it to interact with other neighboring
cells and thus mimics the functions of a tissue in vitro.
Fig. 2 illustrates how the ECM molecules help cells
attach and spread on the surface of the substratum.
Also, cells may have different shapes when attached on
the two-dimensional surface or in a three-dimensional
space with cell—cell interactions.

Transformed and tumorigenic cells are different
from normal cell lines in that they are not usually
anchorage dependent. They exhibit a spherical shape,
increased life span and lateral diffusivity of membrane
proteins, decreased cell receptors and membrane pro-
teins, and a different cytoskeletal structure.”) The
decrease in the concentration of the cell adhesion mole-
cules in the cell membrane of these cells causes the
anchorage independence. Transformed cell lines also
do not assemble a normal ECM. It is important to note
that some cell lines (e.g., lymphocytes) that are
normally anchorage dependent can be induced and
then adapted to become anchorage independent. This
is of tremendous importance to recombinant protein
production as discussed later, because the scale-up of
suspension cultures is easier than that of anchorage-
dependent cell lines.

Cell Lines

The first stage of tissue culture is the primary cell cul-
ture. After isolating a desired piece of tissue, it is disag-
gregated either mechanically or enzymatically. The
resulting tissue fragments are then used to inoculate
the culture vessel that contains medium. Most normal
cells are anchorage dependent. Hence, some of these
fragments attach to the vessel wall and migrate out
along the surface. Such a culture, before it is first pas-
saged or subcultured, is called a primary culture. As
the cells proliferate, they keep spreading out on the cul-
ture dish surface until the dish is covered by a single
layer of cells. The cells are then said to have reached
confluence. Once the cells form this continuous sheet,
they stop proliferating because of contact inhibition.
Transferring them at low densities (a process termed
subculturing or passaging) to new culture vessels that
contain fresh medium induces them to resume prolif-
eration. Such a cell population that can continue to
grow through many subcultures is called a normal,
untransformed cell line.

After about 50 divisions, however, proliferation
slows down and the cells show senescence and begin
to die. Some of the cells in the culture may undergo
some genetic modifications or transformation, which
allows them to escape senescence. As long as they are
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subcultured periodically, they can grow indefinitely.
Such cells with an infinite life span are said to have
undergone “‘immortalization’” and the cell line is
called a transformed cell line. Transformed cells have
an enhanced growth rate and may lose anchorage
dependence. Tumorigenicity is analogous to transfor-
mation but not all transformed cells are tumorigenic
or malignant. However, all tumorigenic cells have
an infinite life span and enhanced growth rate akin

Table 1 Common cell lines and their application

i Cell-ECM adhesion molecules
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Fig. 2 Cell attachment on sur-
face through cell-FECM interac-
tions. (A) Cell attachment and
spreading mechanism. (B) Cell-
cell and cell-substratum inter-
actions in two-dimensional and
three-dimensional environments.
(View this art in color at
www.dekker.com. )

to transformed cells and are mostly anchorage
independent.

Table 1 shows some animal cell lines that are com-
monly used in various applications. Creating a stable,
permanent cell line is the first critical step in producing
recombinant proteins for therapeutic and diagnostic
applications. Hybridoma, commonly used in the
production of MADb, are generated by fusing anti-
body-producing spleen cells, which have a limited life

Cell line Origin Cell type Application

BHK Baby hamster kidney Fibroblast Vaccine production

COS African green monkey kidney Fibroblast Transient expression of recombinant genes
Vero African green monkey kidney Fibroblast Human vaccine production

313 Mouse connective tissue Fibroblast Development of cell culture technique
CHO Chinese hamster ovary Epithelial Recombinant glycoprotein production
HeLa Human cervical carcinoma Epithelial Animal cell model

MDCK (Madin Darby) canine kidney Epithelial Veterinary vaccine production
Namalwa Human lymphoma Lymphoblast a-Interferon production

NSO Myeloma Lymphoblast MAD production

MPC-11 Mouse myeloma Lymphoblast Immunoglobulin production

HKBI11 Human somatic hybrid Hybrid Recombinant protein production
ES-D3 Mouse embryo Pluripotent embryonic Insulin production

stem cell

(Adapted from Ref )
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span, with cells derived from an immortal tumor of
lymphocytes (myeloma). The resulting hybrid is
capable of unlimited growth and producing the anti-
body. Industrial cell lines used for recombinant protein
production usually have been genetically engineered to
improve the cell in its growth and ability to produce
the protein product at a high expression level.

CULTURING CONDITIONS FOR ANIMAL CELLS

Animal cells can be anchorage dependent or indepen-
dent but all cell lines need nutrients, a suitable
temperature, pH, and dissolved oxygen level to grow.
The growth environment for animal cells is highly
important because environmental stimuli can trigger
different responses from the cell. Changes in growth
conditions can induce growth arrest or even apoptosis,
or may also stimulate proliferation or differentiation.
It is therefore crucial to maintain and closely monitor
the growth environment so that the cells grow to high
cell densities, have stable genotypic and phenotypic
expression, and are able to efficiently express recombi-
nant genes if desired. Some important parameters in
animal cell culture are discussed here.

Substrate for Cell Attachment

In earlier days, reusable borosilicate glass bottles were
used for animal cell cultures. The hydrophilic glass
surface was suitable for cell attachment and growth.
With the advent of the plastic age, presterilized poly-
styrene culture apparatus are readily available for cell
growth. The polystyrene surface is usually sulfonated
to make it hydrophilic and is sterilized by y-irradiation.
They are meant for a “one-time’’ use and reduce the
risk of contamination. Popular forms of culture flasks
are T-flasks, Petri dishes, and multiwell plates. Cells
grown on the flat or two-dimensional surface such as
in a T-flask usually stretch and show a somewhat
flattened morphology (Fig. 3A). Stretching allows cells
to migrate on the surface and promotes proliferation.

Microcarriers have also provided a good way to
increase the available surface area per unit volume in
large-scale bioreactors. Various types of microcarriers
have routinely been used for the growth of ancho-
rage-dependent cells.”) Cylindrical cellulose-based
microcarriers (DE-53) were among the first used.!”
Since then, different materials like collagen coated-
glass beads, gelatin, DEAE dextran, glass-coated
plastic, collagen-coated polystyrene, and polyacryla-
mide have been used.!! These beads range from 90 to
330 um in diameter and can be optimized for different
cell lines. Calcium alginate gel beads and new surface
modified polystyrene have also been used.” Cells
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Fig. 3 Different cell morphologies observed for growth on
different substrata: (A) cow luteal cells grown on the surface
of a T-flask; (B) osteosarcoma cells grown on microcarriers;
and (C) osteosarcoma cells grown on a fiber in nonwoven
polyester fabrics. (View this art in color at www.dekker.com.)

attached and grown on microcarriers usually form a
monolayer and reach confluence during the culture
(Fig. 3B).

So far, discussions have focused on animal cell
growth in monolayers or two dimensions. However,
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for tissue engineering applications, cell masses need to
aggregate into a three-dimensional tissue construct.
To aid this process, tissue scaffolds are used as a matrix
to guide animal cell growth in three dimensions. In
general, a variety of scaffold types have been used.
A broad classification would be foam-like scaffolds
(e.g., alginate sponge, chitosan, collagen foam, and
PLA foam) and fibrous scaffolds like collagen fibers,
nonwoven polyethylene terephthalate, and polypropy-
lene mesh. Cells cultivated in the three-dimensional
support environment can not only attach to the surface
of the substratum but also grow into the three-
dimensional space to form aggregates (Fig. 3C).

Culture Medium

Various types of media have been used to cultivate
different cell lines. The choice is mostly empirical, but
formulations can be optimized for different cell lines
and purposes. Most media, however, have the following
essential components: balanced salt solutions (BSS),
essential amino acids, glucose, vitamins, buffers, and
antibiotics. The BSS provides a concoction of inor-
ganic salts required by the cells and usually has an
osmolality between 260 and 320mOsm/kg, which is
similar in range to that experienced by cells in vivo.®?
Balanced salt solution often contains sodium bicarbo-
nate and phosphates, which apart from nutrient value,
also act in a buffering capacity.

Glucose is the major carbon and energy source in
medium formulation, but its concentration varies in
different media. Eagle’s minimum essential medium
contains 1 g/L of p-glucose, whereas Dulbecco’s mod-
ification incorporates a higher glucose concentration of
4.5g/L. Amino acids are important nutrients for cell
growth and are additional sources for carbon and
energy.''” Essential amino acids are those that cannot
be synthesized by the cell metabolic machinery and,
therefore, need to be supplemented through the media.
Most cell culture media contain 2-4 mM of L-glutamine.

Buffers are inherent constituents of all media for-
mulations and can maintain the medium pH within
an acceptable range.”) The most commonly used buffer
is sodium bicarbonate and CO,, which is usually pro-
vided in air at 5%. Dissolved CO, reacts with water
to form carbonic acid, which dissociates into the
bicarbonate ion [Eq. (1)]:

CO, + H,0 < H,CO; <~ H" + HCO; (1)

So, increased amounts of dissolved CO, increase the
acidity of the medium. This action is countered by
the presence of sodium bicarbonate [Eq. (2)]:

NaHCO; < Na® + HCO; (2)
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The dissociation of sodium bicarbonate to bicarbonate
ions in solution shifts the equilibrium of the reaction in
Eq. (1) back, thereby effectively maintaining the pH at
7.4. Good et al. came up with a range of zwitterionic
buffers."! Such buffers, like N-2-hydroxyethylpipera-
zine-N'-2-ethanesulfonic acid, have a pK, of 7.31,
which is optimal for cell culture, do not penetrate the
cell membrane, and equilibrate with air.!

The pH indicator phenol red (phenol sulfonphtha-
lein) is often added to commercially available media.
It is pale yellow at pH 6.5, orange at pH 7.0, and red
at pH 7.4. It becomes purplish above pH 7.4. Growth
media are also often supplemented with antibiotics to
promote the growth and propagation of antibiotic
resistant strains and also to prevent contamination
by micro-organisms. But the presence of antibiotics
in the medium does not obviate the use of good aseptic
techniques. Nowadays, however, most commercially
available media are presterilized as are the polystyrene
culture dishes.

Serum

Different types of serum have been used to supplement
media with various necessary growth factors and hor-
mones that cells need for their growth. Serum also con-
tains various adhesion factors and antitrypsin activity,
which promotes cell attachment. Serum components
can act as buffers and as chelators for labile or water
insoluble nutrients, bind and neutralize toxins, and
provide protease inhibitors. Serum can also reduce
oxidative injury to cells caused by ferrous ions.!'?
Reduced serum conditions have also been reported to
increase the susceptibility of cells to apoptosis.'*!

Various types of serum are fetal bovine serum—the
most widely used type, newborn calf serum—which is
derived from animals less than 10 days of age, donor
calf serum—which is obtained from processed whole
blood of calves up to 8mo old, and horse serum.
Human serum and chicken serum have specialized uses
for those cells that require a serum derived from simi-
lar species, e.g., chicken serum has been repeatedly
used for growing various types of avian cells.”! Serum
can be stored safely for over 12mo at —20°C and
longer storage is possible at —70°C. Serum can also
be heat inactivated (incubation at 56°C for 30 min) to
remove toxic compounds or other agents that can
interfere with tissue typing assays.

However, as serum contains a wide range of compo-
nents whose exact concentration is not known, there is
a lot of variability from batch to batch. The presence
of serum in culture medium is undesirable in cases
where a protein or product has to be purified for com-
mercial use. The cost of serum and the possibility of
viral contamination also inhibit its use.
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Serum-Free Medium

Many attempts have been made to replace serum and
add defined amounts of the essential components of
serum to form what is known as serum-free medium
(SFM). Serum-free medium, generally, consists of a
basal medium and additional supplements. The basal
medium provides the essential and nonessential amino
acids, vitamins, nucleic acids, lipids, inorganic salts,
and a carbon source. The additional supplements are:
growth promoters such as insulin, insulin-like growth
factors, EGF, platelet-derived growth factor, estradiol,
and dexamethasone; attachment factors like collagen,
fibronectin, and laminin; and transport proteins and
detoxifying agents like albumin and transferrin.'¥
Ito et al. reported that insulin immobilized on micro-
carriers promoted growth of anchorage-dependent
cells in a protein-free cell culture system.' Some
serum-free systems have even used the structural
heterogeneity of high-density lipoproteins to influence
cell proliferation.'® Serum-free systems are also very
useful in reducing downstream processing steps for
recombinant protein production using animal cell
culture. Unfortunately, the transition to SFM has not
been easy. Different cell lines require several growth
factors and the specific growth rates of cells are usually
slower in SFM. Moreover, SFM can also be expensive.

Temperature and pH

In contrast to micro-organisms, mammalian cells do
not show great adaptation to varying temperature or
pH ranges. Most cell lines prefer a pH of 7.4. Eagle
reported that normal fibroblasts grow within a pH
range of 7.4-7.7, while transformed cells prefer a pH
between 7.0 and 7.4.1'7 Most cell lines grow best at a
temperature of 37°C. Cells can tolerate considerably
large drops in temperature in that they can be stored
cryogenically in liquid nitrogen at —196°C for several
months. At temperatures slightly lower than 37°C,
the growth rate decreases, but the cellular metabolic
activity does not cease totally. Reduction of tempera-
ture to 33.5°C resulted in a lowering of the specific
growth rate of Chinese hamster ovary (CHO) cells
while having no effect on the cell proliferation.['® This
could be attributed in part to the physical state of the
lipid bilayer that makes up the plasma membrane.
However, cells in general die at temperatures higher
than 42-48°C, where the lipid bilayer exhibits a liquid
crystal (fluid) behavior.'” Temperature can also be
used as a tool to control recombinant protein produc-
tion by engineered cell lines. Hendrick et al. (2001)
increased the productivity of tissue plasminogen acti-
vator under the control of the SV40 promoter in CHO
cell, by a shift in temperature from 37°C to 32°C.*"

Animal Cell Culture
Dissolved Oxygen

Oxygen is required for respiration and is thus a key
nutrient for animal cell cultures even though require-
ments vary between cell lines.”"! Because of the low
solubility of oxygen in water, oxygen must be provided
continuously, usually by aerating the culture medium.
Several authors have reported the importance and
effects of oxygen in animal cell cultures. It is difficult
to conclude a general trend for oxygen dependence
vs. cell metabolism. In the case of antibody production
using the AB2-143.2 hybridoma cell line, a pO, of 50%
air saturation was optimum, while the highest immu-
noglobulin yield from human lymphoblastoid cells
(RPMI #7430) was obtained at a low p0,.***! The
trend is opposite for cell biomass production. While
more hybridoma cells were obtained at a low pO, of
0.5% air saturation, more lymphoblastoid cells were
produced at the highest atmospheric p0,.?**¥ So,
each cell line can be studied and grown at its own
optimal pO, depending on the desired end product.
Ma et al. also reported that a low (2%) oxygen tension
promoted proliferation while a high (20%) oxygen
tension induced differentiation in human trophoblast
cells.*!

CELL CULTURE KINETICS

The aim of animal cell culture can be either to use the
cells as end products or to develop enough biomass
(cells) to express a certain target protein of interest in
economically viable amounts.

Growth Kinetics

Most animal cell cultures exhibit similar trends in their
growth kinetics. While the specific growth rate of each
cell line varies, all cell lines do exhibit a characteristic
growth curve similar to the one shown in Fig. 4. Cells
go through an initial phase of adjustment, the lag
phase, after being either subcultured or dissociated
from tissue. After this preliminary lag phase, the cells
start growing exponentially and this phase is called
the logarithmic phase. Following this phase of active
growth, the cell growth rate reduces because of nutri-
ent limitation and product accumulation. The total cell
number then ceases to increase, a phenomenon trig-
gered off not only by contact inhibition between cells
but also because the cell culture reaches a dynamic
equilibrium between the rate of cell growth and cell
death. The last phase is the death phase, where cell
number is reduced because of death caused by either
apoptosis or necrosis.
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Fig. 4 Typical batch kinetics of a hybridoma culture show-
ing characteristic growth curve and growth-associated pro-
duction of lactate and nongrowth-associated production of
antibodies.

Cell Metabolism

Lactic acid is often a product of glucose metabolism
via the glycolytic pathway, while ammonia is produced
from the catabolism of glutamine and other amino
acids. Cell growth can be inhibited by the accumula-
tion of lactate and ammonia in the culture medium.
Production of lactic acid can also lower the medium
pH below the physiological range. Reducing or selec-
tively removing toxic metabolites in the culture
medium is critical to the efficient production of recom-
binant proteins by animal cells. The production of
primary metabolites such as lactate is usually growth
associated, whereas protein expression can be either
growth associated or nongrowth associated. Fig. 4
shows a typical batch hybridoma culture with the
production of MADb mainly in the stationary phase.

Cell Cycle

For a cell to grow and reproduce, it must go through
the cell cycle shown in Fig. 5. The two major events
in the cell cycle are DNA replication followed by cell
division into two new daughter cells. A cell entering
the cell cycle first goes through a gap phase (G1). Dur-
ing this phase, it undergoes protein synthesis, which
primes the cells for the next phase, the synthesis (S)
phase. A second copy of the cellular genome is made
during the S phase, thus ensuring that fidelity is main-
tained when the cell divides. The third phase (G2) is
another phase of protein synthesis and it prepares the
cell for division, and mitosis finally occurs in the M
phase. Essentially, the duration of the cell cycle is an
important factor in determining the fraction of divid-
ing cells in a given population. The cell cycle not only
controls the rate of cell proliferation and growth, but
also may affect protein expression as production of
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Fig. 5 The cell cycle. A proliferating cell goes through four
phases: an initial growth phase (G1), a DNA synthesis phase
(S), a second growth phase (G2), and, finally, a mitotic phase
(M). During G1 the cell may also choose to differentiate into
a new cell type or go into a quiescent state or GO phase.
(View this art in color at www.dekker.com.)

some recombinant proteins by animal cells is cell-cycle
dependent.

Cell lines vary in their cell cycle duration, but all of
them follow a basic pattern and are tightly regulated at
certain checkpoints. If anything goes wrong, the regu-
latory machinery promptly causes a cell cycle arrest
and eventual cell death. Deprivation of growth factors
can cause a cell to exit from a proliferating mode to a
quiescent mode (GO). During this phase, the whole cell
metabolic machinery is suppressed. Addition of growth
factors can again stimulate a cell to re-enter the Gl
phase. The cell can also exit the cell cycle to differenti-
ate into a new lineage or head toward programmed cell
death or apoptosis.

Apoptosis

Apoptosis or programmed cell death contributes to cell
death in in vitro cultures under suboptimal conditions.
Nutrient deprivation like glucose, glutamine, serum or
oxygen limitation, or mild hydrodynamic stress can
induce apoptosis. High levels of apoptosis have been
reported following deprivation of glucose and essential
amino acids.”™ A number of studies have demon-
strated that the suppression of this death pathway,
by means of overexpression of survival genes such
as bcl-2, results in improved cellular robustness and
antibody productivity during batch culture.*%!

It is important to know the cell cycle and the points
where it can be regulated. This is because cancer basi-
cally results when the cell cycle control machinery fails
and the cell undergoes rapid proliferation and metasta-
sis. On the other hand, apoptosis is also not desirable




74

in cells growing in bioreactors as it would lower the
specific productivity of cells.

There is a plethora of proteins responsible for con-
trolling and regulating the cell cycle and thereby decid-
ing which course the cells should take. They can be
broadly divided into the cyclins and cyclin-dependent
kinases (Cdks), which interact with each other during
regulation. In general, cyclin Ds are associated with
the G1 phase, cyclin Es with the transition from Gl
to S, cyclin As with the S phase, and both cyclin As
and Bs with the transition from G2 to M. The Cdk-
cyclin complexes can be inhibited by the Cdk inhibitors,
which add an extra level of regulation.

ANIMAL CELL BIOREACTORS

A variety of bioreactors have been developed and used
for animal cell cultures, from simple static T-flasks and
roller bottles to more complicated multitray and rotat-
ing disk reactors. Because most animal cell lines are
anchorage dependent, scale-up for animal cell cultures
is usually based on providing the maximum surface
area for cell attachment. For this reason, microcarriers
have been developed for use in culturing animal cells in
conventional stirred-tank and airlift reactors. A recent
industrial trend is to adapt animal cells to grow in sus-
pension without needing microcarriers for surface
attachment. Immobilized cultures in hollow-fiber,
packed-bed, and fluidized-bed reactors also have been
used to greatly increase cell density and reactor pro-
ductivity. Improvements in bioreactor design have
focused on increasing oxygen transfer, reducing shear
and bubble damages, and increasing cell density by cell
recycle or immobilization in perfusion cultures. Fig. 6
shows different types of animal cell bioreactors.

Bioreactors for Suspension Cultures

Bioreactors for suspension cultures are similar to the
common microbial fermenters. However, the increased
shear sensitivity of animal cells necessitates a few
changes. The fermenters for this purpose usually lack
baffles and other sharp projections that can cause
turbulence.?” The interior of these fermenters is
usually lined with glass or finished to a high grade of
smoothness to minimize mechanical damage and to
enhance cleanliness. The impeller designs are different
t00.7%?° Modified marine and pitched-blade impellers
usually cause much less cell damage than conventional
disk turbine blades. Nevertheless, cell damage and
death caused by mechanical agitation and gas sparging
is still a major concern in reactor design and scale-up.
For cell lines like hybridoma, which are extremely
sensitive to shear stress, novel methods have been
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developed. The Vibro fermenter (Chemap) uses a plate
that vibrates (0.1-3 mm) in the vertical plane to achieve
mixing. Airlift bioreactors do away with mechanical
agitation and achieve mixing by the process of aeration
itself. Airlift bioreactors in general consist of two
concentric tubes. The inner tube carries a sintered steel
ring or other oxygenation apparatus through which air
containing 5% CO, is bubbled. Air escapes at the top
and the liquid comes down the outer tube. Hybridoma
cells have been successfully grown in airlift bio-
reactors.”% In general, cell densities in suspension
cultures are lower than 10°~10” ml™' because of limited
oxygenation at low agitation and aeration rates used to
avoid severe cell damages.

Apart from ingenious modifications to the typical
bioreactor, rotating wall culture vessels have also been
in use (1). But a recent resurgence in their use has been
triggered off by the discovery that gravity, or rather the
lack of it, plays an important role in the morphology
and physiology of tissue constructs."*!" The reactor
cultures cells in a slowly rotating horizontal cylinder,
which produces low shear stress and the continuous
rotation keeps the cells always in a state of free fall
to simulate microgravity conditions.

Perfusion Cultures

To achieve high cell densities, perfusion cultures have
also been used. Perfusion implies the continuous or
semicontinuous addition of fresh medium and with-
drawal of used medium. This, however, dictates the
need for cell separation. This has been achieved by
using spin filters, hollow-fiber filters, gravitational set-
tling, or centrifugal separation. Spin filters are usually
attached to the stirrer shaft. As they spin, they create a
boundary layer effect around them that reduces cell
attachment and clogging. Centrifugal methods employ
a recycle stream that passes through the centrifuge.
Hollow-fiber filters operated under tangential flow
allow continuous removal of medium filtrate without
significant membrane fouling. Gravitational settlers
using inclined tubes allow cells in the outflowing
stream to return to the reactor. Bierau et al. used ultra-
sound to aggregate cells for their fast separation from
liquid medium in the settler.*

Microcarrier Cultures

As microcarriers provide a good surface area for
attachment per unit volume, various types have been
routinely used to grow anchorage-dependent cell lines
in bioreactors primarily used for suspension cultures.
Airlift reactors can also be operated using microcar-
riers. Wang et al. reported the use of a fluidized-bed
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bioreactor in which cells were attached to Cytoline-1
macroporous microcarriers.*) The upward flow of
the medium fluidized the beads or carriers and
provided a unique perfused system that gave higher
erythropoietin (EPO) production than a conventional
stirred-tank bioreactor. Fluidized-bed bioreactors have
also been used for suspension cultures of hybridoma.**
Chong et al. used microcarriers to form a packed-bed
reactor to grow CHO cells and report cell density as
high as 2 x 10 cells/m1.*"]

However, cells grown on solid microcarriers are
often subjected to fluid mechanical damages caused
by small turbulent eddies as well as by collision between
microcarriers and against the impellers and other bio-
reactor parts.®) The development of macroporous
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Fig. 6 Various types of animal
cell bioreactors: (A) roller bottle;
(B) rotating disk; (C) stirred tank
with a marine impeller; (D) tank
with a pulsating agitator; (E)
stirred tank with a spin filter; (F)
airlift; (G) fluidized bed; and (H)
hollow fiber. (View this art in
color at www.dekker.com. )

microcarriers has largely solved this problem of shear
damage to cells. As the name suggests, macroporous
microcarriers have a network of pores within them,
which not only present a larger surface area for cell
attachment but also protect the cells from shear
damage. Macroporous microcarriers are mostly made
of gelatin, collagen, cellulose, polystyrene, and poly-
ethylene, and the cell distribution in them can be
studied by confocal laser scanning microscopy.?”**!

Hollow-Fiber Reactors

Hollow-fiber reactors are widely used in the produc-
tion of MAD and can reach cell densities higher than
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2 x 10%cells/ml of the fiber volume.***"! With
continuous perfusion and intermittent harvesting,
hollow-fiber reactors can give high reactor productivity
and produce antibodies at a high concentration com-
parable to or even higher than that in mouse ascites.*!]
The gradients of metabolites and nutrients created
along the axis of the hollow-fiber reactor are undesir-
able. This problem can be overcome with the radial
flow hollow-fiber reactor, which consists of a central
flow distributor tube surrounded by an annular bed
of hollow fibers.*”! The central flow distributor ensures
an axially uniform radial convective flow of nutrients
across the fiber bed. In this reactor, the cells grow on
the outer side of the fibers. However, in conventional
hollow-fiber reactors, the cells could be on either side
depending on the inoculation method used and the
way the process is carried out. Hollow-fiber reactors
have also been used for perfusion cultures. A practical
problem with these systems is that the cell density can-
not be directly monitored. Hollow-fiber reactors are
also expensive, and their uses are limited to small-
to-medium scale production of antibodies.

Fibrous-Bed Bioreactors

A promising new technology has been the immobiliza-
tion of animal cells to fibrous beds rather than micro-
carriers. The CelliGen Plus® bioreactor uses polyester
fabric disks packed in a basket inside a stirred tank
for immobilizing animal cells. The reactor productivity
was reported to be as high as 12-fold of that in static
and stirred suspension culture systems for antibody
production.'*?! Chen et. al. also developed a fibrous-
bed bioreactor to successfully grow osteosarcoma cells
to cell density as high as 3 x 108 ml~! with 90% cell
viability for as long as 4 mo."*# The three-dimensional
structure provided by the fibrous matrix has been
shown to have profound effects on cell growth
and protein production.”>*! This three-dimensional
culturing method provides a new technique for the
scale-up of animal cell culture.

INDUSTRIAL APPLICATIONS

Animal cell cultures are increasingly being used for the
production of recombinant glycoproteins, viral vac-
cines, and MAD in the biotechnology industry. They
are far superior to yeast and bacterial cells in carrying
out the complex post-translational modifications that
major recombinant protein products require. Not only
can animal cells provide better glycosylation and phos-
phorylation of complex proteins, but they can also carry
out authentic proteolytic cleavage, subunit association,
and chemical derivatization. However, large-scale
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animal cell cultures are more difficult to commer-
cialize than microbial cultures because the growth
rate of animal cell cultures is much slower, the nutrient
requirements are more complex, and the growth
conditions more stringent. In addition, there are several
parameters that need to be considered. Not only is
the required inoculum size large (~10°ml™' or
1-5 x 10* cmfz), but the cell proliferation rate is also
much slower. The productivity of the target protein is
also in the milligram per liter range as compared to
the higher production (often in g/L) in microbial cells.
The medium is usually more expensive and the cells are
highly sensitive to toxic metabolites and shear. In the
case of suspension cultures, the scale-up is relatively
easy as a range of fermentation equipment developed
for microbial cultures can be modified to adapt to
animal cell cultures. However, anchorage-dependent
cells require a large surface area per unit volume and
are therefore more difficult to scale up.

In spite of these hurdles, the last two decades have
seen an immense leap in animal cell culture technology
both at the laboratory scale as well as the industrial
scale. A variety of bioreactors and instrumentation
have been ingeniously been devised for the scale up
and process control of animal cell cultures. Serum-free
media development has considerably reduced the
downstream processing costs in the recombinant
protein production and purification process. The capa-
bility to induce some cell lines to lose anchorage
dependence has also been an important breakthrough.

Table 2 lists various types of biopharmaceutical
products from animal cell cultures. Viral vaccines are
usually produced by first culturing the host cells (e.g.,
MRC-5 and WI-38) to form a cell layer on the surface
of substratum. Seed virus is then added and incubated
for about 3 weeks for replication in the host cells
without killing them. After washing to remove the
medium components, the cells are lysed to release the
virions for harvesting and purification. The inactivated
viral vaccine is produced by inactivation with formal-
dehyde and adsorption onto aluminum hydroxide
adjuvant.

Roller bottle reactors have been widely used in the
past and can generate cell densities upto 5.4 X
10° cells/ml.[46] However, roller bottles are difficult to
scale up and cannot meet the growing demand for ther-
apeutic recombinant proteins. Their popularity is on
the decline and are largely replaced by microcarriers,
and stirred-tank or airlift bioreactors in process
scale-up. Initially, industrial production of EPO by
CHO cells is carried out in hundreds of roller bottles
in incubation rooms equipped with robots for medium
changes and product harvesting. The newer production
plant for second-generation EPO employs state-of-the-
art bioreactors and has three times the production
capacity of the old EPO plant.



Animal Cell Culture

77

Table 2 Some important biopharmaceutical products from animal cell cultures

Type

Examples

Vaccines

Glycoproteins Interferons

Polio, hepatitis A, measles, mumps, rubella, yellow fever, rabies, and influenza

Blood clotting factors (factors VIII, IX)
Glycoprotein hormones, EPO

Plasminogen activators, t-PA

MAD Diagnostics

Therapeutics—prevention of respiratory syncytial virus (RSV) infection,
treatments of inflammation, breast cancer, non-Hodgkin’s lymphoma,
and treatment or prevention of transplant rejection

Hormones
Growth factors

Proteases Urokinase

Human growth hormone, insulin, calcitonin, and parathyroid hormone
Nerve growth factor and EGF

Monoclonal antibodies have been widely used in
biomedical research and in diagnostics. Because MAb
bind to specific cell surface receptors, they can be used
for treatments of transplant rejection, cancer, autoim-
mune and inflammatory diseases, and infectious dis-
eases. Currently, MAb products comprise about 25%
of all biotech drugs in clinical development. Commer-
cial MAD production uses two methods: 1) in vivo cul-
tivation in mouse or rabbit ascites and 2) in vitro cell
culture in tissue flasks or bioreactors. For mass pro-
duction of therapeutic antibodies, the latter method
is used. For example, recombinant paliviumab is pro-
duced by culturing murine myeloma cells (NS0) in a
stirred-tank fed-batch bioreactor. The manufacturing
process starts with a vial containing about 10 million
frozen cells, which are cultured in T-flask and then in
spinner flask to expand the number of cells. These cells
are subsequently used in the larger-scale bioreactor
process with the culture volume increased incremen-
tally to the final volume of 10,000 L. After inoculation
of the production bioreactor, the fermentation takes
about 20 days to reach the final titer of the MADb pro-
duct, which is about 1 g of MAD per liter of the culture
medium. The high titer of MADb production in this sys-
tem was accomplished through extensive research and
development works on cell line improvement, medium
optimization, and process optimization and control.

CONCLUSIONS

Animal cells in culture have been widely used to study
the physiology, metabolism, and biochemistry of cells;
test the effect of compounds on different cell types; in
tissue engineering applications; and for the production
of recombinant glycoproteins, viral vaccines, and

MADb. Though several challenges remain to be over-
come, the future of developing more products using
animal cell cultures is very bright.
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INTRODUCTION

Antioxidants are ubiquitous and essential ingredients
to life and living matter, as well as natural and
synthetic organic materials. This entry deals with the
fundamental and applied aspects of hydrocarbon
oxidation and antioxidants with particular emphasis
on polymers. Some aspects of polymer oxidation are
introduced first before discussing antioxidants and
their mechanisms of action in polymer stabilization.
Examples of major antioxidant classes are given
together with critical evaluation of performance in
selected polymers. Recent progress in the areas of
biological, reactive, and macromolecular antioxidants
are also presented.

OXIDATION AND ANTIOXIDANTS
Hydrocarbon Oxidation

Molecular oxygen is the major cause of irreversible
deterioration of hydrocarbon substrates, leading to
the loss of useful properties and to the ultimate
failure of the substrate. The oxidation process of
hydrocarbons is autocatalytic: oxidation starts slowly,
sometimes with a short induction period, followed by
a gradual increase in the rate, concomitant with the
build up of hydroperoxides, which eventually subside,
giving rise to a sigmoidal oxidation curve.'¥ When
initiators such as peroxides are present, the length of
the induction period is absent, or very short, but it
can be prolonged by antioxidants, as shown in Fig. 1.
The basic autoxidation theory of hydrocarbons
involves a complex set of elementary reaction steps in
a free radical-initiated chain reaction mechanism; the
basic tenets of this theory apply equally to polymer
oxidation.

Polymer Oxidation

The basic autoxidation theory of hydrocarbons, which
involves a complex set of elementary reaction steps:
initiation, propagation, and termination, is similarly
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valid for polymer oxidation. Other factors such as
heat, mechanical stress, light, and transition metal
impurities, contribute to the initiation step, which leads
to the formation of the first macro-alkyl radicals
(see Scheme 1, Reaction 1).

Propagation reactions involve the very fast reaction
of oxygen biradical (O°~0°®) with polymer alkyl radi-
cals leading to the formation of macro-alkyl peroxyl
radicals (Scheme 1, Reaction 2). This is followed by
abstraction of hydrogen from another macromolecule
resulting in hydroperoxide formation, the first molecu-
lar product of the chain oxidation process (Scheme 1,
Reaction 3). This reaction involves the breaking of a
C-H bond and, therefore, requires higher activation
energy than Reaction 2. The rate of Reaction 3,
which in most polymers at normal oxygen pressures
determines the overall oxidation rate, is a function
of both the C-H bond dissociation energy
(allyl < benzyl < tertiary < secondary < primary)
and the stability of the resulting macro-alkyl radical.l”!
The macro-hydroperoxides formed can undergo
homolysis under the effect of heat, light, or metal ions
giving rise to alkoxyl- and hydroxyl-macroradicals
(Scheme 1, Reaction 4). Both these radicals can
abstract hydrogen from another polymer molecule,
leading to new macro-alkyl radicals (Reactions 5 and
6a), which continue the chain reaction. Alkoxyl
radicals can undergo further reactions, e.g., B-scission
(see Reaction 6b), that would lead to cleavage of the
macromolecular backbone and the generation of
further radicals.

The oxidative process is terminated through radical
combination and disproportionation reactions; the exact
nature of the terminating step is determined by the
polymer structure and the oxygen concentration. Since
Reaction 3 (Scheme 1) is rate determining, alkylperoxyl
radicals are the predominant reactive species under
normal oxygen pressure (oxygen saturation), i.e.,
[ROO°] > [R*], and termination occurs primarily
through Reaction 7, giving rise to diperoxides, carbonyl
compounds, and alcohols.!”! By contrast, under oxygen-
deficient conditions, alkyl radicals predominate, i.e.,
[R*] > [ROO®], and bimolecular termination steps 8—10
dominate, leading to cross-linking (and increased molar
mass, Reaction 9) and/or disproportionation (with no
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Fig. 1 Generalized shape of autoxidation curve and changes
caused by the addition of an initiator and an antioxidant.

change in molar mass Reaction 10) polymer reactions
(see Scheme 1). Both “limiting conditions’’ are encoun-
tered throughout the polymer lifecycle: oxygen-rich
environment during end-product use, and oxygen-
deficient conditions during polymer processing (e.g.,
extrusion), as well as in thick cross-sections, when the
rate of oxidation is controlled by the oxygen diffusion

Antioxidants

fragmentation and addition to double bonds to give rise
to further free radicals, can also take place depending
on the reaction conditions.® ' These macromolecular
changes lead ultimately to the loss of mechanical prop-
erties (e.g., impact strength, tensile strength, elonga-
tion), changes in surface appearance (e.g., yellowing,
crack formation, loss of gloss, “chalking’’), and prema-
ture failure. The deleterious effect of molecular oxygen
is accelerated by many other factors: sunlight, heat,
ozone, atmospheric pollutants, water, mechanical stress,
adventitious metal, and metal ion contaminants.
Further, the prior thermal-oxidative history of poly-
mers determines, to a large extent, their photoxidative
behavior in service during outdoor weathering.''! The
cyclical oxidation pathways and the nature and effects
of oxidation products arising from the different propa-
gating species are highlighted in Scheme 2.

In the presence of oxygen, mechanical, thermal,
photochemical, and environmental factors are extre-
mely detrimental to polymer properties: during proces-
sing, storage, and first and subsequent lives as end-use
products. Inhibition of the oxidative degradative pro-
cess in polymers can be achieved by the incorporation
of low levels (0.03-2%, but for plastics usually at 0.03—
0.3%) of antioxidants and stabilizers during the fabri-
cation process. Antioxidants and stabilizers, therefore,
occupy a key position in the market of compounding
ingredients for polymers, in particular the high volume
commodity polymers, e.g., polypropylene, polyethy-

rate. Other radical-polymer reactions, including lene, and polyvinyl chloride.
R-H A, hv, stress, M*, etc .
Initiation { R-R > R (D
RR +0, —  » ROO’ (2)
Propagation . .
ROO"+RH — 5 ROOH+R 3)
(" ROOH — 4 5 RO+ 'OH (4a)
2ROOH —— M _ » RO + ROO"+H,0 (4b)
or M"/M™!
Chain ‘OH + RH —— > ROH + R’ %)
Branching < . .
RO + RH ——— ROH + R (62)
< 2
R—?‘R B-scission R—&—R + R (6b)
. R
2 ROO’ —— Inert Products @)
o ROO' + R —————» ROOR ]
Termination o (8)
R +R cross-linking R-R ©
R + R disproportionation RH + Olefin (10)

Scheme 1 Basic autoxidation reactions.
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Scheme 2 Schematic presentation of the cyclical oxidation process and some of the main reactions/products formed from the
propagating radicals. The antioxidant mechanisms interrupting the oxidative cycles are also shown.

Antioxidants and Mechanisms of Action

Antioxidants are chemical compounds or species that
interfere with the degradative oxidative cycles in poly-
mers, through chemical processes involving inhibition
or retardation mechanisms. The two major antioxidant
mechanisms, chain breaking and the preventive, are
outlined in Scheme 2.'*!31 Examples of commercial
antioxidants are shown in Table 1, under their primary
mode of action, albeit most antioxidants operate by
more than one mechanism.

Chain breaking (CB) antioxidants (sometimes referred
to as primary antioxidants) act by removing the propa-
gating radicals (the alkyl peroxyl ROO® and the alkyl
R*) formed during the primary oxidation cycle.l'>'*!
Chain breaking donor (CB-D) antioxidants operate by
reducing the radical ROO® to ROOH (Reaction la).
Therefore, good CB-D antioxidants (e.g., hindered phe-
nols, AH) must be able to compete effectively with the
chain propagating Reaction 1b. The antioxidant radical
(A®) produced from reaction 1a should also lead to stable
molecular products. Hindered phenols and aromatic

amines (see Table 1, AOs 1-12) are important examples
of commercial CB-D antioxidants. Chain breaking
acceptor antioxidants (CB-A) operate by oxidizing R*®
in a stoichiometric reaction (Reaction 2a) and are effec-
tive only under oxygen deficient conditions (i.e., must
be able to compete effectively with the chain propagating
Reaction 2b). Quinones and stable free radicals, which
can act as alkyl radical trapping agents are representative
examples of CB-A antioxidants. Hindered amine deriva-
tives (alias hindered amine light stabilizers, HALS, e.g.,
AOs 25-27, Table 1) operate also by a chain breaking
mechanism and, through their transformation products,
are able to trap both R®* and ROO® through a cyclical

regenerative mechanism,['®?2 see Scheme 3.
AH +POO’ C€B-D __ POOH+A’
\
Non-radical
S . products (1a)
(Stabilization Reaction)
P-H + POO° —— POOH + P’ (1b)
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Table 1 Some examples of commercial antioxidants representing the major antioxidant mechanisms

Antioxidant

Code and trade name

CHAIN BREAKING ANTIOXIDANTS

Hindered Phenols

OH
t-Bu : t-Bu
CH, R

(AR)

L

OH (o]
t'BU@ ©/t-Bu
CH; CH;
OH OH
t-Bu S, t-Bu
CH; CH,
CH;,
HO
oTR
CH; CH;

Aromatic Amines

Rl D=,

Lactones

o
O~_H
t-But CH3

t-But
Hs

Hydroxylamines

QH
C1gH37-N-C4gH37

A-R=A-H
Me A
A-R= A Me
Me A
A
o
N
A-R= A-N xO
o N\
A

A-R = A-CH,C0,C;gH3;

A-R = |A-CH,CO,CHZC
A-R = |A-CH,CONH(CHy)3t,
A-R = [A-CH,COO(CHy)3t;

(|3H3 CH; (Isz
R= -(CH2)3CH(CH2)3&H(CH2)3?H
CH;,

RI1 = R2 = t-Oct
RI=H, R2 = NH— )
R1 = H, R2 =NHCOC(CH3)=CH,

AO-1 BHT

AO-2 Irganox 1330
AO-3 Irganox 3114
AO-4 Irganox 1076
AO-5 Irganox 1010
AO-6 Irganox 1098
AO-T Irganox 259
AO-8 Irganox 3052
AO-9 Irganox 1081
AO-10 Irganox E 201
AO-11 Nonex OD
AO-12a Nonex DPPD
AO-12b

AO-13 HP 136
AO-14 Irgastab FS 042

(Continued )
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Table 1 Some examples of commercial antioxidants representing the major antioxidant mechanisms (Continued )

Antioxidant

Code and trade name

PREVENTIVE AND PHOTO-ANTIOXIDANTS

Peroxide Decomposers

(RO);P { R=-C42Hzs5
R= —)—CgHyg
t-Bu
lt—Bu—@— O-|-P
3
R-Q _OR
O~ OR R=—()-tau
N\
RO’ OR t-Bu
/O Q
R-O-P\ /P— O-R R= t-Bu
(o] (o) t-Bu
I R=CygH
[Ro-C-cH,CHy| =CqgHy7
2 = 121125

X=C, Y=NR2, R= C4H9, M=Zn, n=2

N S\X_Y X=C, Y=NR, M=Fe, n=3
s# X=P, Y=OR,, M=Ni, n=2

n X=C, Y=OR, M=Ni, n=2

Photo-antioxidants, Hindered amine stabilizers

R=H
R-N_)~0CO(CH)sC00—{_ NR g_cp,

{0 N-(CH2)20CO(CH2)ZCO]~
n

1 Nor— N{CH)eN————
NN

NH-C(CH3),CH,C(CH;);

UV-Absorbers
O HO
c— - 0CqHe
A Hf%;; R; =R, =t-Bu, R;=H

1 Ry=CysHas, Ry = CH, Ry=H
R1= R3 = H, R2=CH3
R2 R1 =t-Bu, RZ = CH3, R3= Cl

AO-15a
AO-15b

AO-16

AO-17

AO-18

AO-19
AO-20

AO-21

AO-22
AO-23
AO-24

AO-25
AO-26a

AO-26b

AO-27

AO-28

AO-29
AO-30
AO-31
AO-32

Ultranox TLP ]

Irgafos TNPP

Irgafos 168

Irgafos P-EPQ

Ultranox U- 626

Irganox PS 802
Irganox PS 800

Robec Z bud

Iron dithiocarbamate
Nickel dithiophosphate
Nickel xanthate

Tinuvin 770
Tinuvin 765

Tinuvin 626

Chimassorb944

Chimassorb 81

Tinuvin 320
Tinuvin 571
Tinuvin P

Tinuvin 326

Phosphite
esters

Sulfur
Compounds

HALS

UVA

(Continued )
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Table 1 Some examples of commercial antioxidants representing the major antioxidant mechanisms (Continued )
Antioxidant Code and trade name
Metal Deactivators
+Bu 7 1 MD 1024
1 -
[HO@'CHZCHZCNH+ AO-33 TEAnox
t-Bu 2 MD
(o]
@—CH=N-NH-C‘§-] AO-34 Eastman OABH
2
Hydrogen Chloride Scavengers
_-OCOCH
BuySn AO-35 Dibutyl tin maleate
~
OCOCH HCl
0 scavenger
Oct,Sn(S-CH,CO-Oct), AO-36 Dioctyltin thioglycolate

CB-A Non-radical

LA+ P’ a)
(O, deficiency)  Products

(Stabilisation Reaction)

O,+P" POO° b)

(Propagation Reaction)

where AH is a CB-D antioxidant, A°® is the antioxidant
radical and LA is a CB-A antioxidant, PH is a polymer.

Preventive antioxidants (sometimes referred to as
secondary antioxidants) act by interrupting the sec-
ondary oxidation cycle to prevent or inhibit the gen-
eration of free radicals.'? The most important
preventive mechanism is the nonradical hydroperoxide
decomposition, PD. Phosphite esters and sulfur-
containing compounds, e.g., AOs 15-24, Table 1, are
the most important groups of peroxide decomposers.
Phosphite esters are known as stoichiometric peroxide
decomposers (PD-S): they reduce hydroperoxides to

ROOR ROO’
P&K
. » >NOR
>N-H ROOH >NO. M '
ROO' TRTGB-A
X
i
H CB-D
HALS ROOH ROO"

alcohols and are themselves oxidized to the corre-
sponding phosphates in 1:1 stoichiometric reactions
(see Reaction 3). Additionally, some phosphite esters
can act as catalytic peroxidolytic agents (PD-C),
whereas others (e.g., hindered aryl phosphites, AOs
11 and 12, Table 1) can act by a chain breaking (CB)
mechanism; the relative contribution of each of these
modes of action to the overall mechanism depends
on the structure of the phosphite, the oxidizability of
the substrate and the reaction conditions.!****
P(OR); + ROOH —PD-S__ 0-P(OR); + ROH 3)
Sulfur compounds are known as catalytic hydroper-
oxide decomposers (PD-C): one antioxidant molecule
destroys several hydroperoxide molecules by the action
of intermediate sulfur acid moieties.”>® Thioethers
and esters of thiodipropionic acid and metal dithiolates
are examples of commercial significance (see Table I,
AOs 19-24).

™ SNOH (+ >C=C<)

Scheme 3 Reaction mechanism of HALS.
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Metal deactivators (MD) act, primarily, by retard-
ing metal-catalyzed oxidation of polymers and are
added to polymers used in contact with metals, e.g.,
wires and power cables. Metal deactivators are nor-
mally polyfunctional metal chelating compounds
(e.g., Table 1, AOs 33 and 34) that can chelate with
metals and decrease their catalytic activity.?*—!

UV absorbers (UVA) act by absorbing UV light to
retard the photolysis of hydroperoxides. Typical exam-
ples are based on 2-hydroxybenzophenones (AO 28)
and 2-hydroxybenzotriazoles (e.g., Table 1, AOs 29-
32); both are photo-stable with high molar absorptions
over the region 300-360 nm. Their activity is based essen-
tially on absorption of the harmful UV-radiation and its
harmless dissipation as heat. For example, in 2-hydroxy-
benzophenones, UV-light induces intramolecular hydro-
gen transfer to yield an enol, which reverts back to the
original ketone in a radiationless process,*?! Reaction 4.

/H‘
(o o)
& éfll
+hv AN
| @
“°oR

|
OR  -AH

.‘H\
ﬁ (o)

@/C

ANTIOXIDANT PERMANENCE: EFFECTS OF
CHEMICAL AND PHYSICAL FACTORS

There are many limitations to the use of antioxidants
in applications involving the human environment,
e.g., food packaging, medical applications, etc. Apart
from the risks associated with premature failure of a
product, the physical loss of antioxidants into the con-
tact media can also have adverse toxicological effects.
Although all antioxidants, which are licensed for use
in polymers for food contact and medical applications,
have to undergo strict toxicity testing regimes, their
approval, however, does not necessarily mean that
their oxidation products (derived from the parent
antioxidant during processing or as a result of its
antioxidant action in the substrate) are also nontoxic.

Low molar mass antioxidants are known to suffer
from physical loss and research in recent years has,
therefore, focused on finding substantive alternatives.
For example, reactive antioxidants, which can be che-
mically anchored on the polymer backbones to prevent
physical loss during processing or in-service, have been
explored as nonmigratory antioxidants.***" Clearly,
there are many factors that need to be considered
before choosing antioxidants in end-use applications.
The success of an antioxidant package is critically
dependent on the underlying chemical and physical
factors that influence antioxidant performance in dif-
ferent substrates and environments.
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Chemical Factors

The intrinsic chemical activity of an antioxidant is a func-
tion of its molecular structure. This can be determined
accurately in a model substrate where the antioxidant
is fully soluble and in a test where no physical loss is
possible. However, using the chemical activity alone as
an indicator, can lead to unreliable predictions of the
efficiency of antioxidants in polymers under practical
conditions because of the dominating influence of physi-
cal factors under certain environments. For example, the
hindered phenol BHT (AO 1, Table 1) is amongst the
most efficient antioxidants known for liquid hydrocar-
bons (based on its intrinsic chemical activity determined
by oxygen absorption), but is ineffective in protecting
thermoplastic polymers (during accelerated air oven age-
ing) because of physical loss through volatilization.'!
Higher molecular mass antioxidants, based on the same
hindered phenol function, e.g., Irganox 1010, Irganox
1330 (Table 1, AOs 5 and 2) outperforms BHT under
these conditions.[***

Physical Factors

The physical behavior of an antioxidant is a major
factor affecting its permanency, efficiency, and accept-
ability, especially when the polymer (e.g., fibers, films)
artifact is placed directly in contact with aggressive
environments, e.g., organic solvents including dry
cleaning solvents, hot water and detergents, hot oils,
acids, fatty food, hot air, and intense solar radiation.
Physical factors, which control the permanence and
efficacy of an antioxidant include distribution, solubi-
lity, diffusivity, volatility, and leachability.

Distribution of antioxidants
and polymer morphology

In order to inhibit the oxidation of polymers, the anti-
oxidant has to be present in sufficient concentration at
the various oxidation sites. In this respect, both the dis-
tribution of antioxidants and the morphology of the host
polymer assume greater significance. Examination of the
distribution of photo-antioxidants in typical commercial
semi-crystalline polymers, such as polyolefins, has
shown!***! that they are rejected into the amorphous
region on the boundaries of spherulites. Such nonuni-
form distribution of antioxidants leads to an increase
in their concentration in the amorphous region,**! which
is most susceptible to oxidation (the crystalline phase is
normally impermeable to oxygen). However, in the case
of polymer blends, a nonuniform distribution of antiox-
idants can undermine the overall stability of the blend,
especially when the more oxidizable component of the
polymer blend is left unprotected.
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Compatibility of antioxidants with polymers

Antioxidants are generally less soluble in polymers
than in lower molar mass liquid models. Although
antioxidants are usually highly soluble at the elevated
processing temperatures (and form with the polymer
a homogenous solution), they come out of solution
on cooling at room temperature with the solidified
polymer supersaturated with the antioxidant. In turn,
the antioxidant may precipitate as a separate phase,
and exudes to the polymer surface (this is called
“blooming’’),** leading to a build up of a concentra-
tion gradient near the surface and greater tendency of
migration of the antioxidant from the bulk. Conse-
quently, an antioxidant with low solubility and high
diffusion rate is susceptible to blooming and loss to
the surrounding medium by evaporation (air stream
as contact media) or through leaching (extraction by
a liquid contact media), leaving behind an unprotected
polymer surface.

Generally, the compatibility of antioxidants in poly-
mers is improved when the antioxidant and the host
polymer have similar characteristics. Compatibility of
antioxidants in nonpolar hydrocarbon polymers,
therefore, decreases with increasing antioxidant polar-
ity and increases with the number, length, and branch-
ing of the inert alkyl substituents attached to the
antioxidant function.*>**) Many commercial antioxi-
dants with higher molecular masses (e.g., Table 1, com-
pare AO 5 with AO 1) have been developed and many
have inert long (8 to 18 C-atoms) alkyl chains (e.g.,
Table 1, AO 4).

Antioxidant diffusion, volatility, and leachability

The permanency of antioxidants is affected by diffu-
sion characteristics of the antioxidant, the nature
(gas, liquid, and solid) of the surrounding medium,
and the temperature.*>*>*7 Generally, the diffusion
coefficient of antioxidants decreases with increasing
polar interactions with the polymer, increasing molar
mass of antioxidants and branching in their alkyl side
chain.

In the presence of a stream of hot air or high tem-
perature and low pressure (e.g., during polymer melt
processing) volatility becomes very important: it is
governed by the rate of diffusion of antioxidants,
which, in turn, determines the rate at which the surface
is replenished.*?! The influence of polymer sample
shape and the structure and molar mass of antioxi-
dants on volatility has received much attention. The
rate of evaporation of antioxidants from rubber and
polyethylene, for example, was found** to be inversely
proportional to the thickness of the sample and
directly proportional to its surface area. Furthermore,
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an increase in molar mass results in an increase in
intermolecular dispersion forces, which brings about
a decrease in volatility of the antioxidants from the
polymers.

In liquid contact media (e.g., foodstuffs, oils, sol-
vents), the rate of loss of antioxidants from the poly-
mer surface depends both on their diffusion
coefficient and their partition coefficient between the
liquid and the polymer. This is complicated by the
varying ability of different solvents (liquid media) to
swell polymers, giving rise to an increase in the diffu-
sion coefficient of the antioxidant, which leads to
higher loss rates.*] As in the case of volatilization,
the rate of leachability of antioxidants from the surface
of polymers into liquid contact media increases with
temperature and surface area-to-volume ratio, e.g., in
thin polymer samples.

ANTIOXIDANTS: THERMAL STABILIZATION

Stabilization of polymers against the effect of tempera-
ture, shear, and other oxidizing agents is required, both
to prevent mechano-thermal oxidation at the proces-
sing stage (processing antioxidants) and to afford pro-
tection during in-service (long-term  thermal
stabilizers). In addition, the thermal stability of repro-
cessed polymers (recycled) must be preserved and rein-
forced by additional stabilization (recycling stabilizers)
for further reprocessing and end-use. Different classes
of antioxidants are used, and their stabilizing action
in polymer melts is outlined below.

Aromatic amine antioxidants based on p-phenyl-
enediamine, e.g., AOs 11 and 12, Table 1, are highly
effective peroxyl radical scavengers (more effective
than hindered phenols). Their use, however, is limited
to elastomers because of their extreme staining power.
Sterically hindered phenols (also efficient CB-D anti-
oxidants), on the other hand, have been used exten-
sively as melt processing stabilizers in plastics, as
they do not suffer as much from the problem of poly-
mer discoloration during melt processing, but yellow-
ing can still occur because of the formation of
colored conjugated quinonoid-type transformation
products with visible absorption wavelengths, extend-
ing to more than 400 nm."*! Hindered phenols contain-
ing propionate esters, e.g., AOs 4 and 5 are good
stabilizers for polyolefins and styrenics, the propiona-
mide AO 6 is used in aliphatic polyamides, and the
ester AO 7 is suitable for polyesters. Scheme 4 shows
some key reactions of propionate-based hindered phe-
nols used for polymer stabilization, in order to illus-
trate their antioxidant action and the formation of
discoloring products. The primary step in their stabiliz-
ing action involves the scavenging of alkylperoxyl
(ROO®) radicals; a step, which also leads to the
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Scheme 4 Key reactions that take place during the antioxidant action of 4-propionate-hindered phenols.

production of harmful hydroperoxides, see Scheme 4a.
In practice, therefore, hindered phenols are generally
used in combination with peroxide decomposers, typi-
cally a hydrolysis-resistant phosphite.***!** It is clear
from Scheme 4 that the major transformations of phe-
nolic antioxidants during melt processing consist of
quinone-type products, C-C and C-O coupling pro-
duct. Transformation products of antioxidants can
further influence their overall stabilization effect by
exerting either anti- or pro- oxidant effects, thereby
synergizing or antagonizing the action of the parent
antioxidant.

Antioxidants that act by CB-A mechanism are par-
ticularly suitable for melt stabilization. The bifunc-
tional hindered phenol semi-acrylate antioxidant, AO 8
in Table 1, which acts primarily by deactivating alkyl
radicals, is an effective processing stabilizer for styrene-
butadiene-styrene copolymers.®” Lactone stabilizers,
see AO 13, Table 1, which are used commercially in
phenol-free blends (e.g., with phosphites) or in blends
containing combinations of hindered phenols and
phosphites, have been shown®'?! to be highly effi-
cient in oxygen deficient-environment particularly
during melt processing. They act by trapping macro-
alkyl radicals, as well as peroxyl radicals, through
the intermediacy of the resonance stabilized lactone
(benzfuranyl) radical, Reaction 5. Similarly, the
hydroxylamines, see AO 14, Table 1, which can also

scavenge the macroalkyl radicals via the intermediacy
of nitrones, as well as reducing hydroperoxides to
alcohols, have been shown® to be highly efficient
processing stabilizers, Reaction 6.
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Alkyl and aryl phosphite esters are also effective
melt stabilizers. They are often used in combination
with hindered phenols to give highly efficient melt
stabilizing systems and to reduce discoloration of the
polymer because of the oxidation products of the phe-
nols present. Phosphites (particularly those derived
from aliphatic alcohols and unhindered phenols) are,
however, generally susceptible to hydrolysis. Conse-
quently, moisture-sensitive phosphites affect adversely
the handling characteristics (i.e., flow properties) of
the additive package and are a source of other pro-
blems: corrosion of metal surfaces, formation of dark
colored spots, and gel formation. In practice, hydrolysis-
resistant phosphites based on sterically hindered
phenols are used, e.g., AOs 17 and 18, Table 1.

Sulfur-containing compounds are highly effective
PD antioxidants, but they are more complex in their
behavior than the phosphites. They react with hydro-
peroxides in a catalytic process, which leads to the
formation of sulfur acids that are responsible for the
catalytic nonradical destruction of hydroperoxides.
The “simple’” dialkyl sulfides, e.g., thiodipropionate
esters, such as Irganox PS800 and PS 802 (AOs 19
and 20, Table 1), function as weak melt stabilizers as
they give rise to a pro-oxidant effect in the polymer
because of the generation of free radicals by an initial
redox reaction with hydroperoxides, see Scheme 5.4
In view of the pro-degradant effects of thiodipropionate
esters, these sulfide antioxidants are always used in com-
bination with CB-D antioxidants, such as Irganox 1010
(AO 5) in order to deactivate the free radicals formed.

Metal carboxylates (e.g., lead carbonate, calcium,
barium, and zinc soaps) and tetravalent derivatives of
tin (e.g., dibutyl tin maleate, DBTM, AO 35, Table 1)
are frequently used as antioxidants for PVC stabiliza-
tion. Melt stabilization of PVC is normally aimed at
reducing the formation of HCl and hydroperoxides in
the polymer, and at removing the developing unsatura-
tion, which is both the source of color and further
instability. In general, plasticized PVC is processed at
lower temperatures than rigid PVC, and lesser damage
is expected during melt processing of the former.

Antioxidants

The elimination of labile chlorine atoms from the
polymer backbone is the most important stabilization
mechanism for PVC. Dialkyl tin maleates (e.g.,
DBTM) and thioglycollates (e.g., DOTG, AO 36,
Table 1) function by eliminating HCI, see Reaction 7.
In addition, the maleates also act by removing the
unsaturation and limiting color development, whereas
the thioglycollates have an additional peroxidolytic
function.**!

R'~
R'/Sn(XR) 2

'~

HCL . R™snci, + 2RxH
Rl

—_—
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e.g. DOTG. where:
XR = SCH,CO,R and R’ = Oct

ANTIOXIDANTS: PHOTOSTABILIZATION

As with thermal stabilizers, photostabilizers must satisfy
basic chemical and physical requirements (see the sec-
tion titled “Antioxidant permanence: effects of chemi-
cal and physical factors’). In addition, they must be
photo-stable, i.e., stable to UV-light, to withstand
continuous periods of UV-exposure, without being
prematurely destroyed or effectively transformed into
sensitizing products. There are essentially three classes
of compounds that are categorized as photostabilizers/
photoantioxidants: UV-absorbers and pigments, pero-
xide decomposers including nickel complexes, and
sterically hindered amine light stabilizers.

Most of the UV-absorbers (UVA) used commer-
cially fall into two main classes of compounds, the 2-
hydroxybenzophenones, e.g., AO 28, Table 1, and the
2-hydroxybenzotriazoles, e.g., AOs 29-32, Table 1,
with the 2-hydroxy group being essential for their
activity.’> These UVAs operate by additional mechan-
isms too, for example, by removing initiating radicals
(e.g., alkoxyl radicals) in a weak chain breaking-donor
(CB-D) mechanism.”®! UV absorbers, such as AO 28,
also synergize effectively with peroxide decomposers,
e.g., metal dithiolates, see Table 4.

Further S-acids Antioxidant
o / S0,/80; processes
, 0
R-S-R' -ROOH,_ R sSR +>- >C=C< + RSOH
(sulfide) a (sulfoxide) (sulfenic acid)
hv |POO* . X . . Pro-oxidant
f cao e RSO +RO™*+H0 [ processes
RSO’ +R" Antioxidant process |

Scheme 5 Peroxidolytic and chain breaking activity of phosphorus antioxidants.
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Metal complexes of dithioic acids, e.g., dithiocarba-
mates, dithiophosphates, xanthates (MDRC, MDRP,
MRX, respectively) see AOs 21-24, Table 1, which
are highly effective catalytic peroxide decomposers
(PD-C) and excellent melt stabilizers, are generally
effective photo-antioxidants.l'*?32% Their effectiveness
is attributed mainly to the much higher UV stability of
dithiolates compared to simple sulfides. Both the nat-
ure of the metal ion in the dithiolate complexes and
their concentration play a crucial part in their overall
effectiveness as UV stabilizers. Transition metal com-
plexes containing Ni, Co, and Cu are more photostable
than Zn- and Fe-containing complexes, hence are more
effective, see Table 2. Furthermore, the photo-antioxi-
dant activity of nickel dithiolates is greatly affected by
their solubility in the polymer.® These peroxide
decomposers also synergize effectively when used in
combination with UV-absorbers, Table 2.

Hindered piperidines (known as HALS, hindered
amine stabilizers), see AOs 25 and 26, Table 1, have
been used extensively as photo-stabilizers in commer-
cial polymers. HALS is a unique class of photostabili-
zers that do not function as UV screens singlet oxygen,
triplet carbonyl quenchers, or as peroxide decompo-
sers. Their effectiveness is attributed to their primary
transformation product, the corresponding nitroxyl
radicals (>NO?®), which is capable of scavenging alkyl
radicals in competition with oxygen, i.e., an effective
CB-A antioxidant. Its photostabilizing mechanism also
involves the regeneration of the nitroxyl radical from
both the corresponding hydroxylamine (>NOH an
effective CB-D) and alkylhydroxylamine, 457581
see Scheme 3. Overall, the photoantioxidant activity
of HALS can be ascribed to a regenerative donor-
acceptor (CB-A/CB-D) antioxidant mechanism
involving >NO*® and >NOH.

Table 2 Effect of different metal dithiolates on the
photostability (embrittlement time, EMT) of PP processed at
190°C (For structures, see Table 1)

Concentration UV-EMT
Antioxidant (mol/100g x 10% (hr)
Unstabilized PP 0 90
ZnDEC 2.5 175
NiDEC 2.5 740
NiDEC 10 840
FeDMC 0.25 85
FeDMC 2.5 150
FeDMC 5 336
CoOct X 3 1600
Chimassorb 81 3 245
NiDBP + Chimassorb 81 6 2650
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ANTIOXIDANTS: METAL DEACTIVATOR

The main function of metal deactivators (MD) is to
retard efficiently metal-catalyzed oxidation of polymers.
Polymer contact with metals occur widely, for example,
when certain fillers, reinforcements, and pigments are
added to polymers, and, more importantly when poly-
mers, such as polyolefins and PVC, are used as insulation
materials for copper wires and power cables (copper is a
pro-oxidant since it accelerates the decomposition of
hydroperoxides to free radicals, which initiate polymer
oxidation). The deactivators are normally polyfunc-
tional chelating compounds with ligands containing
atoms like N, O, S, and P (e.g., see Table 1, AOs
33 and 34) that can chelate with metals and decrease
their catalytic activity. Depending on their chemical
structures, many metal deactivators also function by
other antioxidant mechanisms, e.g., AO 33 contains
the hindered phenol moiety and would also function as
CB-D antioxidants.

ANTIOXIDANTS: BIOLOGICAL

The use of antioxidants in human-contact applications,
e.g., food-contact, medical, and pharmaceutical, pre-
sent a challenge in terms of their safety and level of
migration into the contact media, e.g., food and body
fluids. The biological antioxidant vitamin E, which is
a suitable candidate for such areas of application, is
a fat-soluble, and sterically hindered phenol antioxi-
dant with the most bioactive form of the vitamin being
the a-tocopherol (Table 1, AO 10).

In-vitro rate studies on the antioxidant activity of «-
tocopherol has shown that it is one of the most efficient
alkylperoxyl radical traps, far better than the commer-
cial hindered phenols, e.g., BHT (2,6-di-tert-butyl-4-
methylphenol, AO 1).°7 Its efficiency was attributed
to stereo electronic effects: the electronic synergy
between a fully methylated aromatic ring and the chro-
man moiety results in a highly stabilized tocopheroxyl
radical, formed during the rate limiting step, Reaction
8, because of the interaction between the p-orbitals on
the two oxygen atoms.!>”!

CHy ”
H, ROO; i ) +rooH
o % (8)
CH 3 (o] CH3 3 Y
4
Vitamin E L7

v

(a-tocopherol ) tocopheroxyl radical
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a-tocopherol has been shown to be a very effective
melt processing antioxidant for PP, especially at low
concentration.*>**®!1 A comparison of the antioxidant
efficiency of a-tocopherol with that of Irganox 1010
(AO 5) during melt extrusion of PP at 260°C shows
(see Fig. 2A) clearly the superior performance of the
former at all concentrations and, in particular, at very
low concentrations. Tocopherol can, therefore, be used
cost-effectively at only one-quarter of the concentra-
tion typically required for the stabilization of PP by
synthetic hindered phenols, such as Irganox 1010.
The activity of the former is attributed to the rapid rate
of deactivation of radicals responsible for PP chain
scission. A further important contribution to its anti-
oxidant activity stems from its oxidation products,
which are formed during polymer melt processing;
these products were shown to be very effective antiox-
idants.[*"! Tocopherol products formed during PP and
PE melt processing consist mainly of direct coupling
products, leading to the formation of dihydroxydimer,

Antioxidant Concentration, ppm

of PP processed in the presence
of antioxidants. (View this art
in color at www.dekker.com.)

DHD and quinonoid-type products, trimers, TRI,
spirodimers, SPD, quinone methides, QM, together
with some aldehydes, ALD,® see F ig. 3 for structures
of these products. All the oxidation products were
shown to be more highly colored than tocopherol
itself, with the aldehydes being the most colored, and
the trimers the least colored.

In general, sterically hindered phenols contribute to
some discoloration (yellowing) of polyolefins during
processing. Yellowing of polyolefins containing hin-
dered phenols has been attributed to a number of fac-
tors including the formation of colored oxidation
products, e.g., quinonoid structures, and interactions
between the phenols and transition metal ion catalyst
residues from the polymerization stage.[’*®! The
extent of discoloration depends on the chemical struc-
ture of the parent antioxidant, the oxidation products,
and the type and amount of catalyst residues in the
polymer. It was shown!*’! that at low concentration,
both tocopherol and Irganox 1010 cause comparable

H3C OH HO CH3 CHj3
CH,-H CHs o ISP
H;3C 2—-Hy CH; H; CH; [ Ci6H33
Q 0o o H;C o ©OH
H3C CieHss H3C' CqHy; M3 H3C ¢ eH33 CH; CH3
C6H33 Ci6Ha3
Dihydroxy dimer (DHD) Trimer (TRI) Tocoquinone (TQ)
CHO
HO.
CH,
CH;

Spirodimer (SPD)

Aldehyde (ALD)

Fig. 3 Structures of the main transformation products of a-tocopherol formed during melt processing of polyolefins.
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Fig. 4 Color stability of PP processed in presence of 300 ppm
tocopherol in combination with the phosphate U-622. Total
amount of products formed from tocopherol is also shown.

levels of discoloration during melt processing of PP. At
increasingly higher concentrations, however, the extent
of discoloration affected by tocopherol is higher
(Fig. 2B). In order to reduce the extent of discolora-
tion, very small concentrations, e.g., 300 ppm, of a
phosphate antioxidant can give rise to a pronounced
color suppression, together with higher levels of
retention of the tocopherol in the polymer (Fig. 4).
The higher retention of the tocopherol antioxidant
observed when a small amount of the phosphite U-
626 was used has been attributed tol® first, a
reduction in the amount of the more intensely colored
transformation products, and second to the regenera-
tion of tocopherol in the presence of the phosphite,

%o ROO. RO

Ultranox U626 .

Ho CH; . o CH;
CHjs ROO; CH3
HiC 0-°R HsC o R
CHj; CHj
o-~tocopherol I
CH
HO 3
CH3
H,C 0~ R

CH;3
Regeneration of
tocopherol
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via a redox-type reaction, through the formation of a
phosphite-phenol C-C coupled product (Scheme 6).

ANTIOXIDANTS: REACTIVE

A strategy that is based on the use of reactive antiox-
idants can also be explored to achieve stabilization of
polymers suitable for human-contact applications.
Reactive antioxidants that become an integral part of
the macromolecular chain can result in nonmigratory
stabilizer systems that would be unaffected by extrac-
tive hostile contact media.

In general, reactive antioxidants are compounds
that contain one or more antioxidant functions (the
antioxidant, AO component) and one or more chemi-
cal functions that are capable of reacting either with
monomers (same or different) or with polymers (the
reactive, Rv, component). The AO function is based
on any antioxidant moiety (see examples A-D in
Scheme 7), whereas the reactive moiety can either be
a polymerizable (e.g., Rv functions 1-4) or nonpoly-
merizable (e.g., Rv functions 5-7) groups, and may
or may not contain a spacer (an inert flexible and short
chemical link connecting the antioxidant moiety to the
reactive function).

Reactive antioxidants may either be copolymerized
with monomers during polymer synthesis or grafted
on preformed polymers; they are therefore linked to
the polymer. Although the copolymerization route
has been successfully exploited,*>¢*% it has not
received greater attention because of cost incurred in
the synthesis and production of tailor-made ““speciality’’
materials for low-volume specific applications. On the

Scheme 6 Redox reactions resulting in the
regeneration of tocopherol.
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other hand, grafting of antioxidants on preformed
polymer melts can offer a more flexible and versatile
approach where standard compounding and proces-
sing machines are used to conduct chemical grafting
reactions. Both routes, however, offer tremendous
advantages in terms of the physical persistence of anti-
oxidants in the polymer. In both cases, the process of
chemical attachment (target reaction) of antioxidants
onto the polymer backbone proceeds in competition
with other undesirable processes. The main prerequi-
site here, therefore, is to achieve the target reaction
without detriment to the overall polymer properties
and the fabrication process.

Both thermal- and photo-antioxidant functions have
been grafted on polyolefins during melt processing in
the presence of a free radical initiators.[****! The practi-
cal success of in situ melt grafting of antioxidants on
polyolefins, however, depends on the correct choice of
chemical systems and processing variables that would
reduce the interference of side reactions, without altering
significantly the polymer characteristics, e.g., molar
mass, morphology, and physical properties.

The three different types of reactive antioxidant sys-
tems typically used for grafting reactions on polyole-
fins are briefly as described in the following.

Monofunctional Polymerizable Antioxidants

The use of polymerizable monofunctional antioxidants
with one reactive group per antioxidant molecule is

considered here. Production of these antioxidants is
generally straightforward. Therefore, it can offer, a
broad, versatile, and economic route for the
production of a range of polymer-grafted antioxi-
dants and antioxidant concentrates. Different mono-
functional antioxidants have been reactively grafted
on polyolefins, e.g., PP, LDPE, HDPE, poly
(4-methyl-1-ene), in the presence of free radical initia-
tors using single- or twin screw extruders, or internal
mixers.

It has been demonstrated, however, that the effi-
ciency of chemical attachment of such monofunc-
tional polymerizable antioxidants on polyolefins
(Reaction 9) is always low.[**® This is mainly because
of the highly competitive homopolymerization reac-
tion of the reactive antioxidant (Reaction 10). For
example, studies on the effect of processing variables
on the extent of melt grafting on PP of different
mono-acryloyl-containing hindered phenol (DBBA)
and hindered amine (AOTP) antioxidant functions
have shown that grafting efficiency is less than
50%.1%7% The remaining ungrafted antioxidants were
recovered, almost completely, as homopolymers of
the parent antioxidants, which were incompatible
with the host polymer and were readily removed by
extractive solvents. Furthermore, the performance of
these homopolymers, when incorporated in the poly-
mer matrix as conventional antioxidants, is very poor.
The problems of homopolymer formation and low
efficiency of grafting of mono-functional polymeriz-
able antioxidants in polyolefins were subsequently
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addressed by alternative approaches (see Reactions 9
and 10, above).

Monofunctional Nonpolymerizable Antioxidants

Non-polymerizable monofunctional antioxidants were
subsequently used to avoid the problem of homopoly-
merization of the antioxidant. For example, melt graft-
ing of the two maleated antioxidants, BPM and APM
(see below), on PP was shown to lead to high grafting
efficiencies (up to 75% in the former and >90% in the
latter), which were attributed to the nonpolymerizable
nature of the maleate (maleimide) functions.”") The
performance of these antioxidants, especially under
extractive organic solvent conditions, was also shown
to far exceed that of conventional antioxidants with
similar antioxidant function.

::>~O C-CH=CH- C 04<:,\Z
(BPM)

OO
}', (APM)

Bifunctional Polymerizable Antioxidants

The use of reactive antioxidants containing two
polymerizable polymer-reactive functions in the same
antioxidant molecule is outlined here. Careful choice
of the processing parameters, the type, and the amount
of free radical initiator can lead to very high levels of
antioxidant grafting.”"! For example, melt grafting of
concentrates (e.g., 5-20 wt.%) of the di-acrylate
hindered piperidine, AATP, on PP in the presence of
a peroxide initiator has led to almost 100% grafting.
This exceptional grafting efficiency of AATP is in
marked contrast with the much lower grafting levels
achieved with the mono-functional HALS analogues,
e.g., MyATP and AmyTP."" Examination of the
mechanisms involved in the grafting process of such
bifunctional antioxidants has shown that the grafting
reaction occurs through the intermediacy of a cross-
linked structure, involving the polymer and the reac-
tive antioxidant, lead finally to an antioxidant grafted
polymer product, which remains comparable in its
general characteristics, e.g., solubility, crystallinity,
molar mass, to a conventionally stabilized sample.l’%!]

Monofunctional Polymerizable Antioxidants
in the Presence of a Comonomer

The use of a reactive di- or poly-functional comonomer
(nonantioxidant), which can co-graft with a monofunc-
tional polymerizable antioxidant on polymers, can
improve the grafting efficiency from as low as 10-
40% to an excess of 80-90%. This strategy, however,
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presents immense challenges because of the presence of
more than one polymerizable group in the comonomer,
which could lead to additional undesirable (competing)
side reactions, complicated by the possibility of como-
nomer-induced crosslinking reactions of the polymer.
The success of this “one-pot’” synthetic approach lies
in the ability to achieve a delicate balance between
the composition of the chemical system (antioxidant,
comonomer, free radical initiator) and reaction condi-
tions (e.g., temperature, residence time) with the aim of
promoting the target grafting reaction at the expense
of all competing side reactions.!*>7"

In practice, the success of this method has been clearly
illustrated.[®*7" The novelty of this approach lies in the
fact that co-grafting of polymerizable polyfunctional
agents (traditionally used as crosslinkers, e.g., the tri-
methylol propane triacrylate, Tris) with mono-vinyl
antioxidants (and other additives) in extruders
or mixers leads to the production of highly grafted
antioxidants in a noncrosslinked polymer. This co-
grafting method can be applied to a wide range of
antioxidant functions (e.g., HAS, UVA, hindered phe-
nols, aromatic amines) to achieve outstanding levels
of antioxidant grafting. Table 3 shows an example,
which illustrates the excellent performance, especially
under extractive conditions, of a highly bound syner-
gistic antioxidant system (hindered phenols + UV
absorber) produced by this method in PP compared
to a conventional (unbound) commercial antioxidant
system.

ANTIOXIDANT MIXTURES: SYNERGISM
AND ANTAGONISM

The interaction between two or more antioxidants (or
antioxidant functions) in plastics formulations can

Table 3 Comparison of the antioxidant performance
(accelerated UV aging) of synergistic mixture (melt grafted in
presence of Tris) with a conventional antioxidant mixture
based on the same antioxidant functions (at 1:1 w/w ratio)

UV embrittlement time (hr)

Antioxidant

(0.4% in PP films) Unextracted Extracted
None 75 70
DBBA? 205 80
HAEB® 330 70
PP-g(DBBA-HAEB)t;s 1160 1130

UV531 is a commercial UV absorber, 2-hydroxy-4octyloxy benzo-
phenone Tris is a triacrylate comonomer.

#Unbound, processed alone (no Tris) as a conventional antioxidant.
®See Table 2 for structures.

Antioxidants

lead to enhanced performance by more than the
sum of their individual effects; i.e., synergistic effects.
Synergism can result from the combined action of
two chemically similar antioxidants (homosyner-
gism), e.g., two hindered phenols, or from two
different antioxidant functions present in the same
stabilizer molecule (autosynergism), e.g., Irganox
1081 (AO 9, Table 1), or when separate stabilizer
molecules that carry different antioxidant functions
are physically blended in a stabilizer formulation
(heterosynergism). Conversely, antioxidant combina-
tions resulting in reduced performance, relative to
the sum of their individual contribution, are called
antagonistic.

Highly effective UV stabilizing systems can be
achieved by the use of synergistic mixtures of
compounds acting by different mechanisms. Table 4
illustrates the synergism obtained from combinations
of different metal dithiolates with the UV absorber
Chimassorb 81 (AO 28, Table 1) in LDPE. Hindered
phenol antioxidants combined with sulfur-containing
compounds exhibit synergism during thermal stabiliza-
tion of polyolefins. In contrast, similar combinations of
Irganox 1076 (AO 4, Table 1) with different metal
dithiolates lead to antagonism during photostabiliza-
tion, see Table 4.%%7?! This antagonistic behavior has
been attributed to sensitization leading to photolytic
destruction of the dithiolates by oxidation products
of phenols, particularly stilbenequinones. Stabilizers
that contain two different antioxidant functions (e.g.,
PD and CB activities) in the same molecule, such as
phenolic sulfides, show much higher molar intrinsic
activity as thermal antioxidants (because of autosyner-
gism) than conventional hindered phenols with only
CB activity.l'!}

HALS exhibit a complex behavior when present in
combination with other antioxidants and stabilizers.
Effective synergism in both melt and thermal stabiliza-
tion has been achieved when secondary and tertiary
HALS were used in combination with both aromatic
and aliphatic phosphites; the synergistic optimum
depends on the structure of the phosphite.””’ HALS
also synergize the action of UV-absorbers, e.g., benzo-
triazoles, in different polymers such as polypropylene,
polystyrene, and ABS.I™

CONCLUSIONS

Antioxidants and stabilizers are generally used in
the chemical processing industry for the protection
and preservation of properties of materials, includ-
ing food, with the aim of prolonging and extending
their shelf life. They are essential ingredients for the
long-term durability of many polymers, such as
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Table 4 Synertistic and antagonistic effects on photostability of LDPE processed at 150°C

Photo-embrittlement time (hr)

Concentration
Stabilizer system (x107*M100g~ 1 Observed Calculated effect™® References
Control PP (no antioxidant) — 1000 — [26]
ZnDEC 3 1400 — [26]
NiDEC 3 1800 — [26]
Tinuvin 770 3 2400 — [26]
Irganox 1076 3 1750 — [26]
NiDBP 2.5 2800 — [72]
NiBX 2.5 2500 — [72]
CuDIP 2.5 2300 — [72]
Chimassorb 81 3 1650 —
Synergistic systems
NiDEC + Chimassorb 81 3+3 — — [26]
ZnDEC + Chimassorb 81 343 4000 3000 [26]
NiDBP + Chimassorb 81 25 4+ 25 5500 4500 [72]
NiBX + Chimassorb 81 25 4 25 4900 4200 [72]
CuDIP + Chimassorb 81 25 4+ 25 5350 4000 [72]
Antagonistic systems
NiDEC + Irganox 1076 343 1580 3550 [26]
ZnDEC + Irganox 1076 3+3 1250 3150 [26]
NiDEC + Tinuvin 770 343 1850 4200 [26]
NiDBP + Irganox 1076 25+ 5 — — [72]

aConcentration of HOBP in this case was 5 x 107*M100g~".

0/, Synergism = {[(Es — E.) — (E\ — Eo) + (E; — E))/(E, — Ec + E» — Eo)} x 100, where E; is the embrittlement time of synergist,
E. the embrittlement time of control, E; the embrittlement time of antioxidant 1, and E, the embrittlement time of antioxidant 2.

polyolefin, and are crucial to the upgrading of their
performance, and for achieving the benefits of
sustainable development in polymers recycling
programs.

Antioxidants and stabilizers are chosen for target
applications on the basis of chemical, physical, toxico-
logical, and economic factors. The final selection of an
antioxidant package must take into consideration the
performance requirements of the end-use polymer arti-
cle including toxicity, compatibility, appearance, and
color. Issues of efficacy and safety have been the
driving force behind much of the recent progress made
in the areas of biological, reactive, and macromole-
cular antioxidants.

More stringent regulations and legislations for
certain applications of stabilized polymers, such as in
food, toys, medicine, and other health-related areas,
would promote further interest in the use of biological
and naturally occurring antioxidants and reactive
antioxidants for chemical processing, and for produ-
cing safe and “permanently’’ stabilized polymer com-
positions.  Current emphasis on  sustainable
development and green chemistry approaches should
lead to further exploration of the benefits of renewable
resources and environmentally benign synthetic routes
in the development and procurement of new antioxi-
dants, or for replacing existing ones.

Compared to conventional antioxidants, reactive
antioxidants that are capable of becoming covalently
bound to the polymer backbone are not readily lost from
polymers during fabrication and in-service. There is a lot
of evidence that demonstrates the performance (in terms
of polymer protection) of “immobilized’’ antioxidants in
practice, especially when polymer products are subjected
to harsh environment, e.g., exposure to high tempera-
tures, UV-light and leaching solvents. It is clear from this
that high mobility of low molar mass antioxidants is not
a necessary prerequisite to achieving stabilization and
attachment of antioxidants to polymers can be indust-
rially beneficial.

Reactive antioxidants grafted on polymer melts
behave in a similar way to low molar mass conven-
tional antioxidants, but offer many additional advan-
tages. The polymer-linked antioxidants do not suffer
from the problem of compatibility, volatility, and
migration, i.e., they do not suffer physical loss even
under highly aggressive and extractive environments.
Such antioxidant systems would be much more risk-
free and environmentally friendly. The ability to pro-
duce highly grafted antioxidant concentrates (master
batches), which can be used in conventional (the same
or different) polymers, as “normal’’ additives would
extend the use of reactive antioxidants to new areas
of application.
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INTRODUCTION

Biocatalysis may be broadly defined as the use of
enzymes or whole cells as biocatalysts for industrial
synthetic chemistry. They have been used for hundreds
of years in the production of alcohol via fermentation,
and cheese via enzymatic breakdown of milk proteins.
Over the past few decades, major advances in our
understanding of the protein structure—function relation-
ship have increased the range of available biocatalytic
applications. In particular, new developments in protein
design tools such as rational design and directed
evolution have enabled scientists to rapidly tailor
the properties of biocatalysts for particular chemical
processes. Rational design involves rational alterations
of selected residues in a protein to cause predicted
changes in function, whereas directed evolution, some-
times called irrational design, mimics the natural
evolution process in the laboratory and involves
repeated cycles of generating a library of different pro-
tein variants and selecting the variants with the desired
functions (see the entry “Protein Design’’). Enzyme
properties such as stability, activity, selectivity, and
substrate specificity can now be routinely engineered in
the laboratory. Presently, approximately 100 different
biocatalytic processes are implemented in pharma-
ceutical, chemical, agricultural, and food industries.!
The products range from research chemicals to com-
modity chemicals and the number of applications con-
tinue to grow very rapidly. In spite of these successes,
however, the vast potential of biocatalysis has yet to
be fully realized.

In this entry, we briefly outline the scope of biocata-
lysis and discuss its advantages and disadvantages as
compared to chemical catalysis. We then review such
topics as enzyme and whole-cell based biocatalysis,
biocatalysts used in nonaqueous media, biocatalyst
immobilization, discovery and engineering of novel
enzymes, and hybrid approaches combining chemical
and biological synthesis. An overview of the six general
classifications of enzymes along with their relative use
in industry is discussed. Selected industrial applications
of whole-cell based biocatalysis including the produc-
tion of lactic acid and 1,3-propanediol are also studied.
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THE SCOPE OF BIOCATALYSIS

Advantages and Disadvantages of Biocatalysis
vs. Chemical Catalysis

Similar to other catalysts, biocatalysts increase the
speed in which a reaction takes place but do not affect
the thermodynamics of the reaction. However, they
offer some unique characteristics over conventional
catalysts (Table 1). The most important advantage of
a biocatalyst is its high selectivity. This selectivity
is often chiral (i.e., stereo-selectivity), positional
(i.e., regio-selectivity), and functional group specific
(i.e., chemo-selectivity). Such high selectivity is very
desirable in chemical synthesis as it may offer several
benefits such as reduced or no use of protecting
groups, minimized side reactions, easier separation,
and fewer environmental problems. Other advantages,
like high catalytic efficiency and mild operational
conditions, are also very attractive in commercial
applications.

The characteristics of limited operating regions,
substrate or product inhibition, and reactions in
aqueous solutions have often been considered as the
most serious drawbacks of biocatalysts. Many of these
drawbacks, however, turn out to be misconceptions
and prejudices.**! For example, many commercially
used enzymes show excellent stability with half-lives
of months or even years under process conditions. In
addition, there is an enzyme-catalyzed reaction equiva-
lent to almost every type of known organic reaction.
Many enzymes can accept non-natural substrates and
convert them into desired products. More importantly,
almost all of the biocatalyst characteristics can be
tailored with protein engineering and metabolic
engineering methods (refer to the section Biocatalyst
Engineering and see also the entry “Protein Design’’)
to meet the desired process conditions.

Biocatalytic processes are similar to conventional
chemical processes in many ways. However, when
considering a biocatalytic process one must account
for enzyme reaction kinetics and enzyme stability
for single-step reactions, or metabolic pathways for
multiple-step reactions. Fig. 1 shows the key steps
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Table 1 Advantages and disadvantages of biocatalysis in comparison with chemical catalysis

Advantages

Disadvantages

Generally more efficient (lower concentration of enzyme needed)

Can be modified to increase selectivity, stability, and activity

More selective (types of selectivity: chemo-selectivity,
regio-selectivity, diastereo-selectivity, and enantio-selectivity)

Milder reaction conditions (typically in a pH range of 5-8 and

temperature range of 20-40°C)

Environment friendly (completely degraded in the environment)

Susceptible to substrate or product inhibition

Solvent usually water (high boiling point and heat
of vaporization)

Enzymes found in nature in only one enantiomeric form

Limiting operating region (enzymes typically denatured
at high temperature and pH)

Enzymes can cause allergic reactions

(From Ref?)

in the development of a biocatalytic process. It
usually starts with the identification of a target
reaction, followed by biocatalyst discovery, character-
ization, engineering, and process modeling. In many
cases, biocatalyst engineering is the most time-
consuming step, often involving two major ap-
proaches: rational design and directed evolution. In
addition to biocatalyst development, product isolation
is an important step. The overall process economics
depends on all these factors, which needs to be
demonstrated in a pilot-scale plant before scale-up.
Biocatalysts can constitute a significant portion of
the operating budget; however, their cost can be
reduced by reusing them when immobilized (refer to
the section Biocatalyst Immobilization).

Optimized Biocatalyst(s)

Biocatalyst
Discovery

Process
Modeling

Demonstration
Reactor

+ Immobilization
« Product recovery

- Economics
- Reactor design Biocatalyst

Engineering

Enzyme Engineering
Metabolic Engineering

Enzyme Based Biocatalysis vs. Whole-Cell
Biocatalysis

Both isolated enzymes and whole cells can be used as
biocatalysts. Compared to whole cells, isolated
enzymes offer several benefits, including simpler reac-
tion apparatus, higher productivity owing to higher
catalyst concentration, and simpler product purifica-
tion.!”! Until recently, only enzymes that were abun-
dantly produced by cells could be used in industrial
applications. Now it is possible to produce large
amounts of an enzyme through the use of recombinant
DNA technology. In brief, the DNA sequence
encoding a given enzyme is cloned into an expression
vector and transferred into a production host such as

> oo |

Biocatalyst
Characterization

« Stability
- Activity

Fig. 1 Flowchart of the develop-
ment of a biocatalytic process.
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Escherichia coli or Saccharomyces cerevisiae for gene
expression. The overexpressed enzymes are purified
from the cell extracts based on their chemical and
physical properties. The most commonly used enzyme
purification techniques include electrophoresis, centri-
fugation, and chromatography. Centrifugation sepa-
rates enzymes based on their differences in mass or
shape, whereas electrophoresis separates enzymes
based on their differences in charge. Liquid chromatog-
raphy separates enzymes based on their differences
in charge (ion-exchange chromatography), in mass
(gel filtration chromatography), or in ligand-binding
property (affinity chromatography).

The whole-cell biocatalysis approach is typically
used when a specific biotransformation requires multi-
ple enzymes or when it is difficult to isolate the enzyme.
A whole-cell system has an advantage over isolated
enzymes in that it is not necessary to recycle the cofac-
tors (nonprotein components involved in enzyme catal-
ysis). In addition, it can carry out selective synthesis
using cheap and abundant raw materials such as
cornstarches. However, whole-cell systems require
expensive equipment and tedious work-up because
of large volumes, and have low productivity. More
importantly, uncontrolled metabolic processes may
result in undesirable side reactions during cell growth.
The accumulation of these undesirable products as well
as desirable products may be toxic to the cell, and these
products can be difficult to separate from the rest of
the cell culture. Another drawback to whole-cell
systems is that the cell membrane may act as a mass
transport barrier between the substrates and the
enzymes.

Nonaqueous Biocatalysis

Historically, enzymes have been used extensively in
aqueous media. Enzymes are well suited to their
natural aqueous environment; however, biotransfor-
mations in industrial synthesis often involve organic
molecules insoluble in water. More importantly,
because of its high boiling point and high heat of
vaporization, water is usually the least desired solvent
of choice for most organic reactions. Thus, shifting
enzymatic reactions from an aqueous to an organic
medium is highly desired.

Over the past 15yr, studies have shown that
enzymes can work in organic solvents.”) However,
the enzymatic activity is quite low in an organic solvent
compared to that in water. Recent advances in protein
engineering and directed evolution have aided in the
development of enzymes that show improved activity
in organic solvents. Progress has also been made in
developing simple, scalable, and low-cost techniques to
produce highly active biocatalyst preparations for use
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in organic solvents.”) One such method improves
enzyme activity in organic solvents by lyophilizing
(freeze-drying) an aqueous biocatalyst solution in the
presence of organic and inorganic molecules called excip-
ients. These excipients include nonbuffer salts, crown
ethers, cyclodextrins, and solid-state buffers.”l Some
remarkable results have also been achieved by using
jonic liquids as solvents in biocatalytic reactions.™

Biocatalyst Immobilization

Immobilization is the process of adhering biocatalysts
(isolated enzymes or whole cells) to a solid support.
The solid support can be an organic or inorganic mate-
rial, such as derivatized cellulose or glass, ceramics,
metallic oxides, and a membrane. Immobilized bioca-
talysts offer several potential advantages over soluble
biocatalysts, such as easier separation of the biocata-
lysts from the products, higher stability of the biocata-
lyst, and more flexible reactor configurations. In
addition, there is no need for continuous replacement
of the biocatalysts. As a result, immobilized biocata-
lysts are now employed in many biocatalytic processes.

More than one hundred techniques for immobiliz-
ing enzymes have been developed which can be divided
into five major groups summarized in Table 2.
Adsorption of the enzyme onto a surface is the easiest
and the oldest method of immobilization. Entrapment
and cross-linking tend to be more laborious enzyme
fixation methods, but they do not require altering the
enzyme as much as other techniques. The formation
of the covalent linkage often requires harsh conditions,
which can result in a loss of activity because of confor-
mational changes of the enzyme. It is important to note
that most of these techniques can also be used to
immobilize whole cells. In addition, although these
types of immobilization are considered to be relatively
old and well established, the emerging field of nano-
tube biotechnology has created another possible means
of immobilizing biocatalysts.'”!

Biocatalyst Discovery: Sources
and Techniques

Traditionally, potentially commercial enzymes are
identified by screening micro-organisms, which are
frequently isolated from extreme environments, for
biocatalytic activity. Commercial enzymes are selected
by probing libraries of related enzymes for a range of
properties, including activity, substrate specificity, sta-
bility over a temperature range, enantio-selectivity, or
compatibility under various physical and chemical
conditions. Unfortunately, most of the commercially
viable enzymes have been isolated in only a few micro-
bial species such as Bacillus and Pseudomonas because
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Table 2 Methods of enzyme immobilization

Biocatalysis

A. Covalent attachment

Isolated enzymes usually attached through amino or carboxyl groups to a solid support
Variety of supports such as porous glass, cellulose, ceramics, metallic oxides

B. Adsorption

Ton-exchangers frequently used in industry because of simplicity
Industrial applications include anion-exchangers diethylaminoethyl cellulose (DEAE-cellulose) and the cation-exchanger

carboxymethyl cellulose (CM-cellulose)
C. Entrapment in polymeric gels

Enzyme becomes trapped in gel volume by changing temperature or adding gel-inducing chemical
Enzymes may be covalently bound to gel (for instance, polyacrylamide cross-linked with N,N’-methylenebisacrylamide)

or noncovalently linked (calcium alginate)

D. Intermolecular cross-linking
Enzyme cross-linked with bifunctional reagents

Popular cross-linkers are glutaraldehyde, dimethyl adipimidate, dimethyl suberimidate, and aliphatic diamines

E. Encapsulation

Enzymes enveloped in semipermeable membrane, which allows low molecular weight substrates and products to pass

through the membrane

Enclosed in a variety of devices: hollow fibers, cloth fibers, microcapsules, film

(From Ref"))

of the limitations in micro-organism cultivation tech-
niques.'" Tt has been widely acknowledged that the
majority of microbial species (up to 99%) have never
been cultivated and thus have never been investigated.
To access this vast untapped microbial diversity,
several companies such as Diversa Corporation
(San Diego, California, U.S.A.) and TerraGen Dis-
covery (Vancouver, British Columbia, Canada) have
successfully developed modern bioprospecting tech-
niques such as multiple metagenome cloning to isolate
novel industrial enzymes.!'”

New methods for exploring natural biodiversity
have been greatly facilitated by high-throughput
screening technologies and robust expression in recom-
binant organisms. Recombinant DNA technology
makes it possible to produce enzymes at levels 100-fold
greater than native expression and allows expression
of genes from organisms that cannot be cultured.
Although some problems may be resolved by screening
larger libraries of DNA, this may not be the most
efficient or expedient method of obtaining a viable
biocatalyst. A more efficient means of obtaining a
good biocatalyst may involve engineering the catalyst
itself using various protein engineering and metabolic
engineering techniques (refer to the section Biocatalyst
Engineering and see also the entry “Protein Design’”).

Biocatalyst Engineering

Nature has supplied us with a vast array of biocatalysts
capable of catalyzing numerous biological reactions.
Unfortunately, naturally occurring biocatalysts are often
not optimal for many specific industrial applications,

such as low stability and activity. Moreover, naturally
occurring biocatalysts may not catalyze the reaction
with the desired non-natural substrates or produce
the desired products. To address these limitations,
molecular techniques have been developed to create
improved or novel biocatalysts with altered industrial
operating parameters. It should be noted that, for
enzyme based biocatalysts, many molecular techniques
have been developed for engineering enzymes with
novel or improved characteristics. Readers are referred
to the entry “Protein Design.”” In this section, we
mainly discuss the molecular techniques used for
whole-cell based biocatalyst engineering, or metabolic
engineering.

Metabolic engineering is a rapidly growing area
with great potential to impact biocatalysis.'*) It has
been broadly defined as “‘the directed improvement
of product formation or cellular properties through
modifications of specific biochemical reaction(s) or
the introduction of new one(s) with the use of recombi-
nant DNA technology.””!"¥ In an industrial context,
the ultimate goal of metabolic engineering is the devel-
opment of optimal biocatalysts. In the past two
decades, metabolic engineering has been successfully
used to engineer micro-organisms to produce a
wide variety of products, including polymers, aro-
matics, carbohydrates, organic solvents, proteins, anti-
biotics, amino acids, and organic acids. According to
the approach taken or the aim, these applications
can be classified into seven groups: 1) expression of
heterologous genes for protein production; 2) exten-
sion of the range of substrate for cell growth and
product formation; 3) design and construction of path-
ways for the production of new products; 4) design and
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construction of pathways for degradation of xenobio-
tics; 5) engineering of cellular physiology for process
improvement; 6) elimination or reduction of by-
product formation; and 7) improvement of yield or
productivity.['™ Several of these applications have been
implemented at industrial-production scale (refer to
the section Industrial Applications of Whole-Cell
Based Biocatalysis) and the number of applications
should continue to grow. In particular, with the recent
advances in genomics, proteomics, and bioinformatics,
many new genes and pathways will be discovered and
the regulation of metabolic network will also be better
understood, all of which will accelerate the develop-
ment of more commercially viable bioprocesses
through metabolic engineering.

Hybrid Approaches Combining Chemical
Synthesis and Biocatalysis

Biocatalysts exhibit exquisite catalytic efficiency that is
often unmatched by conventional catalysis. Nonethe-
less, conventional organic synthesis will likely remain
the staple of the chemical and pharmaceutical indus-
tries. In the future, the integration of these two
approaches will probably offer the optimal route for
industrial synthesis. An illustration of this principle
can be found in the selective deprotection of reactive
functional groups. Enzymes are unique deprotecting
tools for combinatorial synthesis because of their
remarkable selectivity and ability to operate under
mild reaction conditions. A recent example is the
synthesis of long multiply lipidated peptides containing
various side-chain functional groups.'® In this study,
penicillin acylase was used for selective N-deprotection
of a highly labile S-palmitoylated oligopeptide. After
removal of the protecting group, the S-palmitoylated
oligopeptide was used as a building block in further
synthetic steps.

Table 3 Classification of enzymes

105

INDUSTRIAL APPLICATIONS OF ENZYME
BASED BIOCATALYSIS

With the rapid technical developments in gene discov-
ery, optimization, and characterization, enzymes have
been increasingly used as biocatalysts. According to
the International Union of Biochemistry and Mole-
cular Biology (IUBMB) nomenclature system, all
enzymes are classified into six classes on the basis of
the general type of reactions that they catalyze
(Table 3). Within each class are subclasses and the
enzymes themselves. The result is an ordered system
of enzymes and the reaction(s) that each catalyzes. It
is important to note that, in biological processes, every
class of enzyme is utilized in the cell to a large extent.
However, this is not the same in industrial processes,
where certain classes of enzymes are used more often
than others. As shown in Fig. 2, most of the enzymes
that have been used as biocatalysts in industry are
hydrolases (~65%), even though oxidoreductases
are typically much more useful than hydrolases as
catalysts. The utility of an enzyme class depends on
the relative commercial importance of the products
that each enzyme produces, the accessibility of the
enzymes, and the specific characteristics of the enzymes
(e.g., stability, activity, and selectivity).

Oxidoreductases

Oxidoreductases catalyze oxidation and reduction
reactions that occur within the cell. They are very
appealing for industrial uses because of the reactions
that they are able to catalyze. However, they often
need expensive cofactors such as nicotinamide adenine
dinucleotides (e.g., NAD"/NADH) and flavines (e.g.,
FAD/FADH,) in the reactions. In fact, nicotinamide
adenine dinucleotides are required by about 80%
of oxidoreductases. Fortunately, several NAD(H)

Enzymes Type of reactions Representative subclasses
Oxidoreductases Catalyze the transfer of hydrogen or oxygen Oxidases, oxygenases, peroxidase, dehydrogenases
atoms or electrons from one
substrate to another
Transferases Catalyze the group transfer reactions Glycosyltransferases, transketolases, methyltransferases,
transaldolases, acyltransferases, transaminases
Hydrolases Catalyze hydrolytic reactions Esterases, lipases, proteases, glycosidases, phosphatases
Lyases Catalyze the nonhydrolytic removal Decarboxylases, aldolases, ketolases, hydratases,
of groups dehydratases
Isomerases Catalyze isomerization reactions Racemases, epimerases, isomerases
Ligases Catalyze the synthesis of various types Synthetases, carboxylases

of bonds with the aid of energy-containing

molecules
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Lyases
5%

Oxidoreductases
25%

Transferases
5%

Hydrolases
63%

Fig. 2 The relative use of enzyme classes in industry. (From
Ref.?l)

regeneration systems have been developed, the most
widely used being the formate/formate dehydrogenase
(FDH) system.!'”!

An example of a pharmaceutical synthesis reaction
involving an oxidoreductase is the synthesis of
3,4-dihydroxylphenyl alanine (DOPA).[Z] 3,4-Dihy-
droxylphenyl alanine is a chemical used in the treat-
ment of Parkinson’s disease. The industrial process
that synthesizes DOPA utilizes the oxidoreductase
polyphenol oxidase. As shown in Fig. 3, the monohy-
droxy compound is oxidized by the regio-specific
addition of a hydroxyl group. It is worth mentioning
that epinephrine (adrenaline) can also be synthesized
by a similar reaction path using the same enzyme.”)

Another example is the use of leucine dehydrogen-
ase coupled with FDH for the reductive amination of
trimethylpyruvate to L-rert-leucine (Fig. 4). The whole

OH OH
OH
polyphenyl oxidase
0, H,0
THz CH,
HzN—C|>H H2N—C|)H
COOH COOH

Fig. 3 Enzymatic synthesis of 3,4-dihydroxylphenyl alanine
(DOPA).

Biocatalysis
0 NH,
)k LDH, NH; 5
(HyC)sC COOH /\ (Hac)BC/\COOH

trimethylpyruvic acid PEG-NADH  PEG-NAD L-tert-leucine

HCOOH U

Fig. 4 Enzymatic synthesis of L-tert-leucine.
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process is carried out in a membrane reactor in which
the cofactor NAD™ is regenerated by FDH. This
process has now reached ton-scale production at
Degussa (Germany).['®!

Transferases

Transferases catalyze the transfer of functional groups
such as methyl, hydroxymethyl, formal, glycosyl, acyl,
alkyl, phosphate, and sulfate groups by means of a
nucleophilic substitution reaction. They are not widely
used in industrial processes; however, there are a few
examples of industrial processes that utilize transferases.

A classical example of industrial application of
transferases is the use of various glycosyltransferases
for the synthesis of oligosaccharides. Oligosaccharides
and polysaccharides are important classes of naturally
occurring compounds, which play vital roles in cellular
recognition and communication processes.!'” Because
of the required use of many protection and deprotec-
tion groups, chemical synthesis of complex oligosac-
charides represents a daunting challenge in synthetic
organic chemistry. By contrast, enzymatic synthesis
of oligosaccharides by glycosyltransferases requires
very few protection and deprotection steps because of
the high regio- and stereoselectivity of glycosyltrans-
ferases, thus offering an attractive alternative.”!
Another example is the use of a glucokinase (a trans-
ferase) in combination with an acetate kinase for
the production of glucose-6-phosphate (Fig. 5). This
process is carried out in multikilogram scale by the
Japanese company Unitika.[!
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Fig. 5 Enzymatic synthesis of glucose-6-phosphate.
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Hydrolases

Hydrolases catalyze the addition of water to a sub-
strate by means of a nucleophilic substitution reaction.
Hydrolases (hydrolytic enzymes) are the biocatalysts
most commonly used in organic synthesis. They have
been used to produce intermediates for pharmaceuti-
cals and pesticides, and chiral synthons for asymmetric
synthesis. Of particular interest among hydrolases
are amidases, proteases, esterases, and lipases. These
enzymes catalyze the hydrolysis and formation of ester
and amide bonds.

Lipases can hydrolyze triglycerides into fatty acids
and glycerol. They have been used extensively to
produce optically active alcohols, acids, esters, and
lactones by kinetic resolution. Lipases are unique, in
that they are usually used in two-phase systems. A
classic example is the use of a lipase for the production
of (S,R)-2,3-p-methoxyphenylglycyclic acid, an inter-
mediate for diltiazem. In this process, methyl-
p-methoxyphenylglycidate is stereospecifically hydro-
lyzed by a lipase immobilized in a hollow fiber
membrane reactor. The enzyme is located at the inter-
facial layer between an organic and an aqueous
phase.[!

Proteases such as a-chymotrypsin, papain, and
subtilisin are also useful biocatalysts for regio-selective
or stereoselective hydrolytic biotransformations. For
example, dibenzyl esters of aspartic and glutamic acid
can be selectively deprotected at the I-position by
subtilisin-catalyzed hydrolysis (Fig. 6).”! In addition,
a-chymotrypsin is used in the kinetic resolution of
a-nitro-o-methyl carboxylates, which results in L-
configured enantiomers of the unhydrolyzed esters
with high optical purity (>95% e.e.).l”)

Lyases

Lyases are the enzymes responsible for catalyzing
addition and elimination reactions. Lyase-catalyzed
reactions involve the breaking of a bond between a
carbon atom and another atom such as oxygen, sulfur,
or another carbon atom. They are found in cellular
processes, such as the citric acid cycle, and in organic
synthesis, such as in the production of cyanohydrins.””)

1 1
COO-CH,-Ph COOH
subtilisin
H,N—CH »  HN—CH
n = 1: aspartic acid
(THz)n n = 2: glutamic acid (CH2),
COO-CH,-Ph COO-CH,-Ph

Fig. 6 Regio-selective ester-hydrolysis catalyzed by subtilisin.
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Fig. 7 Enzymatic synthesis of (§)-malic acid.

Several industrial processes using lyases as catalysts
have been reported. Perhaps the most prominent lyase-
catalyzed process is the production of acrylamide from
acrylnitrile. This process is carried out by the Nitto
Chemical Company of Japan at a scale of more than
40,000 tons per year.”” Another example is the use of
a fumarase for the production of (S)-malic acid from
fumaric acid. As shown in Fig. 7, a water molecule is
added to the double bond in fumarate by means of
an addition reaction. The result is a cleavage of the
carbon—carbon double bond, and a formation of a
new carbon-oxygen bond. A third example is bio-
catalytic production of a cyanohydrin from a ketone.
This reaction is catalyzed by a lyase called oxynitrilase.
It consists of the cleavage of one carbon—oxygen bond,
and the addition of a HCN molecule. The chirality of
the product is based on the form of the enzyme used
(R-oxynitrilase or S-oxynitrilase).”!

Isomerases

Isomerases catalyze isomerization reactions such as
racemization and epimerization. They have not been
used in many industrial applications. However, one
of the most successful enzyme based biocatalytic pro-
cesses involves an isomerase: the use of glucose isomer-
ase for the production of high-fructose corn syrup
(HFCS) (Fig. 8). High-fructose corn syrup is used as
an alternative sweetener to sucrose in the food and
beverage industry. The isomerization of glucose to
HFCS on an industrial scale is carried out in continu-
ous fixed-bed reactors using immobilized glucose
isomerases. The total amount of HFCS produced by
glucose isomerase exceeds a million tons per year.?!)

Ligases

Ligases catalyze reactions that involve the creation of
chemical bonds with nucleotide triphosphates. They
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Fig. 8 Enzymatic synthesis of high-fructose corn syrup.
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are important in certain cellular processes, such as con-
necting nucleotides in DNA replication. However,
similar to isomerases, ligases have very few industrial
applications.”) It is important to note that DNA
ligases are essential tools in recombinant DNA tech-
nology and are used almost in every biology-related
laboratory.

INDUSTRIAL APPLICATIONS OF WHOLE-CELL
BASED BIOCATALYSIS

Whole-cell based biocatalysis utilizes an entire micro-
organism for the production of the desired product.
One of the oldest examples for industrial applications
of whole-cell biocatalysis is the production of acetic
acid from ethanol with an immobilized Acetobacter
strain, which was developed nearly 200 yr ago.!"! The
key advantage of whole-cell biocatalysis is the ability
to use cheap and abundant raw materials and catalyze
multistep reactions. Recent advances in metabolic
engineering have brought a renaissance to whole-cell
biocatalysis. In the following sections, two novel indus-
trial processes that utilize whole-cell biocatalysis are
discussed with emphasis on the important role played
by metabolic engineering.

Lactic Acid

L-lactic acid has long been used as a food additive and
has recently received great attention because it can be
used as an important feedstock for the production of
other chemicals such as polylactic acid (PLA), acetal-
dehyde, polypropylene glycol, acrylic acid, and penta-
dione.” Among them, PLA is the most important
product as it can be used to manufacture thermo-
formed containers, packaging, nonwovens, paper-
coated articles, and film products.ml Lactic acid can
be produced from sucrose, whey (lactose), and maltose
or dextrose from hydrolyzed starch using Lactoba-
cillus strains.

Compared to other polymeric materials such as
polyethylenes, polylactic acid has several advantages
including an increased hydrophilicity, resistance to
ultraviolet light, ability to be dyed with dispersion
dyes, a range of melting temperatures between 120°C
and 170°C, and low flammability and smoke genera-
tion. Most importantly, polylactic acid is biodegrad-
able and is derived from renewable resources,
utilizing energy from the sun and lowering the fossil
fuel dependence for production.*!

In recognition of the superior properties and the
huge potential market of polylactic acid, Cargill Inc.
and The Dow Chemical Company started a joint
venture Cargill Dow LLC to produce lactic acid using

Biocatalysis

fermentation (whole-cell biocatalysis) several years
ago. A production plant was built in Blair, NE, in
2001 and it now produces 140,000 metric tons of poly-
lactic acid per year. It is predicted that the eventual
cost of polylactic acid will be between $0.50 and
$0.75 per pound (http://www.cargilldow.com).

One of the drawbacks in the current commercial
fermentation process is that the predominant form of
the product is the deprotonated lactate rather than
lactic acid, requiring more expensive and wasteful
product purification steps. This is because the Lacto-
bacillus fermentation operates at a minimum pH of
5.0-5.5 which is above the pK, of lactic acid (3.87).
To overcome this limitation, a powerful strain
improvement method, genome shuffling, was used to
improve the acid tolerance of a poorly characterized
industrial strain of Lactobacillus.** A population of
strains with subtle improvement in pH tolerance was
isolated using classical strain improvement methods
such as chemostats, and were then shuffled by recursive
pool-wise protoplast fusion to create mutant strains that
grow at substantially lower pH than does the wild-type
strain.

1,3-Propanediol

1,3-Propanediol is an intermediate that is widely used
in the synthesis of polyesters and polyurethanes. Poly-
mers based on 1,3-propanediol are very useful in the
carpet and textile industry because of their good light
stability and biodegradability.”> The conventional
methods for producing 1,3-propanediol rely on petro-
leum derivatives and are quite capital intensive and/or
generate waste streams containing environmental pol-
lutants. Thus, the use of micro-organisms to produce
1,3-propanediol from glucose represents an attractive
alternative.

Both the biological production of 1,3-propanediol
from glycerol and that of glycerol from glucose have
been known for many years.'>! However, there is no
single micro-organism that could convert basic carbon
sources such as glucose to the desired 1,3-propanediol
end-product. Such a micro-organism is highly desired
in the process as it requires less energy input and uses
an inexpensive starting material.

A team of researchers from DuPont and Genencor
has successfully used metabolic engineering techniques
to engineer such a micro-organism. The conversion of
glucose to 1,3-propanediol requires the combination of
two natural pathways: glucose to glycerol and glycerol
to 1,3-propanediol. The best natural pathway for the
production of glycerol from glucose was found in the
yeast Saccharomyces cerevisiae, which consists of two
enzymes: dihydroxyacetone-3-phosphate dehydrogenase
and glycerol-3-phosphate phosphatase. The best natural
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pathway for production of 1,3-propanediol from
glycerol was found in Klebsiella pneumoniae, which
consists of glycerol dehydratase and 1,3-propanediol
dehydrogenase. The genes encoding these two natural
pathways were cloned and expressed in E. coli. E. coli
was chosen as the production strain because it has been
used in large-scale production on an industrial level, it
has many genetic tools, and its metabolism and physiol-
ogy are well characterized. This engineered E. coli was
found to produce over 120g/L of 1,3-propanediol in
40 hr fed-batch fermentation.!'!

CONCLUSIONS

Biocatalysis has become an important tool for indus-
trial chemical synthesis and is on the verge of signifi-
cant growth. In the past several decades, many
biocatalytic processes have been implemented to pro-
duce a wide variety of products in various industries.
Most of them use naturally occurring enzymes or
micro-organisms as catalysts. With the help of innova-
tive biocatalyst discovery methods and advances in
protein engineering and metabolic engineering, the
time and cost of developing new biocatalysts can be
reduced significantly. Most importantly, the bio-
catalysts can be readily tailored to their specific appli-
cations and process conditions through protein
engineering and metabolic engineering. It is possible
that in the future they can be rationally designed to
act specifically in any chemical reaction of interest,
fulfilling the holy grail of catalysis: catalysis by design.
In addition, the use of biocatalysts in organic solvents
in combination with the integration of biocatalysis and
chemical catalysis will continue to broaden the scope
of the applications of biocatalysts. New advances in
genomics, proteomics, and bioinformatics will fuel
the development of biocatalysis as an integral part of
industrial catalysis.
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INTRODUCTION

The term “biofilm’’ refers to a colony of living matter,
usually microorganisms including algae, fungi, or bac-
teria, together with extracellular material attached to a
solid surface. In natural conditions it will almost certainly
contain several different microbial species, and also
depending on the prevailing conditions, the biofilm may
also contain adventitious particulate matter. In proces-
sing operations, biofilms can be an asset or a hindrance.
In some cases, the biofilm is essential for achieving the
objective of the process, e.g., the use of trickle filters for
the removal of contamination to improve the quality of
potable water.!! On the other hand, the effectiveness of
a cooling water system can be reduced by the presence
of biofilms on heat transfer surfaces./”

Biofilm formation is a natural phenomenon, so that
wherever suitable conditions exist, it would be antici-
pated that a biofilm would develop. Essential, of
course, are the presence of nutrients to sustain life
and a suitable temperature. Biofilms are formed on
surfaces; so the availability of a suitable surface that
may be colonized by microorganisms is vital. The
structure and the composition of the biofilm are greatly
dependent on the environment in which it grows. The
composition of the fluid (usually water) in contact with
the biofilm, including organic matter, oxygen, and
trace elements, its pH, and its flow conditions across
solid surfaces, all affect the rate of growth and the
robustness of the biofilm structure that develops.
The removal of waste products from the vicinity of
the biofilm will also depend on the structure of the
biofilm, in terms of porosity and thickness, and the
flow conditions internal and external to the biofilm.
The structure of the biofilm will also influence the
availability of nutrients within the biofilm, because of
its effect on the penetration of the fluid carrying the
nutrients within the biofilm. The biofilm activity may
affect the surface on which it resides. For example,
the pH near the base of the biofilm may be different
from that of the bulk fluid external to the biofilm,
because of the metabolism of the microorganisms. This
may give rise to corrosion or deterioration of the
surface. Clearly, this is an important consideration in
relation to the integrity of processing equipment.

The initiation and continued growth of a biofilm is
an extremely complex process, subject to many internal
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and external influences. A discussion of these factors
forms the basis of this entry.

MICROBIAL ACTIVITY

Bacteria may be regarded as more versatile than algae or
fungi because they are not limited by the need for light
or a consumable substrate. In addition, there is consider-
able variation among bacteria, which is due, in part at
least, to the differences in the properties of cell surface
polymers.”! Fletcher™ suggests that the bacteria
attached to a surface appear to be metabolically different
from their planktonic or “free swimming’’ counterparts.

Algae utilize carbon dioxide and inorganic chemicals
as their primary source of nutrients, and light (usually
sunlight) to photosynthesize sugars. The associated bio-
films are generally composed of single cells or filamen-
tous organisms, but other forms can exist depending on
the conditions. In natural conditions, algal biofilms are
found on rocks or stones, in rivers, or on the seashore.
Colonies can also reside on man-made structures such
as bridge supports standing in water or offshore oil rigs.

Fungi require a fixed organic source of carbon. The
rigid cell wall limits them to being saprophytic on
organic substrates or as parasites on animals, plants,
algae, or even other fungi. In fact, fungi may be
found on any solid that provides an organic substrate,
provided that the local conditions are satisfactory.

Microbial cells are surrounded by a cell wall, which
retains the cell contents, and is the primary barrier
between the cell surface and the environment in which
it exists. The quality of the cell wall, in terms of selective
permeability, maintains the necessary levels of nutrients,
trace elements, and cell internal pH. The cell membrane
is the site of transfer processes: water is able to pass
through this membrane, in or out of the cell, depending
on the thrust of the osmotic pressure. The chemistry of
the cell wall affects its properties in terms of surface
electric charge and the availability of binding ions.

In many organisms, the cell wall is rigid, giving a
characteristic shape to individual cells such as rod, fila-
ment, or sphere. The rigidity of the cell wall allows the
development of structures that may be beneficial for
the maintenance of a coherent biofilm. Some cells,
however, do not have a rigid cell wall and, therefore,
require an intrinsic mechanism to control osmotic
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pressure for the prevention of damage by excess water
intake. A few freshwater organisms can dispose of
water or imbibe it through contractile vacuoles.
Certain algae can control the condition of soluble
metabolites to counter the effects of osmotic pressure.

Microorganisms can produce extracellular materials,
such as slimes of polysaccharides and mucilages, which
may help to maintain attachment to the solid substrate,
provide a source of nutrients if the nutrient availability
declines for any reason, or enhance protection of the cells.

Clearly, the availability of nutrients will determine
whether or not a biofilm can form and develop. In com-
mon with all living matter, the elements that constitute
microorganisms are associated with organic chemistry
in the widest sense, including carbon, hydrogen, oxy-
gen, nitrogen, sulfur, phosphorus, and other inorganic
molecules. The requirements are a source of energy,
carbon, and reducing chemicals. Although CO, is an
increasing component of the atmosphere, it is used as
a nutrient source of carbon only by algae, via photo-
synthesis. The usual source of carbon for micro-
organisms is carbohydrates, especially polysaccharides
because of their abundance. Nevertheless, other sources
used include fats, hydrocarbons such as methane, and
proteins. Cellulose is preferred by some fungi.

The inertness of atmospheric nitrogen precludes its
availability for microorganisms. The usual source is
nitrogen-containing compounds such as amino acids,
ammonia, nucleotides, uric acid, and urea.

Sulfur is plentiful in naturally occurring compounds.
Inorganic sulfates can be reduced via the sulfide and
incorporated into amino acids. Hydrogen sulfide is used
as a source of sulfur by some microorganisms. Organic
sulfur may represent an alternative sulfur-containing
nutrient.

Trace elements, including potassium, magnesium, and
iron, are required by microorganisms, while calcium,
sodium, and silica may be necessary for the growth of
some species. There may also be a requirement for traces
of zinc, copper, cobalt, manganese, and molybdenum.

The metabolism of microorganisms gives a basis for
classification:*!

1. Phototrophs obtain their energy directly from
the sun.

2. Chemotrophs acquire their energy from the
oxidation of organic as well as inorganic com-
pounds.

3. Autotrophs are capable of synthesizing their cell
carbon from simple compounds such as CO,.

4. Heterotrophs require fixed sources of carbon.

5. Lithotrophs produce the reducing equivalents
required for cell synthesis from inorganic sub-
stances like H,S and ferrous iron.

6. Organotrophs obtain chemical reduction from
the oxidation of organic molecules.

Biofilms

Movement to a favorable location for nutrient
assimilation is achieved by the use of flagella, as with
some bacteria, or by the use of fibrils, as with some
algae cells to glide across surfaces.

During metabolism, a single cell will take in nutri-
ents allowing the synthesis of macromolecules that pro-
vide the basis for growth. As the cell increases in size, it
will eventually divide. Cell division in bacteria is well
ordered; the daughter cells that result from the division
are uniform in dimension and genetic character. The
time to reach full size can be very short (as low as a
few hours) depending on the prevailing conditions,
particularly temperature and nutrient availability.

Cell division in some fungi starts with the production
of a “bud” on the cell surface. Of course, the bud is
much smaller than the original cell, but it grows till it
reaches adult dimensions, and the reproductive process
is repeated. There is a limit to the number of buds that
can be produced by a single parent cell, as only one can
be grown at a particular point on the surface of the cell.
Fungi grow almost exclusively through what is known
as apical growth, though they can also reproduce by
means of sexual and asexual cycles.

For the development of algal biofilms, as with bac-
teria, few cells are needed to attach to a surface, as cell
division rapidly gives rise to colonies that eventually
coalesce to form a compact biofilm.!

THE IMPORTANCE OF A SURFACE

It would appear that many microorganisms tend to
reside on a surface, in discrete colonies, or in a film. It
has been suggestedm that under natural conditions, i.e.,
in rivers or lakes, 90% of the microorganisms in the
biosphere exist in biofilms. Of fundamental importance
is that the microorganisms contained in a developing
biofilm are exposed to a continuous supply of nutrients.
The disturbance of the surface of the water source (e.g.,
a lake) in contact with the atmosphere ensures there is
aeration, which would be advantageous for aerobic
organisms. Furthermore, the movement of the water
would assist the removal of waste products of the meta-
bolic processes in the cells. The advantages experienced
by the sessile cells (those attached to a surface) may be
contrasted with the depravation of the planktonic cells
(those suspended in water) where nutrient availability
at the cell surface is largely because of Brownian dif-
fusion, the cells moving with the water flow along the
water streamlines.

Other advantages that accrue for biofilms on sur-
faces! include protection from short-term fluctuations
in pH, salt and biocide concentrations, and dehydra-
tion. Because of the mass-transfer resistance of the
biofilm to the transport of nutrient, conditions will
change throughout the biofilm depth. Where several
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different microorganisms are present, it is possible for
symbiosis to occur. Symbiosis may be defined as a
mutually beneficial partnership between organisms of
different kinds. Examples include the utilization and
breakdown of less readily degradable substances by
specialized organisms, which provides a source of
nutrients for other microorganisms, e.g., the degrada-
tion of cellulose by fungi. The creation of ecological
niches, such as anaerobic zones under aerobic bio-
films, allows the growth of anaerobic cells in otherwise
aerobic environments.

COLONIZATION OF SURFACES

It is generally accepted that the colonization of a
surface by microorganisms is a multistage process, as
suggested by Characklis.!! Five steps are involved.

Formation of an Organic Conditioning Layer

A conditioning layer on the virgin solid surface, newly
immersed in water, is created by the adsorption of
macromolecules. Chamberlain!” has studied the
importance of these adsorbed macromolecules in the
attachment of microbes to solid surfaces. The adsorbed
macromolecules on surfaces are generally organic in
character, although there may be other compounds
included in the adsorbed layer, such as metallic hydrox-
ides and mineral particles. Because macromolecules
frequently possess multiple attachment points, either
functional groups or segments of more hydrophobic
character, their attachment is likely to be irreversible.
In freshwater systems, such as cooling water circuits,
the macromolecules involved, including humic acids
and polysaccharides, are likely to be derived from for-
mally living matter. The humic components originate
primarily from lignin-type materials and may contain
carboxylic and phenolic residues that impart high
reactivity. These components are generally highly
aromatic. In seawater used for cooling purposes, humic
compounds are somewhat different in character and
generally comprise complex condensation molecules
with polysaccharide, peptide, and lipid components.
In contrast to fresh water systems, the marine humic
compounds are generally aliphatic in character. In
food-processing streams, the macromolecules are often
proteins or glycoproteins, which may bring about the
attachment of casein and other milk proteins to
stainless steel, the usual material of construction in
food processing equipment. The rate of adsorption of
macromolecules is, in part at least, controlled by their
concentration in the water, their relative affinities for
the material with which the surface is made, and the
hydrodynamics of the flow across the surface.
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The transport of microbial cells dispersed in the liquid
stream toward the surface is strongly influenced by
the regime of flow across the surface, i.e., laminar or
turbulent (see item elsewhere in this encyclopedia).
The liquid immediately in contact with the solid
surface may be regarded as being stationary, because
of the viscous drag exerted by the solid surface. The
velocity of the liquid layers gradually increases at
distances at right angles to the surface. When close
to the surface, these layers are slow moving and consti-
tute what is generally known as the viscous or laminar
sublayer. In simple terms, if the bulk flow is turbulent,
a boundary layer exists between the slow-moving
laminar sublayer and the turbulent bulk flow. For
microorganisms to approach the surface and become
attached to the conditioning layer, they have to pass
from the turbulent bulk liquid, through the boundary
layer and into the viscous sublayer. Initially, the cells
are carried by eddy diffusion (i.e., resulting from the
turbulence in the bulk liquid), but as they approach
and enter the viscous sublayer, the eddy diffusion is
damped out. Within the viscous sublayer itself, the
transport mechanism is caused by molecular diffusion
or Brownian motion. The thickness of the viscous
sublayer is strongly dependent on the velocity in the
bulk liquid. The greater the bulk flow, the thinner the
viscous sublayer; i.e., the resistance to the transport
of the cells to the surface is lower, and hence a more
rapid build-up of cells on the surface is possible. Fric-
tional drag forces become significant in the viscous
sublayer, which slows the cells as they move towards
the surface. Complex interactions between the cells
and the effects of the flow conditions are also likely
to affect the approach velocity; for instance, the distur-
bance of the laminar sublayer by the turbulence in the
bulk flow.

Thermophoresis, where particles move in response
to a temperature gradient, may also affect the move-
ment of cells in relation to a surface. Because cells have
a large water content, gravity will have little effect on
settlement. As already stated, cells may respond to
chemical stimuli that influence movement in relation
to surfaces, and it is possible that the conditioning
layer, because of its composition, attracts cells by
chemotaxis, thereby facilitating colonization.

Attachment to a Surface

The attachment of particles in a fluid suspension to a
solid surface is extremely complex and involves long-
range attraction forces to bring the particles to the
surface and provide a basis for further interaction.
The forces involved may include van der Waals forces
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and electrostatic forces. Because of the complexity,
simplifying assumptions are made in an attempt to
provide a reasonable explanation of the phenomena
involved.

The majority of solid surfaces, when immersed in an
aqueous solution, acquire an electrical surface charge.
As a result, an electrical potential between the surface
and the bulk fluid is created. There is an attraction
between oppositely charged ions (counterions) in the
fluid and the surface. At the same time, similarly
charged ions (coions) are repelled away from the sur-
face. The electric discontinuity created at the surface
is generally known as the “electrostatic double layer.”’
Fig. 1 is a simplified illustration of the situation that
applies to a spherical colloid particle immersed in
water. The diffuse electrostatic double layer plays an
important role in the interaction between the solid
surface and microorganisms and colloids in suspen-
sion. Indeed, microorganisms in suspension have
been called “living colloids,”” the “bridging’’ may take
the form of chemical bonding with the adsorbed
macromolecules on the surface. The basic concepts of
particle adhesion theory may be modified where micro-
organisms are the adhering particles. Mozes,™ applying
adhesion theory to the formation of biofilms, makes
the following observations in relation to microbial
cells in suspension:

1. It is not a homogeneous, rigid, smooth, and
spherical ideal colloid particle.

2. It is not inert and in equilibrium with its
environment.

3. It may be capable of independent movement.
4. Tt may respond physiologically to contact with a
surface.
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Fig. 1 An idealized representation of an electrostatic double
layer and a solid colloidal particle. (From Ref.?.)
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Both reversible and irreversible attachments are
possible. Microbial cells can be held in close proximity
to a surface by the long-range forces, but still be capa-
ble of Brownian motion. Under the flow conditions,
mild shear forces, brought about by flow and dis-
turbances in the viscous sublayer, may also be present.
These effects may restrict or prevent attachment. It is
anticipated that this could be the situation if no condi-
tioning molecules were residing on the surface and
would explain the reason for the observed delay in bio-
film formation under flowing conditions. Any adhesion
of cells under these conditions could be said to be
reversible.

Once there is a bonding between the conditioning
molecules and the microbial cells, removal by shear
forces becomes more difficult and the attachment can
be regarded as irreversible. As the biofilm develops,
however, shear forces caused by the fluid flow may
be capable of removing cells from the surface. The
extent of this removal is dependent on the quality of
the biofilm and the bulk flow velocity. Furthermore,
the establishment of irreversible attachment is depen-
dent on the quality of the surface involved. Rough
surfaces are known to facilitate the formation of bio-
films. If the crevices on the surface are relatively large,
a bacterium cell that is only 1 or 2 pm in size, could
easily “hide’” in a crevice and be unaffected by the
shear forces. Under these circumstances, it is possible
that there is a greater opportunity to form a bond with
the conditioning molecules. Once these “survivors’ are
attached, the biofilm can begin to develop and irrever-
sible attachment established. In the food industry,
great care is taken to make sure that the surfaces of
equipment in contact with food products are excep-
tionally smooth to reduce the risk of the formation
of biofilms that could adversely affect food quality.

Nutrient Transport and Assimilation

After colonization of the surface, the microorganisms
utilize the available nutrients to grow, multiply, and
synthesize both intracellular products and extracellular
polymeric substances that constitute the substance of
the biofilm. Significant amounts of biofilm can be pro-
duced under ideal conditions, and even if planktonic
cells are no longer present in the flowing water, the
sessile cells already on the surface can provide the basis
for biofilm development.”!

The transport of nutrients from the bulk water to
the developing biofilm depends on the concentration
difference of nutrients between the bulk water and
the surface of the biofilm. A concentration driving
force is established by the removal of nutrients by the
growing biofilm, assuming that the nutrient concentra-
tion in the bulk is maintained. As with the initial mass
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transfer of cells to the surface, the boundary layers
adjacent to the biofilm constitute a resistance to the
transport of nutrients to the biofilm; the rate of growth
may be limited by this resistance. The extent of the
resistance will depend on the flow conditions outside
the boundary layers. In broad terms, the higher the
bulk velocity, the lower the resistance to mass transfer
of nutrients.

As the biofilm develops, the nutrient availability to
the bulk biofilm may become affected. The biofilm,
despite its voids and channels, offers a further resis-
tance to mass transfer. The cells within the biofilm
consume nutrients that diffuse through the biofilm in
response to the difference in concentration between
nutrients at the biofilm surface and the cells attached
to the conditioning layer. As a consequence, it is
entirely possible that cells in the region of the solid
surface are likely to become starved of nutrients. The
properties of the biofilm may be different, therefore,
in the layers where nutrient is available compared with
the regions where there is little or no nutrient. For
instance, the lack of oxygen may encourage anaerobic
species to develop (some bacteria can exist as aerobes
or anaerobes), with attendant changes to the quality
of the biofilm.

Biofilm Removal

As is apparent from the foregoing discussion, the
growth of the biofilm is a complex interaction between
the flowing fluid and the physiology of the biofilm
structure. Furthermore, the properties of the biofilm
may change with time as it grows, resulting in the
removal of part of the biofilm by the shear forces
acting on the outer layers of the biofilm. The process
is generally referred to as ‘“‘sloughing.”

THE STRUCTURE OF BIOFILMS

Concepts on the detailed structure of biofilms prior to
the invention of the confocal scanning laser micro-
scope were largely the results of intuition and specula-
tion, because, in general, the biofilm had to be removed
from the environment in which it was formed. Such a
procedure could lead to the damage of the biofilm
and loss of moisture that would change its appearance.

With the invention of newer methods of investiga-
tion, detailed examinations of fully hydrated biofilms,
where water flows across the surface of the biofilm,
could be made. The results of the observations revealed
a heterogeneous structure consisting of cell clusters
separated by interstitial voids and channels.'” Real-
time video imaging of biofilms growing on surfaces
subject to fast flowing water revealed the presence of
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Fig. 2 Schematic concept of flow within a biofilm. (From
RefH)

“streamers’’ oscillating rapidly in the flow.!'"] These
streamers, which oscillate in response to the effects
of turbulence in the flowing water, may assist the
assimilation of nutrients by the destruction of the
laminar sublayer around the colony. In other words,
the resistance to the mass transfer of the nutrients is
reduced.

The cell clusters can be composed of a single species
that is likely to be the result of the initial colonization
of the surface. It is possible to have groups of cells
containing a mixture of various species, and this might
be the result of synergy, i.e., an interactive association
between two populations of microorganisms, not
necessarily for survival, but for each group’s benefit.
Extracellular polysaccharide may be present around
the clusters or less densely distributed in the spaces
between the microcolonies. The result is a random
array of channels through which water can flow.
Fig. 2 illustrates the possible flow pattern between clus-
ters of cells. Clearly, this water flow has implications
for the delivery of nutrients to the cells in the lower
regions of the biofilm.

Under high flow rates of fluid, when shear forces are
strong, it is possible that the surviving cells lie so that
the removal forces they experience are reduced to a
minimum,!"? and the biofilm is less prone to sloughing.

THE DEVELOPMENT OF BIOFILMS

The discussion so far has dealt with scientific back-
ground to the formation of biofilms. It is of interest
therefore to examine, as far as possible, the pattern
of development in industrial process operations. The
work described here is related to fresh water fouling
by biofilms and carried out in a pilot scale laboratory
apparatus, but it gives an indication of the effects of
the principal operating variables on biofilm develop-
ment with time. Biofilms in cooling water systems
reduce the cooling efficiency because they are prone
to occur on heat transfer surfaces, where, in general,
conditions are conducive to development. The organ-
isms involved are usually bacteria. Unless corrective
action is taken, the biofilms so produced can cause
serious operating problems with attendant higher
operating costs.
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The change in biofilm accumulation on a surface
with time, under flowing water conditions, would be
expected to follow the idealized curve in Fig. 3. Three
regions can be seen in the diagram:

1. Initiation and growth, which is related to the
laying down of the conditioning macromole-
cules on the surface.

2. After the colonization, there is a period of rapid
growth, where the conditions, in terms of
temperature, availability of nutrients, and their
transport to the biofilm, are conducive to
sustained growth.

3. The rate of growth gradually falls off, till a
stable thickness of biofilm is reached, which
might vary from a few micrometers to several
millimeters, depending on the prevailing condi-
tions.

4. The leveling off of the biofilm growth is attrib-
uted to a balance between growth and removal,
depending on nutrient availability and tempera-
ture on the one hand, and shear forces caused
by water flow on the other.

Under practical operating conditions, it will be seen
that this ideal representation of biofilm development
with time will be modified. Fig. 4 demonstrates that
practical data roughly follow the idealized curve, but
with considerable fluctuation of. The reason for this
“saw tooth’’ appearance is attributed to the growth
and partial sloughing of parts of the biofilm because
of the shearing action of the flowing water at the
surface of the biofilm. It is interesting to note that there
is little effect on the development of the biofilm by the
elimination of the planktonic bacteria in the flowing
water. Once the surface has been colonized, develop-
ment continues provided that a nutrient supply is
maintained. An understanding of the effect of different
variables on biofilm growth is essential for devising
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Fig. 3 Idealized concept of biofilm growth on a surface with
time. (From Ref.”.)
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Fig. 4 Practical biofilm growth curve on the inside of an alu-
minum tube. (From Ref.))

methods for biofilm control where biofilms pose an
operational problem, in cooling water circuits, for
instance, or in enhancing growth where a biofilm is
the key to the effectiveness of the process, such as
water purification.

MEASUREMENT OF BIOFILM ACCUMULATION

Very relevant to the representation of biofilm growth
data is how to measure biofilm accumulation. There
are various methods available, but a detailed discus-
sion is outside the scope of this encyclopedia. For
many years, direct weighing was employed, i.e., to
determine the biofilm accumulation by weighing a tube
or insert plate before and after contamination with
microorganisms. The technique is very unsatisfactory
for a number of rather obvious reasons. The removal
of the test surface from the rest of the system for
weighing may damage the biofilm, and the adventitious
moisture associated with the biofilm is likely to give
misleading information. Furthermore, the method
does not lend itself to continuous tracking of the
change in biofilm accumulation with time. Another
method that has been used is to carry out a cell count
on a unit area of test surface, but, apart from being
labor intensive, this method also has the same pro-
blems of direct weighing. A number of methods have
been developed to overcome the problem.!'*! Some of
the data reproduced here involve the use of infrared
absorbance as a measure of biofilm thickness.["*!

THE AVAILABILITY OF NUTRIENTS

It is to be expected that the availability of nutrients is
crucial to the development of biofilms. The effects of
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Fig. 5 The change in biofilm accumulation on the inside of a
tube with three different nutrient concentrations expressed in
terms of glucose concentration. (From Ref.’))

the changes in nutrient concentration on biofilm
growth are shown in Fig. 5. Fig. 6 demonstrates the
importance of trace elements on biofilm development.
Until trace elements were added to the system, little
or no growth was evident.

THE EFFECT OF BULK WATER VELOCITY

The effects of changes in bulk water velocity are
basically twofold. Higher velocities represent greater
turbulence in the bulk flow and a reduction in the
thickness of the boundary layers adjacent to the
biofilm residing on the solid surface. As the velocity
increases, the availability of nutrients, for a given
concentration, to the biofilm increases because of the
lower resistance to mass transfer of nutrients to the
biofilm. It would be expected that this would be
evident in the higher rate of biofilm growth. As the
velocity increases, however, the attendant shear forces
acting on the biofilm also increase. It would be
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Fig. 6 The effect of adding trace elements to the nutrient on
the growth of a biofilm on the inside of a glass tube, using
infrared monitoring. (From Ref.I'))
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expected that this would be manifest in a reduction
of biofilm accumulation, till a new plateau is reached,
i.e., the competing effects of increased growth because
of greater nutrient availability and the removal of
biofilm by the increased velocity. The result is apparent
in Fig. 7.

THE EFFECT OF TEMPERATURE

Microorganisms have an optimum growth tempera-
ture, when, provided that there are sufficient nutrients
available, the growth is maximum. The optimum tem-
perature is different for different species, on account of
various metabolic characteristics. It is usually in the
range of 20-50°C, with many in the range of 35—
40°C. Fig. 8 shows the very pronounced effect of a
relatively small temperature change on the develop-
ment of a biofilm of Escherichia coli.'®)

THE EFFECT OF SURFACE

Mott and Bott!'” illustrated the effect of different
materials on the accumulation of Pseudomonas fluor-
escens biofilms on the inside of tubes under identical
operating conditions (see Fig. 9). The differences
between the effects of the materials occur for two rea-
sons: roughness and surface electrical properties. The
quality of the surface, in terms of roughness, on which
microorganisms attach, can affect the biofilm accumu-
lation as discussed earlier. The effect of roughness is
illustrated in Fig. 9 by the difference of biofilm accu-
mulation between electropolished and ‘“‘as received”’
316 stainless steel. The rougher stainless steel is seen
to be more hospitable to biofilm growth.
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In the light of these results, modification of the surface
is a possible way of changing biofilm accumulation,
i.e., to reduce roughness where the biofilm represents a
nuisance or to use a rough surface where the biofilm
performs a useful function.
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Fig. 9 Development of a biofilm of P. fluorescens on differ-
ent materials. (From Ref!"))
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CONTROL OF BIOFILMS

Reference in the discussion so far has been made to the
need of controlling biofilm growth, a requirement that
arises often. Where it is required to enhance growth,
such as the treatment of wastewater, it is simply a ques-
tion of ensuring that the operating conditions are opti-
mum for the species present. There may be, of course,
limited opportunity for this approach by virtue of the
existing conditions of the process. It is unlikely that
there would be much opportunity, for instance, to raise
the temperature of the incoming stream because of the
difficulties this would present and the costs involved.

Of greater significance is the need to control the
growth of biofilms, as encountered in the use of natu-
rally occurring water for cooling purposes. Some men-
tion has been made in the preceding discussion, but it is
useful to summarize the opportunities available. At the
onset, it is important to stress that the tactic adopted
will very much depend on the operating conditions
and particularly on the quality of the water utilized.
The obvious choice of method for controlling biofilm
growth is to “dose’’ the cooling water with a biocide
that will kill the microorganisms present in the system.
For many years, this was the technique employed
and the preferred biocide was chlorine, as it was very
effective, available, and relatively cheap. As the cooling
water is usually discharged back after use to the source
from which it was obtained, e.g., a lake, river, or canal
for fresh water systems, or the sea where this was more
convenient, it has led to concern for the environment.
Although chlorine is still used in many cooling systems,
it is coming under increasingly tighter control to reduce
the threat to the environment. As a consequence, there
has been considerable investment in the search for a
reliable alternative.

Perhaps the solution lies in the use of physical
method, i.e., to avoid the use of chemicals altogether.
The earlier discussion had indicated that velocity plays
an important part in the development of biofilms, so
that higher velocities might be used for biofilm control,
as this would increase the removal forces. Although a
realistic possibility, the technique is likely to be costly
in terms of energy usage, because of the serious
increase in pressure drop through the system that this
would entail. In general terms, it has to be remembered
that pressure drop increases as the square of velocity
increases. A common technique in the power industry
is to circulate sponge rubber balls with the cooling
water through the steam condensers. It has to be said,
however, that the opportunities for physical control
have not been fully explored. Some physical methods
for control that were described in a recent article are
now being investigated.!'8 They include the use of
ultrasound and inserts in heat exchanger tubes, and
the circulation of polymer fibers. The latter technique
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would appear to show promise because the fibers reach
all parts of the system in the same way as dissolved
chemical biocides do, thereby keeping all parts of the
system clean, provided that the fluid velocity is main-
tained. The other two techniques tend to give more
localized control, in particular in heat exchangers,
where the biofilm growth is likely to be most prevalent
owing to the favorable temperature. An alternative
physical strategy is to use modified surfaces to reduce
the adherence of the microorganisms to the surface
to facilitate removal by the shear forces. The extra cost
of treatment of the surface such as electropolishing or
ion implantation could be high. The alternative of
coating the surfaces with, say, a polymer could invoke
questions of its integrity over long periods of time.

In response to the environmental issues, the so-
called “environment friendly’’ biocides have been or
are being developed. The concept is that after a rela-
tively short time, they decompose to innocuous break-
down products, some of which could be nutrients for
biological activity that gives safe disposal. Although
this suggests a contradiction in terms, there need not
be any difficulties, provided the problem is recognized
and handled properly. The cost of these biocides is
relatively high, partly because the dose required is, in
general, much higher than the traditional chemicals
such as chlorine. For this reason, the dosing strategy
requires careful attention.'” The advantages of this
approach include optimizing the chemical use and
minimizing the maintenance costs. Some biocides that
have been used for a number of years are naturally
environment friendly and include the oxidizing agents,
ozone and hydrogen peroxide, which breakdown to
oxygen and water, respectively. A major difficulty with
ozone is that it has to be generated as required, because
it cannot be stored. Hydrogen peroxide is sometimes a
constituent of proprietary biocide formulations.

CONCLUSIONS

Biofilms are common in natural environments and may
include bacteria, algae, and fungi. Microorganisms
prefer to reside on surfaces because the surface offers
a certain degree of protection. But at the same time,
they have a ready access to nutrients contained in the
fluid passing over the surface. The important variables
that affect the stability of the biofilm are temperature
and the velocity of the fluid in contact with the biofilm.
There is an optimum temperature and an optimum
velocity to sustain the maximum biofilm thickness,
provided that there is an adequate supply of nutrients.
In processing, biocides can either be an aid or a
disadvantage, for instance, as seen in wastewater treat-
ment and fouling of heat exchangers in cooling
water circuits, respectively. Where biofilms are an
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impediment to processing, control is implemented by
chemical or physical means.

ARTICLE OF FURTHER INTEREST

Fluid Flow, p. 975.
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Biofuels and Bioenergy
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INTRODUCTION

Biofuel is any gas, liquid, or solid fuel derived either
from recently living organisms or from their metabolic
by-products, including dedicated energy crops and
trees, agricultural food and feed crop residues, aquatic
plants, wood and wood residues, animal wastes, and
other waste materials. It is a renewable energy, unlike
other fossil fuel sources such as coal, petroleum, or
nuclear energy. Biomass (any plant-derived organic
matter) is a subset of biofuels, and it is used repeatedly
in this entry. The term “bioenergy’’ refers to the pro-
duction of energy (liquid, solid, and gaseous fuels)
and heat using the biofuels or biomass.

Biomass is a very heterogeneous and chemically
complex renewable resource. Understanding this nat-
ural variability and range of chemical compositions
is essential for scientists and engineers conducting
research and developing energy technologies using bio-
mass resources. Biomass that is available for energy
has a potential to produce an array of energy-related
products, including liquid, solid, and gaseous fuels;
electricity; heat; chemicals; and other materials.

Most scientists now agree that temperatures around
the world are rising, and global warming may be occur-
ring. There will be high societal costs if unchecked
growth in atmospheric concentrations of greenhouse
gases continues. Bioenergy and bio-based industrial
feedstocks offer sound, economically friendly, and
environmentally beneficial ways to reduce the pace at
which CO, and other global warming gases accumulate
in the atmosphere. The utility of bioenergy and its
coproducts can play a major role in mitigation strate-
gies for reducing greenhouse gases. Potential environ-
mental benefits from biomass include offsetting these
greenhouse gas emissions and sequestering carbon,
improving water quality, and reducing soil erosion
through the use of perennial cropping systems on
marginal lands and by recovering wastes and capturing
methane emissions.

The relative performance of biomass energy systems
in reducing net greenhouse gas emissions depends on
the sustainability of the sources of biomass feedstock,
the energy requirements of the conversion systems,
and the overall conversion efficiencies. Unlike fossil
fuels, biomass production systems recapture emissions
of carbon dioxide. It has been well documented that
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biomass energy and product systems have the potential
to substantially reduce net greenhouse gas emissions.
These vary greatly across biomass systems. A 1999 life
cycle analysis indicated a 95% reduction in carbon
dioxide emissions from a woody crop fired integrated
gasification combined-cycle system relative to the aver-
age coal-fired power system. Direct-fired biomass
systems, using residues that otherwise would have gone
to landfills, generated even greater reductions in green-
house gas emissions by avoiding methane production.
The United States Department of Agriculture (USDA)
and the Department of Energy (DOE) studies have
shown that compared to gasoline, greenhouse gas
emissions can be reduced on a per-gallon basis by
20-30% with the use of corn ethanol and 85-140% with
that of cellulosic ethanol.!"

This entry is organized into three major parts. The
first identifies the biomass resources in the form of con-
ventional forestry, agricultural crops and residue, and
oil-bearing plants, among others. The second describes
the conversion processes of bioresources into biofuels,
and it is followed by the end product usage of biofuels
in producing electricity in power plants.

BIORESOURCES

A variety of fuels can be made from biomass resources,
including liquid fuels such as ethanol, methanol, bio-
diesel, Fischer-Tropsch diesel; gaseous fuels such as
hydrogen and methane, and solid fuels such as switch
grass, walnut shells, and sawdust, among others.
Examples of biofuel include alcohol (from fermented
sugar), black liquor from the paper manufacturing
process, and soybean oil. Biofuel contains no petro-
leum, but it can be blended at any level with petroleum
fuel to create a biofuel blend. It can be used in conven-
tional heating equipment or diesel engines with no
major modifications. Biofuel is simple to use, bio-
degradable, nontoxic, and essentially free of sulfur and
aromatics. A typical blend of 20% biofuel with 80%
of convention petroleum or fossil fuel has demon-
strated significant environmental benefits. Biofuel is
the only alternative fuel to have fully completed the
health effects testing of the Clean Air Act. The use of
biofuel in a conventional heating system or diesel
engine results in a substantial reduction of unburned
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hydrocarbons, carbon monoxide, and particulate
matter compared to the emissions from heating oil or
diesel fuel. In addition, the exhaust emissions of sulfur
oxides and sulfates (major components in acid rain)
from biofuel are essentially eliminated compared to
heating oil or diesel fuel.

Bioresources include any organic matter available
on a renewable basis, including dedicated energy crops
and trees, agricultural food and feed crops, agricultural
crop wastes and residues, wood wastes and residues,
aquatic plants, animal wastes, municipal wastes, and
other waste materials.

Herbaceous energy crops: These are perennials
that are harvested annually after taking 2-3 yr
to reach full productivity. They include such
grasses as switchgrass, miscanthus (also known
as elephant grass or e-grass), bamboo, sweet
sorghum, tall fescue, kochia, wheatgrass, and
others.

Woody energy crops: Short-rotation woody crops
are fast-growing hardwood trees harvested
within 5-8yr after planting. These include
hybrid poplar, hybrid willow, silver maple,
eastern cottonwood, green ash, black walnut,
sweetgum, and sycamore.

Industrial crops: Industrial crops are developed
and grown to produce specific industrial chemi-
cals or materials. Examples include kenaf and
straws for fiber, and castor for ricinoleic acid.
New transgenic crops are being developed that
produce the desired chemicals as part of the
plant composition, requiring only extraction
and purification of the product.

Agricultural crops: These feedstocks include the
currently available commodity products such
as cornstarch and corn oil, soybean oil and
meal, wheat starch, other vegetable oils, and
any newly developed component of future com-
modity crops. They generally yield sugars, oils,
and extractives, although they also can be used
to produce plastics and other chemicals and
products.

Aquatic crops: A wide variety of aquatic biomass
resources exist, such as algae, giant kelp, other
seaweed, and marine microflora. Commercial
examples include giant kelp extracts for thick-
eners and food additives, algal dyes, and novel
biocatalysts for use in bioprocessing under
extreme environments.

Agriculture crop residues: Agriculture crop residues
include biomass (primarily stalks and leaves) that
are not harvested or removed from the fields in
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commercial use. Examples include corn stover
(stalks, leaves, husks, and cobs), wheat straw,
and rice straw. With approximately 80 million
acres of corn planted annually, corn stover is
expected to become a major biomass resource
for bioenergy applications.

Forestry residues: Forestry residues include bio-
mass that is not harvested or removed from
logging sites in commercial hardwood and
softwood stands, as well as material resulting
from forest management operations, such as
precommercial thinnings and removal of dead
and dying trees.

Municipal waste: Residential, commercial, and
institutional postconsumer wastes contain a
significant proportion of plant-derived organic
material that constitutes a renewable energy
resource. Waste paper, cardboard, wood waste,
and yard wastes are examples of biomass
resources in municipal wastes.

Biomass processing residues: All processing of
biomass yields by-products and waste streams
collectively called residues, which have signi-
ficant energy potential. Residues are simple to
use because they have already been collected.
For example, processing of wood for products
or pulp produces sawdust and a collection of
bark, branches, and leaves/needles.

Animal wastes: Farms and animal processing
operations create animal wastes that constitute
a complex source of organic materials with
environmental consequences. These wastes can
be used to make many products, including
energy.

Biofuels can be converted into all three natural
forms, i.e., liquid, gas, and solid, from bioresources,
using the biochemical, photobiological, and thermo-
chemical processes described in the following section.

BIOMASS CONVERSION PROCESSES

Biochemical conversion processes: Enzymes and
micro-organisms are frequently used as bio-
catalysts to convert biomass or biomass-derived
compounds into desirable products. Cellulase
and hemicellulase enzymes break down the
carbohydrate fractions of biomass into five-
and six-carbon sugars, a process known as
hydrolysis. Yeast and bacteria ferment the
sugars into products such as ethanol. Biotech-
nology advances are expected to lead to dra-
matic biochemical conversion improvements.
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Photobiological conversion processes: Photobiolo-
gical processes use the natural photosynthetic
activity of organisms to produce biofuels
directly from sunlight. For example, the photo-
synthetic activities of bacteria and green algae
have been used to produce hydrogen from
water and sunlight.

Thermochemical conversion processes: Heat
energy and chemical catalysts are used to break
down biomass into intermediate compounds or
products. In gasification, biomass is heated in
an oxygen-starved environment to produce a
gas composed primarily of hydrogen and
carbon monoxide. In pyrolysis, biomass is
exposed to high temperatures in the absence
of air, causing it to decompose. Solvents, acids,
and bases can be used to fractionate biomass
into an array of products including sugars,
cellulosic fibers, and lignin.

Biofuels exist in all three natural forms, that is, gas,
liquid, and solid:

1. Gas fuel

a. Methane—Methane can be produced by the
natural decay of garbage dumps over time.
Additionally, biomass can be gasified to
produce a synthesis gas composed primarily
of hydrogen and carbon monoxide, also
called syngas or biosyngas. Hydrogen can
be recovered from this syngas, or syngas
can be catalytically converted to methanol.
It can also be converted using the Fischer—
Tropsch catalyst into a liquid stream with
properties similar to diesel fuel, called
Fischer-Tropsch diesel. However, all of
these fuels also can be produced from
natural gas or coal using a similar process.

2. Liquid biofuels

a. Bioalcohols are ethanol and methanol,
when they are not produced from petro-
leum. A significant amount of ethanol is
produced from sugar beets and corn using
the fermentation process. Ethanol is the
most widely used biofuel today, with a cur-
rent capacity of 1.8 billion gallons per year
based on starch crops such as corn. Ethanol
produced from cellulosic biomass is cur-
rently the subject of extensive research and
development, and demonstration efforts. It
is currently being used as an automotive
fuel and a gasoline additive.

b. Straight vegetable oil (SVO) is a waste
product of the food service industry, also
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called fryer grease. It can be used to run a
conventional diesel engine if the oil is clean
and heated to the appropriate temperature
before being injected into the engine. Using
SVO as a fuel greatly lowers health and
environmental hazards caused by using pet-
roleum fuels while boosting energy security.

c. Biodiesel is produced through a process in
which organically derived oils are combined
with alcohol (ethanol or methanol) in the
presence of a catalyst to form ethyl or
methyl ester using transesterification. The
biomass-derived ethyl or methyl esters can
be blended with conventional diesel fuel or
used as a neat fuel (100% biodiesel). Bio-
diesel can be made from soybean or canola
(rapeseed) oils, animal fats, waste vegetable
oils, or microalgae oils. It can be used in
unaltered diesel engines. Biodiesel can be
mixed with petroleum diesel. Vehicle perfor-
mance on biodiesel is almost similar to
vehicle performance on conventional petro-
leum diesel.

3. Solid fuel

a. Biomass, such as switch grass, walnut shells,
and sawdust, is currently used as the cofir-
ing fuel in industrial boilers to reduce the
nitrogen oxide (NO,) emissions.

GLOBAL BENEFITS AND IMPACTS

A 1999 biofuel life cycle study, jointly sponsored by
the USDOE and the USDA concluded that biofuel
reduces net CO, emissions by 78% compared to petro-
leum fuels from biofuel’s closed carbon cycle.!!! The
CO, released into the atmosphere when biofuel is
burned is recycled by growing plants, which are later
processed into fuel.

Scientific research confirms that biofuel has a less
harmful effect on human health than petroleum fuel.
Biofuel emissions have decreased levels of polycyclic
aromatic hydrocarbons (PAHs) and nitrited PAH
compounds (nPAH), which have been identified as
cancer causing compounds. Test results indicate that
PAH compounds were reduced by 50-85%. Targeted
nPAH compounds were reduced by 90%. Biofuel is
nontoxic and biodegradable. In addition, the flash
point (the lowest temperature at which it can form
an ignitable mix with air) is 300°F, well above petro-
leum fuel’s flashpoint of 125°F.

Several developed countries have introduced poli-
cies encouraging use of biofuels made from grain,
vegetable oil, or biomass to replace part of their fossil
fuel use in transport. These initiatives generally have at
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least three goals: 1) to prevent environmental degrada-
tion by using cleaner fuel; 2) to reduce dependence on
imported, finite fossil fuel supplies by partially repla-
cing them with renewable, possibly domestic, sources;
and 3) to provide a new demand for crops to support
producer incomes and rural economies.

The use of biomass for power could have impacts
on local air pollution. As an example, direct combus-
tion and cofiring of biomass offers improvements in
conventional air pollutants, NO,, sulfur dioxide (SO»,),
particulate matter (PM;y and PM, 5), carbon monoxide
(CO), and volatile organic chemicals (VOC) relative
to direct-firing of coal. It follows, then, that certain
emissions from advanced coal energy systems, which
are now under development by the USDOE, also may
be moderated by biomass cofiring or cogasification.
The USDOE is conducting research on biomass gasi-
fication systems that most likely would reduce the
overall emissions relative to most conventional fossil
systems.

Because the impact of conventional pollutants is
primarily local or regional, facility location is also a
significant environmental consideration. Utilization
of bio-based chemicals may help to reduce risks to
human health from environmental releases and work-
place exposure to toxic chemicals, particularly those
derived from petroleum-based feedstocks. Substitution
of bio-based products for petroleum-based end
products has the potential to reduce pollution from
virtually all stages of production, from extraction of
the raw material to final product manufacturing and
product disposal. Substituting bio-based products
for inorganic-based products, e.g., wood for steel,
biocement for cement, and cotton insulation (form-
aldehyde-free) for fiberglass, can have even more
substantial effects on reducing greenhouse gas emis-
sions, as the inorganic-based products are extremely
energy intensive to produce. Substituting a biochemical
for a petrochemical that has different properties can
reduce the pollution generated by the production of
the petrochemical, and also may reduce the environ-
mental impact associated with using the chemical in
manufacturing final consumer products. Finally, even
substituting a biochemical for an identical petrochem-
ical can reduce the upstream impacts associated with
the extraction of the material.

Using the advanced bioethanol technology avail-
able, it is possible to produce ethanol from any
cellulose/hemicellulose material, which means any
plant or plant-derived material. Many of these materi-
als are not just underutilized and inexpensive, but also
create disposal problems. For example, rice straw and
wheat straw are often burned in the field, a practice
that is becoming limited by air pollution concerns.
Also, much of the material now going into landfills
is cellulose/hemicellulose material and could be used

Biofuels and Bioenergy

for bioethanol production. Technology is now avail-
able to convert the municipal solid waste to ethanol.
Wastes from many paper mills, food processing, and
other industries also may be converted to bioethanol.

Another possible bioethanol feedstock is corn stover
(corn stalks and leaves). Because of the stover’s large
volume and proximity to current ethanol production
facilities and because it is already there for the taking,
biofuels program analysts expect stover to be one of
the primary feedstocks for advanced bioethanol produc-
tion. Currently, stover is left in the fields in some cases
and plowed under in others. Appropriate levels of stover
harvesting will need to be carefully determined to avoid
losing stover’s value for erosion control and soil enrich-
ment. In many areas though—particularly in northern
areas where springtime soil warming is of concern—
stover is routinely plowed under—mostly to get rid of it.
Harvesting part of that stover might allow farmers
to switch to a no-till operation, which soil scientists
recognize to be far better from a soil erosion and
fertilizer use perspective.

The total bioenergy potential of the base year, 1990,
was estimated at 225EJ (1 EJ = lexajoule = 10'%J)
or 5.4 billion (10%) tons of oil equivalent (Gtoe).[”)
For comparison, the actual use of bioenergy in 1990
was 46 EJ or 1.1 Gtoe. By the year 2050, this potential
was estimated to have grown to between 370 and
450 EJ (8.8 and 10.8 Gtoe). The slowest growth is
expected to occur in the “crop residues’” category
(because of increasing the harvesting index). To put
the estimated totals into perspective, the estimated
global energy value from photosynthesis is 4000 EJ.”?

SOME ISSUES IN BIOMASS HANDLING

Material handling, collection logistics, and infrastruc-
ture are important aspects of the biomass resource
supply chain.

Biomass material handling: Materials handling
systems for biomass constitute a significant
portion of the capital investment and operating
costs of a bioenergy conversion facility. Require-
ments depend on the type of biomass to be
processed as well as the feedstock preparation
requirements of the conversion technology.
Biomass storage, handling, conveying, size reduc-
tion, cleaning, drying, and feeding equipment,
and systems require special attention. Biofuels
can be stored in existing fuel tanks. Biofuel is
completely compatible with petroleum fuels.

Biomass collection logistics and infrastructure:
Harvesting biomass crops, collecting bio-
mass residues, and storing and transporting
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biomass resources are critical elements in the
biomass resource supply chain.

Biomass feedstock production shares many of the
potential environmental effects associated with other
agricultural systems, including soil erosion, fertilizer,
and pesticide runoff. However, biomass production
systems using perennial crops, such as trees and
grasses, that are being developed by the Agricultural
Research Service, the Forest Service, the Oak Ridge
National Laboratory, land grant universities, and
others will lower overall chemical use and reduce soil
erodable from rates associated with conventional
monoculture crop production. Positive environmental
effects have been documented where biomass (peren-
nial crop) production replaces conventional crop
production on marginal, highly erodable lands.
Additional research is needed to optimize the manage-
ment systems for a wide variety of soil and climate
conditions. Utilization of biomass products such as
compost also can serve as a component of an overall
strategy to reduce, reuse, and recycle solid waste. For
example, promoting composting is entirely consistent
with efforts to enhance recycling. In providing incen-
tives to promote biomass energy from waste, it will
be important to understand and mitigate potential
instances where diverting waste for energy might have
impacts on programs and incentives to promote waste
reduction and recycling. It is important to keep in
mind that the established, national hierarchy for
materials utilization places reuse and recycling above
the use of materials for energy recovery. Improvements
in handling and management of solid waste, such as the
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capture and use of landfill gas, can reduce emissions of
methane, a powerful greenhouse gas, as well as other
pollutants.

THERMOCHEMICAL PROPERTIES OF
BIOMASS FEEDSTOCKS AND FUEL

Biomass feedstocks and fuels exhibit a wide range of
physical, chemical, and agricultural /process engineer-
ing properties. Despite their wide range of possible
sources, biomass feedstocks are remarkably uniform
in many of their fuel properties (see Table 1),
compared with competing feedstocks such as coal or
petroleum. For example, there are many kinds of coals
whose gross heating value ranges from 20 to 30 MJ /kg
(million joules per kilogram; 8600-12,900 Btu/Ib).
However, nearly all kinds of biomass feedstocks
destined for combustion fall in the range 15-19MJ/Kg
(6450-8200 Btu/lb). For most agricultural residues,
the heating values are even more uniform—about 15—
17MJ/Kg (6450-7300 Btu/1b); the values for most
woody materials are 18-19 MJ/Kg (7750-8200 Btu/1b).
Moisture content is probably the most important deter-
minant of heating value. Air-dried biomass typically has
about 15-20% moisture, whereas the moisture content
for oven-dried biomass is around 0%. Moisture content
is also an important characteristic of coals, varying in
the range of 2-30%. However, the bulk density (and
hence energy density) of most biomass feedstocks is gen-
erally low, even after densification—between about 10%
and 40% of the bulk density of most fossil fuels—
although liquid biofuels have comparable bulk densities.

Table 1 Thermochemical properties of various bioenergy feedstocks and fuels

Heating value Ash Sulfur Potassium Ash melting
(MJIkg) (%) (%) (%) temperature (°C)
Bioenergy Corn stover 17.6 5.6
feedstocks Sugarcane bagasse 18.1 3.2-5.5 0.1-0.15 0.73-0.97
Hardwood 20.5 0.45 0.009 0.04 900
Softwood 19.6 0.3 0.01
Hybrid poplar 19.0 0.5-1.5 0.03 0.3 1350
Bamboo 18.5-19.4 0.8-2.5 0.03-0.05 0.15-0.5
Switch grass 18.3 4.5-5.8 0.12 1016
Miscanthus 17.1-19.4 1.5-4.5 0.1 0.37-1.12 1090
Liquid biofuels Bioethanol 28 <0.01
Biodiesel 40 <0.02 <0.05 <0.0001
Black liquor 11-13 40-45 3-8 0.1-8
Fossil fuels Coal (low rank; 15-19 5-20 1.0-3.0 0.02-0.3 ~1300
lignite /sub-bituminous
Coal (high rank; 27-30 1-10 0.5-1.5 0.06-0.15 ~1300
anthracite/bituminous
Oil 42-45 0.5-1.5 0.2-1.2

(From Refs.4))
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Most biomass materials are easier to gasify than
coal, because they are more reactive, with higher
ignition stability. This characteristic also makes them
easier to process thermochemically into higher-value
fuels such as methanol or hydrogen. Ash content is
typically lower than for most coals, and sulfur content
is much lower than for many fossil fuels. Unlike coal
ash, which may contain toxic metals and other trace
contaminants, biomass ash may be used as a soil
amendment to help replenish the nutrients removed
by harvest. A few biomass feedstocks stand out for
their peculiar properties, such as high silicon or alkali
metal contents. These feedstocks may require special
precautions for harvesting, processing, and combus-
tion equipment. Note also that mineral content can
vary as a function of soil type and the timing of
feedstock harvest. In contrast to their fairly uniform
physical properties, biomass fuels are rather hetero-
geneous with respect to their chemical elemental
composition.

Among the liquid biomass fuels, biodiesel (vegetable
oil ester) is noteworthy for its similarity to petroleum-
derived diesel fuel, apart from its negligible sulfur and
ash content. Bioethanol has only about 70% of the
heating value of petroleum distillates such as gasoline,
but its sulfur and ash contents are also very low.
Both of these liquid fuels have lower vapor pressure
and flammability than their petroleum-based com-
petitors—an advantage in some cases (e.g., use in
confined spaces such as mines) but a disadvantage in
others (e.g., engine starting at cold temperatures).

It should be mentioned here that almost all fuels sui-
table for traditional transport vehicles are compounds
containing predominantly carbon and hydrogen. In the
case of fossil derived fuels, the only other constituent
elements, such as nitrogen and sulfur, are generally
regarded as undesirable contaminants. Compounds
such as tetraethyl lead are typically added to modify
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fuel properties so as to reduce the tendency of the fuel
to “knock’’, while others, such as nitromethane, are
added to specialty fuels to improve power output.
However, biofuels differ chemically from fossil-based
fuels in that they usually contain oxygen in addition
to carbon and hydrogen. Like fossil fuels, they also
may contain other elements, notably nitrogen, which
is an undesirable impurity. Table 2 compares the
approximate compositions and properties for selected
transport fossil fuels and biofuels.

Biofuels are highly volatile and have a relatively
high hydrogen (H) content. The portion of the volatiles
in biofuels is around 70-80%. The carbon content and
heat values are low compared to fossil fuels. Biofuels,
including black liquor, are renewable fuels, which do
not increase the carbon dioxide (CO,) burden globally.
The age of biofuels ranges from a few months to
several thousands of years. Different energy plants and
annual crops, which are grown on fields, are the most
short-lived biofuels, with their age varying from a few
months to some years. A characteristic feature of
solid biofuels is their low sulfur (S) and sodium (Na)
contents, but relatively high chlorine (Cl) and potassium
(K) contents. The net heating value (LHV) of most
biofuels is in the range of 6-10 MJ/kg in as fired condi-
tions. This range is only about one-third of the heating
value of coal.

The relatively low sulfur content in most solid
biofuels may introduce corrosion problems in the
superheaters. The inhibiting tendency of sulfur to limit
superheater corrosion has already been recognized in
the 1970s. It is generally known that when the sulfur
to chlorine molar ratio (S/Cl) in the fuel is higher than
2.0, corrosion is diminished significantly. The best way
to prevent molten phase corrosion is to keep the
superheater metal temperature below the first melting
temperature of deposits, in practice below 500°C
when firing biofuels.

Table 2 Approximate compositions and properties for selected transport fossil fuels and biofuels

Approximate average

Average molecular

Energy density CO,, emissions

Fuel formula weight (MJIL) (GIMJ)
Natural gas ~CHj g5 18.2 38.2MJ/m? 51.3
LNG ~CHj g5 18.2 25.0 51.3
CNG ~CH3 g5 18.2 38.2MJ/m? 51.3
LPG ~Cs3H7g 49 25.7 60.2
Gasoline ~Cs4H 07 80 352 65.8
Automotive diesel ~Cis5.Ha 212 38.6 65.8
Methanol CH;0H 32.04 15.8 60.8
Ethanol C,HsOH 46.07 234 64.3
RME biodiesel ~C3H0 201 333 85.0

(From Ref.Pl)
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Biofuels can be combusted with various technolo-
gies, but only a few of them have gained a well-
established position. The moisture content of biofuels
is relatively high (compared to fossil fuels), which
places certain requirements on the combustion systems
designated for these fuels. In this context, the following
technologies are available: 1) grate-firing technology,
which is the oldest but still widely used technology
for bark and for straw combustion; 2) bubbling flui-
dized bed technology, which is the most suitable for
high moisture fuels; and 3) pulverized fuel injection
technology in tangentially fired (t-fired) boilers. The
first two technologies are getting obsolete; hence, a
combustion example with the t-fired industrial boiler
is demonstrated in the following section.

END PRODUCT USAGE OF BIOFUEL
Cofiring Biofuel with Coal in an Industrial Boiler

Because coal-fired boilers are a significant source of
power generation in the United States and abroad,
cofiring biomass at levels of 2-15% (heat basis) could
provide a significant increase in bioenergy utilization
while taking advantage of the existing utility infra-
structure. Cofiring biomass with coal results in NO,
reduction and helps in reducing the unburned carbon
in ash. Some utility companies have had success when
cofiring 6 mm (0.251in.) topsize biomass at full load.!®!
In such situations, the computational fluid dynamics
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(CFD) modeling can provide insight into the behavior
of the 6 mm particles as opposed to the smaller sizes.
For example, Table 3 illustrates the complex behavior
when cofiring a dry switchgrass in a 150 MWe t-fired
pulverized coal utility boiler with four burner levels
at 13.5m, 12.0m, 10.5mm, and 9.0 m from the ground
(A, B, C, D, where D is the lowest level near the bottom
ash hopper, and A is the uppermost level) as shown
in Fig. 1. Using an eastern bituminous low-sulfur coal
in this CFD simulation, switchgrass is evenly distributed
among the burners at a total 10% energy basis cofiring
level, using a broad size distribution of about 5% plus
6mm, 14% plus 4mm, 37% plus 2mm, 60% plus
Imm, and 23% minus 0.5mm with a mean particle
size of 2mm. Table 1 presents the fate of biomass
particles—whether particles distribute to the fly ash or
bottom ash, their effective biomass particle residence
time (from burner injection level to either the convective
section entrance or the bottom ash hopper), and com-
bustion efficiency (CE)—as viewed from one corner of
the boiler.

In this CFD simulation, pulverized coal and switch-
grass achieve an average residence time of over 3 and
4sec, respectively, with average CEs of 99.9% and
99.3%, respectively. Although switchgrass particles are
an order of magnitude larger than pulverized coal,
they achieve high CEs because of their high volatile con-
tent along with residence time enhancements. Table 1
shows that the smallest switchgrass particles behave
in an expected fashion, with longer residence times
observed for particles injected in the lower furnace,
with essentially complete burnout as particles enter

Table 3 Computational fluid dynamics biomass particle size impacts—residence time, CE, and fly ash/bottom ash partitioning
for 10% switchgrass cofiring at full load in a four-level burner 150 MWe t-fired boiler

Switchgrass
Burner level 0.5 mm 1 mm 3mm 4 mm 5 mm 6 mm
A Upper 2.1sec 1.5sec 6.4 sec 8.1sec 3.2sec 2.5sec
No sparklers Few sparklers Sparklers Sparklers Sparklers Sparklers
99.9% CE 99.9% CE 97% CE 96.3% CE 95.3% CE 95.4% CE
All fly ash All fly ash All fly ash 90% fly ash Bottom ash Bottom ash
B 2.6sec 3.4sec 3.4sec 2.8 sec 2.3 sec 1.9sec
No sparklers Few sparklers Sparklers Sparklers Sparklers Sparklers
99.9% CE 99.9% CE 97.2% CE 95.5% CE 95.2% CE 95.2% CE
All fly ash All fly ash 6% fly ash Bottom ash Bottom ash Bottom ash
C 3.1sec 2.1sec 2.8 sec 2.2sec 1.9sec 1.7 sec
No sparklers Few sparklers Sparklers Sparklers Sparklers Sparklers
99.9% CE 99.9% CE 95.7% CE 95.3% CE 95.1% CE 95.1% CE
All fly ash All fly ash Bottom ash Bottom ash Bottom ash Bottom ash
D Lower 7.2 sec 7.6 sec 1.4 sec 1.2sec 1.2 sec 1.2sec
No sparklers Few sparklers Sparklers Sparklers Sparklers Sparklers
99.9% CE 99.2% CE 95.2% CE 95.1% CE 95% CE 95.1% CE
39% fly ash 28% fly ash Bottom ash Bottom ash Bottom ash Bottom ash
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325m

Level A
Level B
Level C
Level D

the convective pass and report to fly ash. However,
the larger switchgrass particles behave quite differ-
ently as the relative contributions of gravity, buoy-
ancy, and drag forces alter particle trajectories and
effective residence times inside the turbulent flow field
of the t-fired boiler. This behavior can be seen by
the presence of still-burning sparklers entering the
convective pass for intermediate particle sizes, and
at larger sizes, still-burning sparklers that simply
drop into the bottom ash. While the overall CE
of 99.3% for switchgrass is very good, the presence
of still-burning sparklers could be an issue from
the standpoint of boiler operations and bottom ash
handling.

CONCLUSIONS

In response to now incontrovertible evidence of
human-induced global warming caused by the
emission of atmospheric warming gases, renewable
bioenergy generation is the potential vehicle to offset
the greenhouse gases in the future. It is anticipated that
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Experimental data taken
along this line

Fig. 1 Schematic of an industrial t-fired
(150 MW,) boiler.[®

the new electrical capacity from future power plants
may come from energy crops and forestry residue com-
bustion. Interestingly, combustion of biofuels releases
CO,, but because biofuels are made from plants that
absorb CO, from the atmosphere, release is recaptured
when new biomass is grown to produce more biofuels.
Depending on how much fossil energy is used to grow
and process the biomass feedstock, substantially
reduced net greenhouse gas emissions result. Making
biodiesel from soybeans reduces net emissions nearly
80%. The combination of reducing both gasoline use
and fossil electrical production can mean a greater
than 100% net greenhouse gas emission reduction
and less dependence on foreign oil. As with any
fossil-fuel combustion, no matter how much is spent
on improved technology and emission controls, gaso-
line and diesel use in motor vehicles will, by definition,
contribute to global climate change. To whatever
extent biofuels are used instead, global warming will
be reduced. Biofuels are highly volatile and hence
can be used in big particle sizes as a reburning fuel.
Cofiring biomass with coal in the existing power plants
can significantly reduce the NO, emissions, and hence
there will be less fear of acid rain.
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INTRODUCTION

Bioinformatics is the science of accumulating, analyz-
ing, storing, assimilating, and transmitting large quan-
tities of biological data. The completion of genome
sequencing projects for a large number of organisms
has kindled a quest to understand the complex
programs encoded in the sequences. Because these
programs are executed through coded proteins, a tre-
mendous amount of effort is now directed toward
identifying and characterizing all the proteins, their
interactions, and the genetic structure defining them.
Consequently, there is a great demand for computa-
tional tools to efficiently analyze and assimilate the
large amount of biological data into knowledge. Parti-
cularly important are computational tools that utilize
genomic, transcriptomic, proteomic, and metabolomic
data to reconstruct biological pathways and networks
so as to facilitate the understanding of their function
and interaction.

The availability of complete genomes of microbes
has revealed their remarkable industrial potential.
Microbial genomic data are paving the way for novel
and improved vaccines and therapeutics, better-tasting
and healthier foods and beverages, stronger biode-
fense, efficient bioprocess alternatives, and a cleaner
environment (Table 1). Bioinformatics tools will
greatly facilitate a holistic understanding of the func-
tioning of these microbes and enable their manipula-
tion to perform desired tasks with unprecedented
precision, flexibility, and efficiency. Therefore, the
recent advances in bioinformatics have created a stir
in the chemical process industry. The purpose of this
entry is to provide an overview of bioinformatics tools
and their applications toward understanding metabolic
networks, which are likely to have a major impact on
the chemical process industry.

Genome research is yielding enormous amounts of
information at a rate that continues to increase. The
nature of this information varies from static (i.e.,
sequences/structures of DNA and protein molecules)
to dynamic (i.e., gene expression patterns and proteo-
mic data). A large number of public databases now
house these data. In the following section, the nature
of biological information and some public databases
for storing biological data are described. A major
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challenge is the computational integration of highly
diverse data types, ranging from qualitative information
such as gene function and protein modification sites to
more quantitative information such as gene expression
patterns and flux through metabolic networks.®!

Pathway modeling, the computational representa-
tion of genetic and metabolic pathways, effectively
builds on existing tools that analyze raw sequence data.
It has been extensively utilized to understand the
mechanism underlying the complex behavior of biolog-
ical networks and even to design synthetic networks
with desired properties. One such technique, namely,
metabolic flux balance analysis, has been successfully
applied to define the capabilities of biological systems
on a genome scale and to develop an understanding
of physiological function in microbes. Because bioin-
formatics applied to metabolic flux balance analysis
shows great promise in revolutionizing the chemical
process industry, an entire section is devoted to the
basic principles underlying this technique and the
methods for its implementation.

BIOLOGICAL INFORMATION

The sequencing of the genomes of numerous organisms
has created a large amount of primary nucleotide
sequence data that are stored in numerous public data-
bases. Recent efforts to understand the function of
gene products (proteins) and their complex interac-
tions have resulted in a steadily increasing amount of
biological information. As a result, there are now data-
bases for almost all biological functional elements—
from genes and gene expression to protein structure
for many common organisms (Table 2). The manage-
ment of this biological information has been possible
because of the tremendous advances in computing
capabilities in recent times. In conjunction with the
development of modern database technology, the World
Wide Web has become the natural medium for mana-
ging and distributing genomic data. The database at
the National Center for Biotechnology Information
(NCBI: http://www.ncbi.nih.gov) is the largest reposi-
tory for molecular biology information. In addition to
biological data, the web site has a large software collec-
tion for analyzing nucleotide and protein sequences.
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Table 1 Examples of industries that will benefit significantly from advances in bioinformatics

Industry

Microbes Reference

Health
Genome sequence helps understand how the species achieves
virulence, and identify genes and potential vaccines

Food
Genome sequence enables their engineering to produce
better-tasting and safer foods such as cheddar cheese
and cabernet sauvignon

Biodefense
Knowledge of the complete genome sequence can help develop
rapid detection techniques of potential bioterror agents
causing deadly diseases

Chemicals
Genomic sequence helps in metabolic engineering to produce
expensive chemicals by altering natural pathways

Environment
Analysis of genomic sequence provides an understanding
of physiological function and the ability to engineer bacteria
to clean up hazardous waste and the environment

Neisseria meningitis
Streptococcus agalactiae

Lactic acid bacteria

Brucella suis

Escherichia coli

Deinococcus radiodurans
Rhadocyclus tenius

—
~J
—

A major task now is to develop computational tools
to analyze these data in the databases so as to create
knowledge. There are several ongoing programs to
understand the molecular machines and their molecu-
lar level controls for both individual microbes and
communities of microbes sufficiently so that we can
engineer them to address national needs. The computa-
tional tools required to achieve this end range from
sequence analysis algorithms (comparative genomics)
to statistical mechanical methods for describing macro-
molecular motions, structures (structural bioinfor-
matics), and interactions (docking). A final goal is
to integrate the output from these diverse tools into
comprehensive computational models to perform
mechanistic-based cellular simulations. Toward this
goal, new technologies are required to integrate the
resulting data and build multidimensional models at the
cell and cell community levels that reflect the results
of functional genomics studies (Fig. 1). In what follows,
a relatively well-developed technique for modeling and
analyzing biological systems, namely, pathway modeling,
is described.

BIOLOGICAL PATHWAY MODELING

Biological systems function by transmitting and pro-
cessing information in genetic, protein, and metabolic
networks. Therefore, a large chunk of postgenomic
research is devoted to understanding the complex
interactions that are responsible for the functioning
of biological networks.”) There are two principal

approaches to modeling biological systems. Kinetic
modeling attempts to derive the properties of enzy-
matic pathways from knowledge of the kinetic para-
meters associated with the activity of each component
and the order in which those components act.!'”)
Steady-state or static modeling searches for global
properties of networks based on generic properties of
the system such as stoichiometry and Boolean logic.['"!

Kinetic Modeling

In the first approach, a set of rate expressions are
derived to describe the temporal variation of the spe-
cies as a function of the activities of the binding and
catalytic events (for example, using detailed mass
action laws or Michaelis—-Menten kinetics). This
approach has been extensively used in areas such as
metabolic control analysis.'?) Early studies addressing
the connection between genotype and phenotype were
undertaken using this technique. In particular, the phe-
nomenon of dominance because of near-neutrality of
gene activity was explained; a dominant phenotype is
not affected by minor perturbations in the genotype.''?!
According to the analysis, if a microbe has evolved to
optimize its growth rate, then metabolic flux should be
as high as possible, and the activity of each enzyme
(which is a function of its level of expression as well
as catalytic rate constant set by the protein structure)
will take on a value that places it close to the point
at which the maximal flux reaches a plateau.'” Under
these conditions, halving the dosage of the enzyme will
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Table 2 Some biological databases
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Database Description and URL
Gene
NCBI A general repository for molecular biology information
http://www.ncbi.nlm.nih.gov
GenBank Largest public sequence database at NCBI
EMBL European Molecular Biology Laboratory
http://www.embl-heidelberg.de/
MGDB Mouse Genome Database
http://www.informatics.jax.org
Protein
Swiss—Prot Annotated structure and function of proteins
http://expasy.ch
PIR Annotated structure and function of proteins
http://pir.georgetown.edu
PDB 3-D biological macromolecular structural data

Gene expression
GEO

Protein—protein interactions
BIND

DIP

Biochemical pathways
BRENDA

EcoCyc
EPD
ExPASy
KEGG
LIGAND

MIRAGE

http://www.rcsb.org/pdb/

Repository for expression data at NCBI
http://www.ncbi.nlm.nih.gov/geo/

Biomolecular Interaction Network Database
http://www.blueprint.org/index.phtml?page = databases

Catalogs experimentally determined interactions between proteins
http://dip.doe-mbi.ucla.edu

Comprehensive enzyme information system
http://www.brenda.uni-koeln.de

Encyclopedia of E. coli genes and metabolism
http://ecocyc.pangeasystems.com/ecocyc/ecocyc.html

Eukaryotic promoter databases

http://www.epd.isb-sib.ch

Thumbnail sketches of metabolism and cellular biochemistry
http://www.expasy.ch/chi-bin/search-biochem-index

Kyoto encyclopedia of genes and genomes
http://www.genome.ad.jp/kegg/kegg2.html

Database for enzyme, compounds, and reactions
http://www.genome.ad.jp/dbget/ligand.html

Molecular informatics resource for the analysis of gene expression
http://www.ifti.org

have little effect on the total flux, and hence the gene
tends to be dominant.'?! In addition, slight changes
in activity because of new mutations and polymorph-
isms will not greatly affect flux, so the genetic variants
should have little effect on fitness, and their dynamics
will be in accordance with the expectations of neutral
theory. A considerable body of experimental data
from Escherichia coli in particular corroborates this
conclusion.!'*!

A complete metabolic network for the human red
blood cell (hRBC, see Fig. 2) was analyzed using
kinetic information available in the literature.'”
The mass balance equations describing the temporal

variation of the metabolite concentrations, x, are
represented as

dx

E SV(X)

(1)

where v is the vector of enzymatic reaction rates and S
is the stoichiometric matrix for the enzymatic reactions.
The dynamic model was analyzed using phase plane
analysis, temporal decomposition, and statistical
analysis. The results revealed that the formation of
pseudoequilibrium concentration states was a charac-
teristic feature of hRBC metabolism. The analysis
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Fig. 1 The amount of biological information is growing
steadily. From nucleotide sequence to protein—protein inter-
actions, a large amount of data are being generated for each
biologically functional element. Computational tools are now
available to perform analysis of the data for these elements
and convert them into knowledge. To address the complex
interactions between various functional elements, there is a
need to develop new computational analysis, modeling, and
simulation capabilities. Research is currently under way to
create the mathematics, algorithms, and computer architec-
tures required to understand each level of biological
complexity.

enabled the definition of physiologically meaningful
pools of metabolites."” Analysis of this nature eluci-
dates the nuances underlying the functioning of biolo-
gical networks and the results can greatly improve
understanding and facilitate manipulation.

Models based on mass action kinetics have proven
useful in describing cellular processes such as receptor—
ligand binding, signal transduction, and cellular
behavior."¥ Biochemical networks involved in cellular
signaling pathways possess rich dynamical characteris-
tics. Experimental elucidation of the dynamic behavior
of these pathways is a daunting task. Therefore, there
is great interest in developing theoretical models of
biochemical networks involved in signaling pathways.
In conjunction with experimental data, these models
reveal that signaling pathways can display ultrasensi-
tivity, flexible bistability, and oscillatory behavior.!'*!

The processes occurring during cell division in pro-
karyotes and eukaryotes represent a classic example of
a tightly controlled oscillatory biochemical network.
Models of biochemical networks involved in cell divi-
sion have proven extremely useful in testing various
hypotheses regarding the underlying mechanism.
Specifically, it was found that toggle-like switching
of the dynamics of the network arising from positive
feedback is the driving force for cell division transi-
tions into and out of mitosis.!"*’

Networks of signaling pathways are also implicated
in performing temporal decoding functions involved
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Fig. 2 The red blood cell has played a special role in the
development of mathematical models of metabolism given
its relative simplicity and the detailed knowledge about its
molecular components. The model comprises 44 enzymatic
reactions and membrane transport systems and 34 metabo-
lites and ions. The model includes glycolysis, the Rapaport—
Leubering shunt, the pentose phosphate pathway, nucleotide
metabolism reactions, the sodium/potassium pump, and
other membrane transport processes. Analysis of the
dynamic model using phase planes, temporal decomposition,
and statistical analysis shows that hRBC metabolism is char-
acterized by the formation of pseudoequilibrium concentra-
tion states: pools or aggregates of concentration variables.
(From Ref %)

in bacterial chemotaxis. Using mass action kinetic
models of the networks, it is possible to understand
information processing (temporal tuning) by the net-
work. Such models predict two primary mechanisms
for temporal tuning of pathways: a weighted summa-
tion of responses of pathways with different timing,
and the presence of biochemical feedback loops with
emergent dynamics.!'”!

Kinetic models of biological systems show great
potential in guiding the manipulation biological
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systems to precisely perform the desired tasks. Exam-
ples of such applications are the engineering of
synthetic gene circuits and metabolic engineering.!'%!®]
Hasty et al. demonstrated that gene circuits engineered
using computational modeling and experimental mole-
cular biology can lead to insights into some of the basic
modules that comprise complex, naturally occurring
gene networks.'"® Drawing an analogy with estab-
lished techniques in electrical engineering, the gene
circuit approach uses mathematical and computational
tools in the analysis of a proposed circuit diagram,
while novel experimental techniques are used to con-
struct the networks to perform the desired task. Using
this technique, it is possible to design basic building
blocks of gene circuits, namely, autoregulatory toggle
switches (Fig. 3), logic gates, and oscillators.

The lack of kinetic information makes it difficult
to develop detailed models of biological systems.
Therefore, most studies attempt to model subnetworks
to gain an insight into biological function. In most
cases, reasonable values are assigned to biochemical
parameters to develop a first-generation model. The
results of this model are compared with available
experimental data to test the underlying hypothesis.
The model may then be used to design experiments,
the results of which can help fill the knowledge gaps
in the model.

Steady-State or Static Modeling

The second broad class of genomic modeling eschews
any explicit reference to the kinetic properties of
defined pathways, and instead aims to find generic sys-
tems properties that emerge from the logic and connec-
tivity of interacting networks. The approach has been
applied to study genetic regulatory networks as well
as metabolic networks.

The wuniversal properties of gene regulatory
networks may be described using a combination of
Boolean switches.'" In such a model, each gene
interacts with k other genes. Using such a model,
Kauffman illustrated the underlying mechanisms
responsible for order, adaptation, and coevolution.'!!
The particular biological behavior that was predicted
to occur was found to be a function of the degree of
interaction within the network, embodied in k. A nota-
ble observation was that, for very large values of &, a
phase transition from order to chaos occurs. Therefore,
there is a limit to the degree of interconnectivity that
can be supported by biological networks. The applica-
tion of this modeling technique to the genome-wide
analysis of metabolic networks has received lot of
attention in recent times. The basic principles under-
lying this technique and the methods for its implemen-
tation are described in the forthcoming section,
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Fig. 3 Genetic toggle switch: (A) The Pr and Pry system in
A phage. Cro controlled by Py represses Pry whereas CI con-
trolled by Pry represses Pr (B) The synthetic genetic toggle
switch uses the promoter Ptrc-2 to control the production of
a temperature-sensitive version of the CI protein (expressed
by clts); CI acts to repress the promoter Pyslcon. Conver-
sely, Prslcon controls transcription of the gene lacl, whose
product Lacl (lactose repressor) represses Ptrc-2. (C) Experi-
mental results showing bistability of a genetic toggle switch
in E. coli. The response of green fluorescent protein (GFP)
is shown, which corresponds to expression of the ¢/ gene.
Shaded regions indicate periods of induced switching. (From
Ref.['8)

followed by a description of applications in the field
of metabolic engineering.

METABOLIC FLUX BALANCE ANALYSIS

Metabolic networks can be quantitatively and qualita-
tively studied without enzyme kinetic parameters by
using a constraints-based approach.l'”) Metabolic net-
works must obey the fundamental physicochemical
laws, such as mass, energy, redox balances, diffusion,
and thermodynamics. Therefore, when kinetic con-
stants are unavailable, cellular function can still be
mathematically constrained based on the mass and
energy balance. Flux balance analysis (FBA) is a
mathematical modeling framework that can be used
to study the steady-state metabolic capabilities of
cell-based physicochemical constraints.!'”’

The FBA approach is attractive as it does not
require kinetic parameters. Additionally, the stoichio-
metric parameters that are required for FBA are
constant and unambiguously unknown. The stoichio-
metric coefficients are invariant and can be identified
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from genome sequence information using bioinfor-
matics. Therefore, like all static modeling attempts, this
approach greatly benefits from comparative genomics:
the presence of homologs of known enzymes can be
used to reconstruct the biochemical pathway.”” Func-
tional mapping based on homology is possible because
of the evolutionary conservation of proteins, and about
70% of gene products from each of the sequenced
genomes having homologs in distant genomes.!*")
Thus, the functions of many newly sequenced genes
can be predicted simply by comparing different
genomes and by transferring functional annotation of
proteins from better-studied organisms to their
homologs from lesser-studied organisms. Once these
functions are known, a putative metabolic network
can be constructed and bioinformatics tools can be
applied to analyze the network.

FBA is attractive as a predictive tool. That is, once the
model is constructed, one can predict the metabolic
behavior under a number of different conditions.*!)
The basic principle underlying FBA is the steady-state
conservation of mass, energy, and redox potential. A
dynamic mass balance can be written around each
metabolite (X;) within a metabolic network. Fig. 4 shows
a hypothetical network with the fluxes (V) affecting a
metabolite (X;). The dynamic mass balance for X; is:

dX;
dr

= Vsyn - Vdeg — Vuse £ Virans (2)

where the subscripts syn and deg refer to the synthesis
and degradation reactions. The V., and V. metabolic
fluxes correspond to the uptake/secretion and utilization

System
Boundary

Metabolic

Requiremants J/{.

Fig. 4 Flux balance models use material balances around
each metabolite in a metabolic network. The concentration
of each metabolite, X;, is affected by various fluxes, V;. Virans
is the uptake or secretion flux, while V. is the flux required
for growth and maintenance. Vi, and V., refer to the fluxes
resulting from the metabolic synthesis and degradation of the
metabolite.
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reactions, respectively. Eq. (2) can be rewritten as:

dXx;
dr

= Vsyn - Vdeg - Vuse + bi (3)

where b; is the net transport of X; into the defined meta-
bolic system. The growth and the maintenance require-
ments (Vue) can be represented as fluxes in
the metabolic network, which are mathematically indis-
tinguishable from other metabolic reactions. The
stoichiometry and magnitude of the growth and mainte-
nance fluxes can be estimated from the literature or mea-
sured.”**! For a metabolic network that contains m
metabolites and n metabolic fluxes, all the transient
material balances can be represented by a single matrix
equation:

where X is an m dimensional vector defining the metabo-
lite concentrations, v is the vector of n metabolic fluxes, S
is the m x n stoichiometric matrix, and b is the vector
of metabolic transport processes.

The time constants characterizing metabolic transi-
ents are typically very rapid compared to those of cell
growth and process dynamics; therefore, the transient
mass balances can be simplified to consider only the
steady-state behavior.?¥ Eliminating the time deriva-
tive in Eq. (4) and rearranging the equation yields:

S.v+1Ib=0 (5)

Eq. (5) states that at steady-state (or pseudo-steady-
state), all the formation fluxes of a metabolite must be
balanced by the degradation fluxes.

Not all metabolites are capable of being transported
into or out of the cell; therefore, the I-b term can be
simplified by removing the rows in the b vector that
correspond to metabolites that are not transported,
thus forming a vector b,. Additionally, the correspond-
ing columns in I are eliminated, thus forming the
matrix U. Furthermore, the stoichiometric matrix can
be partitioned such that the metabolic reactions within
the system boundary are defined by S cictionss Suse
representing the internal fluxes and the biomass/
maintenance requirement fluxes, respectively. The U
matrix allows certain metabolites to be transported
into and out of the system. Eq. (5) can therefore be
rewritten as:

S.-v+ U:-b =0

v .
[Sreactions‘suse|U} [%;obnrs] =0
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where

S = [Sreactions |Sus€|U}

/ Vreactions

V=|——
|: VYuse /br :|
Therefore, we generate the following equation:?*"

S-vV =0 (7)

Every metabolite inside the system boundary corre-
sponds to a row in the stoichiometric matrix; however,
some of these metabolites are intracellular, while the
rest are extracellular (see Fig. 4). The stoichiometric
matrix is arranged such that the m; internal metabolites
are entered first, and the m. external metabolites sec-
ond (m = m; + m.). When the stoichiometric matrix
is arranged in this manner, the S, and the U matrices
take on the following form:

N

S
Suse = —
"

®)

where U is an m X m matrix, I is the m, x m, iden-
tity matrix, and S} is a matrix with m; rows.

Eq. (7) defines the mass, energy, and redox potential
constraints on the metabolic network, thus effectively
defining the capabilities of the metabolic network.
Flux distributions (the flux vector, v) that satisfy
Eq. (7) are possible metabolic phenotypes. However,
this estimation of the metabolic capabilities is conser-
vative and can be further reduced by adding additional
constraints.

Additional Constraints

Eq. (7) defines the mass, energy, and redox balance
constraints on the metabolic system. However, addi-
tional physicochemical constraints are typically placed
on the metabolic network. For example, the value of
the flux through each of the metabolic reactions can
be constrained based on reversibility, transport limita-
tions, and/or maximum allowable fluxes. Irreversibil-
ity constraints are enforced by placing a lower limit
of zero on the respective irreversible metabolic
reactions:

0 < v < B 9)

In the absence of additional information, f5; (meta-
bolic flux upper limit) is set to infinity. The constraints
in Eq. (9) can be representative of a maximum allow-
able flux through an irreversible reaction by setting
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B, to a finite value. The flux limitations may be known
from enzyme expression levels and V,,, data. The fol-
lowing equation can be used if information regarding
the metabolic flux range is known, rather than simply
specifying the maximal flux levels:
a0 < vy < B (10)
The restriction of the flux through certain reactions
can be used to model the regulatory events occurring
within the cell. Further, any experimental information
can be simulated by appropriately assigning values to o
and f. It is also possible to incorporate regulatory
information using this methodology. For instance,
setting fluxes to zero or some low level can represent
the repression of certain enzymes, such as ppc and
pps during growth on glucose. Thus, the use of addi-
tional constraints provides increased flexibility in ana-
lyzing the metabolic network by incorporating
additional knowledge about a particular cell.
Commonly, restrictions are placed on the transport
fluxes (corresponding to the various uptake processes).
For example, when specific information regarding an
uptake rate is not known, the maximal uptake rate is
set by using the constraints defined by Eq. (10) (f is
defined as the maximal uptake rate or b, element).
However, often in experimental systems, the uptake
rates have been measured, and the flux value can be
fixed by using the formalism described by Eq. (10).
Transport reactions for metabolites that are not pre-
sent in a simulated culture condition are constrained
to zero (0 <v; < 0).

Solution Method

Typically, the number of metabolic fluxes is greater
than that of mass balances (i.e., n > m) resulting in
a plurality of feasible flux distributions or flux vectors
that satisfy Eq. (7). This range of solutions is indicative
of the flexibility in the metabolic network. Although
infinite in number, the solutions to Eq. (7) are in the
null space of the matrix S.»’1 However, in the analysis
of metabolic systems, we are interested in the feasible
set.?® The feasible set is the region of intersection
between the null-space of S’ and the linear inequality
constraints Egs. (9) and (10). The feasible set defines
the capabilities of the metabolic genotype of a given
organism [more accurately than just considering the
solutions to Eq. (8), as discussed above], because it
defines all the metabolic flux distributions that can be
achieved with a particular set of genes.'” Each flux
distribution is a specific metabolic phenotype that is
expressed under particular conditions.

There are two fundamentally different methods to
define a specific metabolic phenotype or flux vector.
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First, one can experimentally measure as many fluxes
(or more) as the dimension of the null-space, so as to
uniquely calculate the remaining fluxes.”” This
approach is called metabolic flux analysis. Alterna-
tively, an objective of the metabolic network can be
chosen to computationally explore the best use of the
metabolic network by a given metabolic genotype.
Herein, we pursue the second option. The solution to
Eq. (7) subject to the linear inequality constraints can
be formulated as a linear programming (LP) problem,
in which one finds the flux distribution that minimizes
a particular objective. Mathematically, the LP problem
is stated as:
Minimize Z, where

Z=> cv = (v (11)

where Z is the objective that is represented as a linear
combination of metabolic fluxes v;. Herein, the vector
¢ is defined as the unit vector in the direction of the
growth flux, vgow. The optimization can also be
stated as the equivalent maximization problem, i.e.,
by changing the sign on Z.

Objective Function

This general representation of Z enables the formula-
tion of a number of diverse objectives. These can be
design objectives for a strain, exploitation of the meta-
bolic capabilities of a genotype, or physiologically
meaningful objective functions, such as maximization
of cellular growth rate. For instance, growth can be
defined in terms of biosynthetic requirements based
on cellular biomass composition, as defined in the lit-
erature.”? Thus, biomass generation is defined as a
reaction flux draining the intermediate metabolites in
the appropriate ratios, and the negative of this flux is
defined as the objective function to be minimized, Z.
The diversity of metabolic objectives that can be repre-
sented by Eq. (11) provides the necessary flexibility to
answer a number of important questions.

APPLICATIONS

Flux balance analysis has been used for over 15yr to
study the metabolic flux distribution.'”! Initially, the
applications of FBA were primarily educational;
however, recently, the utility has grown. The FBA
has been applied to study the effect of gene deletions,
the design of bacterial metabolism for industrial and
environmental applications, or for the computational
exploration of cellular physiology.!'” Metabolic
engineering has been successfully applied to engineer
micro-organisms to produce valuable biochemicals
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for the pharmaceutical industry. For example, Stafford
et al. successfully used Rhodococcus sp. to convert
indene into precursors of the HIV protease inhibitor,
and Chang et al. engineered E. coli to produce
optically pure isomers of lactate.”’*®! The FBA will
likely find additional applications in the near future.

Traditionally, to identify the function of a protein
the first step was to obtain a mutant and study its
properties. This same procedure can also be applied
to whole-cell models. A detailed understanding of the
metabolic network is possible by understanding the
behavior of the system without a key component.
The FBA has been used to predict the whole-cell meta-
bolic flux distribution for a number of mutants under
different conditions."” The results of the computa-
tional gene deletion analysis indicate that the model
accurately predicts the qualitative growth behavior in
over 85% of the cases. Genome enabled studies, such
as the analysis of large sets of mutants in parallel
and whole-cell transcript profiling, can be further aided
by the interpretation of the data from a metabolic
model.["”)

The FBA can provide insights for engineering meta-
bolic networks. For example, FBA can be used to
identify the important fluxes for the production of a
metabolite or protein. Once the key points are identi-
fied, the manipulations can be carried out using mole-
cular genetics. In the past two decades, the ability to
make precise manipulations of the cellular genetic con-
tent has greatly outpaced our ability to predict the
effect of these changes. Through techniques such as
FBA, metabolic engineers have identified tools and
techniques that can overcome this limitation. Thus,
in the near future, metabolic engineers and bioinfor-
matists will be able to harness the power of having
completely sequenced genomes and a descriptive math-
ematical model for their particular system of interest.

Finally, mathematical modeling in biology can
provide valuable insight into the integrative behavior
of cellular networks. For example, FBA can be used
to predict the metabolic by-products in E. coli that
are formed during aerobic and anaerobic metabo-
lism.'"”! Furthermore, FBA has been utilized to gener-
ate several novel hypotheses regarding the function of
the E. coli metabolic network. These were demon-
strated to be consistent with available experimental
data.l?!!

HIGH-THROUGHPUT EXPERIMENTS

An area that is receiving considerable attention is the
development of computational tools to meaningfully
analyze data obtained using high-throughput experi-
ments. These techniques have the potential to reveal
important information otherwise buried within a sea
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of data. Gene expression, defined by the levels of
cellular mRNA, is the first aspect of gene function
amenable to genome-scale measurements with readily-
available technology. It is now possible to carry out
massively parallel analysis of gene expression on tens
of thousands of genes from a given sample.” A
number of techniques have been developed to perform
statistical analysis of the measurements, including pub-
lic databases and proprietary software. The most pop-
ular method for analyzing gene expression profiles is
hierarchical clustering. This approach is extremely
effective in identifying groups of coregulated genes,
and is incorporated into the Cluster/TreeView soft-
ware (http://rana.lbl.gov/EisenSoftware.htm). A par-
ticularly impressive application of this strategy was
the compendium of expression profiles approach in
which over 300 different strains and conditions were
contrasted.””) This technique can be used to study
the coregulation of groups of genes under different
conditions and upon treatment with drugs. Compared
to the method of assessing gene function by coregula-
tion, the compendium approach has a significant
advantage in that it does not rely on the regulatory
characteristics of the gene of interest. Furthermore,
the same compendium used to characterize mutants
can also be used for other perturbations, including
treatments with pharmaceutical compounds, and
potential disease states as well. For instance, the com-
pendium mentioned here was used to identify a novel
target for the commonly used drug dyclonine.*!

The results of incisive analysis of data obtained
from high-throughput experiments have the potential
to provide important information regarding the under-
lying structure of the biological networks. Information
about the architecture of biological networks can
provide tremendous insights into their structure and
function. Moreover, such data are extremely useful in
the development of dynamic models of these pathways.
For example, using a network clustering method to
analyze high-throughput protein—protein interaction
data obtained using two-hybrid screens, it is possible
to unravel the signaling-protein modules (Fig. 5).°%
In Fig. 5, the data are seen to decompose into
well-defined clusters. For example, Ras-pathway
proteins form a single cluster. The organization of a
pathway into separate protein clusters reflects the exis-
tence of more than one module within the pathway.
The results indicate that pathway models can then be
developed in a modular manner.

CONCLUSIONS

Recent advances in molecular biology have created a
wealth of information from which it is possible to
understand biological function at the molecular level.
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Fig. 5 Diagram showing the clustering of proteins involved
in the yeast signaling network. From a global two-hybrid
screen, 64 proteins that have at least one interaction with
another signaling protein were selected. A symmetrical
matrix of these 64 proteins was clustered identically in both
dimensions. The cluster tree is not shown. Each row or col-
umn represents a protein. Each feature is the intersection of
two proteins and is a grayscale representation of pairwise
protein association (see text). Direct interactions are white.
Indirect interactions of increasing distance (weaker associa-
tion) are progressively darker. All features on the diagonal
(self-associations) are white. Columns to the right of the clus-
tered network represent Munich Information Center for Pro-
tein Sequences (MIPS)-defined signaling pathways [P,
polarity-PKC; R, Ras; H, HOG; M, mating/filamentation
MAPK (mfMAPK) ]. White bars in the MIPS pathway col-
umns indicate protein members of the pathway. (From
RefPY)

Toward this end, computational tools are being rapidly
developed to process this information and convert it
into knowledge. The availability of biological informa-
tion about microbes and the ability to effectively pro-
cess that information to define the initial capabilities
in both normal and perturbed states have tremendous
potential in the chemical process industry. Industries
that will greatly benefit include the pharmaceutical,
biotechnology, health, food, defense, biochemical,
and environmental.

A significant effort in the information processing
direction has been devoted to reconstructing, analyz-
ing, and understanding the biological pathways
involved in gene regulation, signaling, and metabolism.
Techniques are now available to model biological
subnetworks and, in some cases, even complete
networks. Their applications have revealed that bio-
logical networks exhibit complex dynamical behavior,
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including ultrasensitivity, flexibility, bistability, oscilla-
tory behavior, and temporal tuning. A good under-
standing of these functions will be extremely useful in
engineering biological systems to perform the desired
tasks and, therefore, will have tremendous applications
in process design, development, and optimization.

The flux balance approach is an elegant technique
for analyzing biological pathways in that the approach
allows metabolic networks to be quantitatively and
qualitatively studied without knowledge of specific
enzyme kinetic parameters. A combination of FBA
and bioinformatics provides a rapid, economical, and
predictive in silico screening method for potential
strategies to produce a desired compound.

In the near future, there will be tremendous progress
in the development of sophisticated computational
tools to assimilate biological information into quanti-
tative models. Such models will facilitate a deeper
understanding of biological function, thereby allowing
their precise engineering to perform the desired tasks.
A major challenge in modeling and simulating systems
biology is integrating high- and low-level models
so that a more accurate picture of the entire biological
process can be obtained. Integrating models of pro-
tein structure and function with those of biochemical
pathways promises to provide insights into the com-
plexities of biological function.

High-throughput experiments will also significantly
benefit from powerful computational tools to extract
biologically meaningful information from a large
amount of data. The results of these experiments will
be extremely useful in providing information about
the underlying structure of biochemical pathways and
in refining mathematical and computational models.
With the development of sophisticated bioinformatic
tools for understanding and manipulating biological
function with amazing precision, there is considerable
excitement in the chemical process industry.
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